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Abstract of “ High Order WENO Scheme for Computational Cosmology ” by Ishani
Roy, Ph.D., Brown University, May 2010

This doctoral dissertation is concerned with the formulation and application of a high

order accurate numerical algorithm suitable in solving complex multi dimensional

equations and the application of this algorithm to a problem in Astrophysics.

The algorithm is designed with the aim of resolving solutions of partial differential

equations with sharp fronts propagating with time. This high order accurate class

of numerical technique is called a Weighted Essentially Non Oscillatory (WENO)

method and is well suited for shock capturing in solving conservation laws. The

numerical approximation method, in the algorithm, is coupled with high order time

marching as well as integration techniques designed to reduce computational cost.

This numerical algorithm is used in several applications in computational cosmol-

ogy to help understand questions about certain physical phenomena which occurred

during the formation and evolution of first generation stars.

The thesis is divided broadly in terms of the algorithm and its application to the

different galactic processes. The first chapter deals with the astrophysical problem

and offers an introduction to the numerical algorithm. In chapter 2 we outline the

mathematical model and the various functions and parameters associated with the

model. We also give a brief description of the relevant physical phenomena and the

conservation laws associated with them.

In chapter 3, we give a detailed description of the higher order algorithm and its

formulation. We also highlight the special techniques incorporated in the algorithm

in order to make it more suitable for handling cases which are computationally

intensive.



In the later chapters, 4-7, we explore in detail the physical processes and the

different applications of our numerical scheme. We calculate different results such as

the time scale of a temperature coupling mechanism, radiation and intensity changes

etc. Different tests are also performed to illustrate the stability and accuracy of this

algorithm. Chapter 8 is concerned with ongoing work and the future research that

will be carried out in this topic.
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Chapter One

Introduction
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Figure 1.1: Big Bang timeline

During the early years of the formation of our galaxy, around 14 billion years ago,

there was a transient phase when the first stars were born. To broadly understand the

galactic events which occurred during that time, astrophysicists look at the time scale

of collision and absorption between different particles. One such event is called the

Wouthuysen-Field coupling and is determined by the kinetics of photons undergoing

scattering inside a spherical halo of first generation stars during the formation of a

galaxy. An accurate computation of the time scale of this process is essential in order

to determine certain information about this coupling which relates spin and kinetic

temperature of the atoms at this particular epoch in time. The coupling process

is related to an emission and absorption process of paticles at a 21 cm wavelength.

It is of interest since the lifetimes of the first stars are short and the ionized and

heated halos around the first luminous objects are strongly time-dependent. Thus

it is theorized and shown that the time scale of the evolution of the expected 21 cm

emission/absorption regions can be as small as 105 years. Also, the intensity of the
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21-cm emission line depends on the density of the neutral atomic hydrogen along

the line of sight. Atomic hydrogen along the line of sight contributes to the energy

received. This again determines the distance to each clump of hydrogen gas that is

detected, enabling physicists to look at a three-dimensional picture of the galaxy.

Figure 1.2: Halo of the first star

In our work, we also refer to the Λ-CDM or the Lambda Cold Dark Matter

model, a simple model which explains certain theories of the Big Bang cosmology.

In general most observed physical phenomena are validated by this model. It takes

into account the accelerated expansion of the universe and explains the existence of

large scale structures of galaxy clusters and other distributed light elements.

To illustrate some of these phenomena, we consider a scattering problem inside

the halo of a first star. The collisions between the photons are characterized by

absorption and redistribution mechanisms that reach their equilibrium to give us the

time scale of the event in question. This problem is modeled by a coupled system of

Boltzmann type integral differential equations in a non-homogeneous medium and

the solution profile involves a sharp front propagating at a given speed. In problems

such as this a Weighted Essentially Non-oscillatory (WENO) algorithm is usefull is

resolving the solution with high accuracy and limiting oscillations at the same time.

However, WENO algorithm was first designed to find solutions of conservation laws.

Hyperbolic conservation laws are a class of partial differential equations (PDE)s
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arising naturally in the physical world in several fields ranging from fluid dynamics to

astrophysics. The problems are characterized by the property of appearance of shock

waves, across which the solution of the PDE becomes discontinuous. In these areas,

a wide range of scientific and engineering problems require efficient computation

and high resolution. Different classes of numerical algorithms have been designed

such that the numerical solution converges to the unique entropy solution of the

conservation law efficiently. These techniques comprise of essentially non-oscillatory

methods in the finite difference or finite volume framework, discontinuous Galerkin

methods and other finite element schemes and spectral methods. In this work we

focus on a numerical algorithm which is based on the first kind: a type of higher order

method called Essentially Non-oscillatory (ENO) method. The accuracy criterion in

this algorithm is enforced such that when applied to piecewise smooth function, the

algorithm gives higher order accuracy in smooth regions and limits oscillations at

discontinuities.

In our problem, a weighted ENO algorithm coupled with a high order total

variation diminishing Runge Kutta method for time evolution is designed to solve

a one dimensional scattering equation, with the results published in [27]. It is an

extremely stable and robust algorithm to solve such a problem involving propagation

of a sharp front with highest resolution. The computation of the time scale of the

coupling of the kinetic and spin temperature of the photons required extensive CPU

time. Certain advanced techniques, such as an O(N) algorithm for grouping of terms

in the summation at every step of integration of the scattering term in the equation

reduce overall computational cost from O(N2) without changing mathematically the

algorithm and its accuracy. The algorithm and the results of the physical problem

have been published in [29]. A more generalized multi dimensional scattering event

inside the spherical halo of a star is solved in the paper in [30].
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One of the major challenges of the numerical scheme is that the time of simulation

involved in a galactic event is at the scale of millions of years and the time step,

in order to guarantee stability, is considerably smaller. Moreover with the spatial

domains being large and a refined mesh being a main requirement, an adaptive mesh

algorithm has been implemented to successfully solve the problem in realistic time.

The adaptive mesh model is a part of the recent work which is submitted to [28].

The motivation for designing this algorithm comes from solving large systems in

astrophysics, but the technique is suitable for any problem arising in computational

fluid dynamics.



Chapter Two

Radiative transfer of photons in

early universe
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In this chapter we outline the partial differential equation (PDE) governing the ra-

diative transfer of photons which undergo resonant scattering. This chapter also

describes the initial and boundary conditions used in the problem. We begin by

describing the transfer equation defined in frequency space and continue with de-

scribing the four dimensional equation modeling the scattering of photons in the

halo of a star.

2.1 Radiative transfer with resonant scattering in

frequency space

Considering a spatially homogeneous and isotropically expanding infinite medium

consisting of neutral hydrogen with temperature T , the kinetics of photons in the

frequency space is described by the radiative transfer equation with resonant scat-

tering ([17], [31]).

∂J(x, t)

∂t
+ 2HJ(x, t) − cH

vT

∂J(x, t)

∂x
=

−kcφ(x)J(x, t) + kc

∫

R(x, x′)J(x′, t)dx′ + C(t)φ(x) (2.1)

where J is the specific intensity in terms of the photon number, H(t) = Ṙ(t)/R(t) is

the Hubble parameter, R(t) is the cosmic factor, vT = (2kBT/m)1/2 is the thermal

velocity of hydrogen atom, the dimensionless frequency x is related to the frequency

ν and the resonant frequency ν0 by x = (ν − ν0)/∆νD, and ∆νD = ν0vT /c is the

Doppler broadening. The parameter k = χ/∆νD, and the intensity of the resonant

absorption χ is given by χ = πe2n1f12/mec, where n1 is the number density of neutral

hydrogen HI at ground state, and f12 = 0.416 is the oscillation strength. The cross
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section at the line center is

σ0 =
πe2

mec
f12(∆νD)−1. (2.2)

In equation (2.1), C(t) is the source of photons with the frequency distribution φ(x),

which is taken as the Voigt function of the frequency profile with the center at ν0,

i.e.

φ(x) =
a

π3/2

∫ ∞

−∞

dy
e−y2

(x − y)2 + a2
(2.3)

Here a is the ratio of the natural to the Doppler broadening. We have a = A21/(8π∆νD),

and A21 = 6.25 × 108 Hz is the Einstein spontaneous emission coefficient. φ(x) is

normalized with

∫

φ(x′)dx′ = 1. When a → 0, we have pure Doppler broadening as

φD(x) =
1√
π

e−x2

. (2.4)

The redistribution function R(x, x′) gives the probability of a photon absorbed at

the frequency x′, and re-emitted at the frequency x. It depends on the details of the

scattering ([15], [18], [20]). If we consider coherent scattering without recoil, it is

R(x, x′) = (2.5)

1

π3/2

∫ ∞

|x−x′|/2

e−u2

[

tan−1

(

xmin + u

a

)

− tan−1

(

xmax − u

a

)]

du

where xmin = min(x, x′) and xmax = max(x, x′). In the case of a = 0, i.e. considering

only the Doppler broadening, equation (2.5) becomes

R(x, x′) =
1

2
erfc[max(|x|, |x′|)]. (2.6)
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Considering the recoil of atoms, the redistribution function for the Doppler broad-

ening is ([12],[2])

R(x, x′) =
1

2
e2bx′+b2erfc[max(|x + b|, |x′ + b|)], (2.7)

where the parameter b = hν0/mvT c = 2.5 × 10−4(104/T )1/2. It is in the range

of 3 × 10−2 - 3 × 10−4, if the temperature T is in the range of 1 K - 104 K. The

redistribution function is normalized as

∫

R(x, x′)dx = φ(x′). (2.8)

Therefore, we have

kc

∫

φ(x)J ′(x, t)dx = kc

∫ ∫

R(x, x′)J ′(x′, t)dxdx′. (2.9)

It means that the total number of photons absorbed given by the term kcφ(x)J(x, t)

of equation (2.1) is equal to the total number of scattered photons. Therefore, with

equation (2.1), the number of photons is conserved.

2.1.1 Re-scaling the equations

We use a new time variable τ defined as τ = cn1σ0t, which is in units of the mean

free flight time of photons at resonant frequency. The number density of neutral

hydrogen atoms n1 = fHInH, with fHI being the fraction of neutral hydrogen. For

the concordance ΛCDM model (briefly described in the introductory chapter), we

have nH = 1.88 × 10−7(Ωbh
2/0.02)(1 + z)3 cm−3. The factor 0.75 is from hydrogen

abundance. Therefore,
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t = 0.054τf−1
HI

(

T

104

)1/2 (

10

1 + z

)3 (

0.022

Ωbh2

)

yrs (2.10)

We re-scale the equation (2.1) by the following new variables

J ′(x, t) = [R(t)/R0]
2J, C ′(t) = [R(t)/R0]

2C. (2.11)

Thus, equation (2.1) becomes

∂J ′(x, τ)

∂τ
= −φ(x)J ′(x, τ)

+

∫

R(x, x′)J ′(x′, τ)dx′ + γ
∂J ′

∂x
+ C ′(τ)φ(x). (2.12)

We will use J for J ′ and C for C ′ in the equations below. The parameter γ is the

so-called Sobolev parameter,

γ = (H/vT k) = (8πH/3A12λ
3n1) = (Hmeν0/πe2n1f12) (2.13)

where λ is the wavelength for Lyα transition. γ is simply related to the Gunn-

Peterson optical depth τGP by

γ−1 = τGP = 4.9 × 105h−1fHI

(

0.25

ΩM

)1/2 (

Ωbh
2

0.022

)(

1 + z

10

)3/2

. (2.14)

The redshift evolution of fHI is dependent on the reionization models. Before reion-

ization fHI ≃ 1; after reionization fHI ≃ 10−5 in average. Therefore, the parameter

γ has to be in the range from 1 (z ≤ 7) to 10−7 (z ≥ 10). For a static background,

γ = 0. Most of the previous work however has been done on the Fokker-Planck

approximation of the equation (2.12),

1

2

∂

∂x

[

φ(x)
∂J ′(x, t)

∂x

]

= −φ(x)J ′(x, t) +

∫

R(x, x′)J ′(x′, t)dx′ (2.15)
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Which makes equation (2.12),

∂J(x, t)

∂t
=

1

2

∂

∂x

[

φ(x)
∂J(x, t)

∂x

]

+ γ
∂J

∂x
+ S ′(x, t) (2.16)

The initial condition can be taken as zero, ie. when the initial radiative field

J(x, τ) = 0 or the initial radiative field can be

J(x, 0) = π−1/2e−x2

. (2.17)

2.2 Radiative transfer equation in the 21 cm re-

gion

The mathematical equations in the last section models only the case of spatial homo-

geneity and isotropy. It is equivalent to assume that the Lyα photons are uniformly

distributed in the entire 21 cm signal region. This assumption is not trivial, since

all the Lyα photons in the 21 cm regions come from first stars, either from direct

emission of Lyα photons, or from the Hubble redshifted photons. On the other hand,

the 21 cm regions are highly opaque for Lyα. The W-F coupling may not be uni-

formly available in the 21 cm signal region, if the time scale of the transfer of Lyα

in the physical space is longer than that of the evolution of the 21 cm region. The

radiative transfer of Lyα photons in the spherical halo is described by the equation

of the specific intensity I(η, r, x, µ) as

∂I

∂η
+ µ

∂I

∂r
+

(1 − µ2)

r

∂I

∂µ
− γ

∂I

∂x
=

−φ(x; a)I +

∫

R(x, x′; a)I(η, r, x′, µ′)dx′dµ′ + S, (2.18)
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Here we use dimensionless time η defined as η = cnHIσ0(∆νD)−1t and dimensionless

coordinate r defined as r = nHIσ0(∆νD)−1rp, with rp being the physical radial coor-

dinate. That is, η and r are, respectively, in the units of mean free flight-time and

mean free path of photon ν0. For a signal propagated in the radial direction with the

speed of light, we have r = η + const. In equation (2.18) µ = cos θ is the direction

relative to the radial vector r.

Similar to the transfer equation in the frequency space, for this equation the

re-distribution function R(x, x′; a) gives the probability of a photon absorbed at the

frequency x′, and re-emitted at the frequency x. If we consider coherent scattering

without recoil, the re-distribution function with the Voigt profile is given by equation

(2.5). The re-distribution function of equation (2.5) is normalized as

∫ ∞

−∞

R(x, x′)dx′ = φ(x, 0) = π−1/2e−x2

(2.19)

With this normalization, the total number of photons is conserved in the evolution

described by equation (2.18). That is, the destruction process of Lyα photons, such

as the two-photon process ([35], [25]), is ignored in equation (2.18). If we take into

account the recoil of the atom then the re-distribution can be written as equation

(2.5). In equation (2.18), the term with the parameter γ is due to the expansion of

the universe. If nH is equal to the mean of the number density of cosmic hydrogen, we

have γ = τ−1
GP , and τGP is the Gunn-Peterson optical depth. Since the Gunn-Peterson

optical depth is of the order of 106 at high redshift ([30]), we take γ = 10−5−10−6 in

most of our calculations although higher values are also used for different test cases.
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2.2.1 Eddington approximation

When the optical depth is large, we can take the Eddington approximation as

I(η, r, x, µ) ≃ J(η, r, x) + 3µF (η, r, x) (2.20)

where

J(η, r, x) =
1

2

∫ +1

−1

I(η, r, x, µ)dµ

is the angularly averaged specific intensity and

F (η, r, x) =
1

2

∫ +1

−1

µI(η, r, x, µ)dµ

is the flux. Now we define two new variable as,

j = r2J

f = r2F

Equation (2.18) yields the set of equations of j and f as

∂j

∂η
+

∂f

∂r
= −φ(x; a)j +

∫

R(x, x′; a)jdx′ + γ
∂j

∂x
+ r2S, (2.21)

∂f

∂η
+

1

3

∂j

∂r
− 2

3

j

r
= −φ(x; a)f. (2.22)

The mean intensity j(η, r, x) describes the x photons trapped in the halo by the

resonant scattering, while the flux f(η, r, x) describes the photons in transit.
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Without resonant scattering, equations (2.21) and (2.22) give

∂j

∂η
+

∂f

∂r
= −φ(x; a)j + γ

∂j

∂x
+ r2S, (2.23)

∂f

∂η
+

1

3

∂j

∂r
− 2

3

j

r
= −φ(x; a)f. (2.24)

For photons with frequency shifts away from ν0, the halo would be optically thin,

and therefore, the Eddington approximation will no longer be valid when the x is

large. However we are mainly interested in the profile around x = 0, hence the

Eddington approximation is available.

The source term S in the equations (2.21) and (2.22) can be described by a

boundary condition of j and f at r = r0. We can take r0 = 0, as r0 is not important

if the optical depth of the halo is large. Thus, we have

j(η, 0, x) = 0, f(η, 0, x) = S0φs(x), (2.25)

where S0, and φs(x) are, respectively, the intensity and normalized frequency profile

of the sources. Since equation (2.21)-(2.24) are linear, the intensity S0 can be taken

as any constant. That is, the solution f(x) of S0 = S is equal to Sf1(x), where f1(x)

is the solution of S = 1. On the other hand, equations (2.21) and (2.23) are not

linear with respect to the function φs(x), i.e. the solution f(x) of φs(x) is not equal

to φs(x)f1(x), where f1 is the solution of φs(x) = 1.

In the range outside the halo, r > R, no photons propagate in the direction

µ < 0. Therefore, the boundary condition at r = R given by

∫ −1

0

µJ(η,R, x, µ)dµ = 0
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is then ([36])

j(η,R, x) = 2f(η,R, x). (2.26)

There is no photon in the field before t = 0. Therefore, the initial condition is

j(0, r, x) = f(0, r, x) = 0. (2.27)

We solve equations (2.20) and (2.21) or equations (2.23) and (2.24) with time-

independent sources S and the results are discussed in chapters 6 and 7.



Chapter Three

The high order accurate algorithm
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In this chapter we describe the formulation and computation of the high order ac-

curate algorithm to solve the Boltzmann type partial differential equation described

in the previous section.

3.1 High order WENO based scheme for the RT

equation in frequency space

This section describes the WENO based higher order method for the solution of

equation (2.12) and the numerical treatment of the time evolution.

3.1.1 Computational domain and computational mesh

The computational domain in the case of static background is x ∈ [−6, 6]. The initial

condition is J(x, 0) = 0. The boundary condition is

J(x, τ) = 0, at |x| = 6. (3.1)

In the case of the expanding background, i.e.γ 6= 0, the computational domain is

bigger than x ∈ [−6, 6] depending on the value of the Sobolev parameter γ. The

domain (xleft, xright) is chosen such that for the particular value of γ we have

J(xleft, τ) ≈ 0, J(xright, τ) ≈ 0. (3.2)

For example, the domain is taken to be x ∈ [−100, 6] for the case of γ = 10−3.

Also for different values of γ the solutions reach saturation at different time. For
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example, we see in our numerical results that the solution J(ν, t) of equation (2.12)

reaches saturation at time τ = 100 for γ = 10−1, whereas it reaches saturation at

time τ = 104 for γ = 10−3. The computational domain is discretized into a uniform

mesh in the x direction,

xi = xleft + i∆x, i = 0, 1, 2, · · · , Nx,

where ∆x = (xright − xleft)/Nx, is the mesh size. We also denote Jn
i = J(xi, τ

n), the

approximate solution values at (xi, τ
n).

3.1.2 Algorithm of the spatial derivative

To calculate ∂J
∂x

, we use the fifth order WENO method ([21]). That is,

∂J(xi, τ
n)

∂x
≈ 1

∆x
(ĥj+1/2 − ĥj−1/2) (3.3)

where the numerical flux ĥj+1/2 is obtained by the procedure given below. We use

the upwind flux in the fifth order WENO approximation because the wind direction

is fixed (negative). First we denote

hi = J(xi, τ
n), i = −2,−1, · · · , Nx + 3 (3.4)

where n is fixed. The numerical flux from the WENO procedure is obtained by

ĥi+1/2 = ω1ĥ
(1)
i+1/2 + ω2ĥ

(2)
i+1/2 + ω3ĥ

(3)
i+1/2, (3.5)
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where ĥ
(m)
i+1/2 are the three third order fluxes on three different stencils given by

ĥ
(1)
i+1/2 = −1

6
hi−1 +

5

6
hi +

1

3
hi+1,

ĥ
(2)
i+1/2 =

1

3
hi +

5

6
hi+1 −

1

6
hi+2,

ĥ
(3)
i+1/2 =

11

6
hi+1 −

7

6
hi+2 +

1

3
hi+3,

and the nonlinear weights ωm are given by,

ωm =
ω̌m

3
∑

l=1

ω̌l

, ω̌l =
γl

(ǫ + βl)2
, (3.6)

where ǫ is a parameter to avoid the denominator to become zero and is taken as

ǫ = 10−8. The linear weights γl are given by

γ1 =
3

10
, γ2 =

3

5
, γ3 =

1

10
, (3.7)

and the smoothness indicators βl are given by

β1 =
13

12
(hi−1 − 2hi + hi+1)

2 +
1

4
(hi−1 − 4hi + 3hi+1)

2,

β2 =
13

12
(hi − 2hi+1 + hi+2)

2 +
1

4
(hi − hi+2)

2,

β3 =
13

12
(hi+1 − 2hi+2 + hi+3)

2 +
1

4
(3hi+1 − 4hi+2 + hi+3)

2.
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3.1.3 Time evolution using TVD Runge-Kutta

To evolve in time, we use the third-order TVD Runge-Kutta time discretization

([34]). For systems of ODEs uτ = L(u), the third order Runge-Kutta method is

u(1) = un + ∆τL(un, τn),

u(2) =
3

4
un +

1

4
(u(1) + ∆τL(u(1), τn + ∆τ)),

u(3) =
1

3
un +

2

3
(u(2) + ∆τL(u(2), τn +

1

2
∆τ)).

TVD property is the Total Variation Diminishing property of a numerical solution

u which says that

TV (u) =
∑

j

|uj+1 − uj| (3.8)

does not increase ie.,

TV (un+1) ≤ TV (un) (3.9)

This is one of the highly applied class of high order TVD time discretization methods

which is useful for solving conservation laws with stable spatial discretizations.

3.2 Numerical integration: Higher order scheme

and an O(N) algorithm

In this section we describe the algorithm to numerically integrate the scattering

term as well as the source terms in equations (2.3) and (2.7) etc. We need a high

order accurate numerical integration technique. We also device a grouping algorithm

which reduces the number of computations of the integration routine. Since our time
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evolution of the solution profile is long, in terms of millions of years, and for stability

the time step is usually small (in the order of a few years) the numerical algorithm

is computationally intensive. To be able to compute the solution in a realistic time

we incorporate the following grouping method.

3.2.1 High order numerical integration

The integration of the resonance scattering term is calculated by a fifth order quadra-

ture formula ([32])

∫ xright

xleft

f(x)dx = ∆x

Nx
∑

j=0

wjf(xj) + O(∆x5), (3.10)

where the weights are defined as,

w0 =
251

720
, w1 =

299

240
, w2 =

211

240
, w3 =

739

720
,

wNx−3 =
739

720
, wNx−2 =

211

240
, wNx−1 =

299

240
, wNx

=
251

720
,

and wj = 1 otherwise.

3.2.2 O(N) algorithm for numerical integration

We need to numerically integrate

∫

R(x, x′)J(x′, t)dx′, denoted as

I(x) =
1

2

∫

e2bx′+b2erfc(max(|x + b|, |x′ + b|))J(x′, t)dx′, (3.11)
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with R(x, x′) as in equation (2.7). To evaluate Im = I(xm), ∀m = −Nl, · · · , Nr,

we apply the rectangular rule, which is spectrally accurate for smooth functions

vanishing at boundaries,

Im =
1

2

∫ xright

xleft

erfc(max(|xm + b|, |x′ + b|))e2bx′+b2J(x′, t)dx′ (3.12)

≈ 1

2
∆x

Nr
∑

i=−Nl

erfc(max(|xm + b|, |xi + b|))e2bxi+b2J(xi, t). (3.13)

Notice that this numerical integration is very costly and uses most part of the CPU

time. For the equation with recoil and the redistribution function with a = 0, we

have used a grouping of the numerical integration operations at different x locations

so that the computational cost can be reduced to order O(N) rather than O(N2),

where N is the number of grid points in x, without changing mathematically the

algorithm and its accuracy. The O(N) algorithm for numerical integration is given

below which further highlights the speed and accuracy of the numerical algorithm

proposed in this paper.

The proposed scheme with order O(N) computational effort is the following. Let

Nb = floor( b
∆x

) and N2b = floor( 2b
∆x

). The integration algorithm is designed for two

cases: m ≥ −Nb and m < −Nb.
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In the case of m ≥ −Nb or equivalently xm + b ≥ 0:

Im =
1

2
∆x(

−m−N2b−1
∑

i=−Nl

erfc(|xi + b|)e2bxi+b2J(xi, t)

+erfc(|xm + b|)
m

∑

i=−m−N2b

e2bxi+b2J(xi, t)

+
Nr
∑

i=m+1

erfc(|xi + b|)e2bxi+b2J(xi, t)) (3.14)

.
=

1

2
∆x(I1,m + erfc(|xm + b|)I2,m + I3,m) (3.15)

1. Evaluate I1,−Nb
, I2,−Nb

and I3,−Nb
respectively as

I1,−Nb
=

Nb−N2b−1
∑

i=−Nl

erfc(|xi + b|)e2bxi+b2J(xi, t), (3.16)

I2,−Nb
=

−Nb
∑

i=Nb−N2b

e2bxi+b2J(xi, t), (3.17)

I3,−Nb
=

Nr
∑

i=−Nb+1

erfc(|xi + b|)e2bxi+b2J(xi, t), (3.18)

which leads to O(N) cost.

2. DO m = −Nb + 1, Nr Evaluate I2,m, I3,m respectively by

I1,m = I1,m−1 − erfc(|x−m−N2b
+ b|)e2bx−m−N

2b
+b2J(x−m−N2b

, t) (3.19)

I2,m = I2,m−1 + e2bxm+b2J(xm, t) + e2bx−m−N
2b

+b2J(x−m−N2b
, t) (3.20)

I3,m = I3,m−1 − erfc(|xm + b|)e2bxm+b2J(xm, t) (3.21)

ENDDO

To be consistent with the indices, if Nl − N2b < Nr then, we will set I1,m = 0,

for m = Nl−N2b, Nr. The algorithm leads to O(1) cost per m, therefore O(N)
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computation overall.

In the case of m < −Nb, or equivalently xm + b < 0:

Im =
1

2
∆x(

m−1
∑

i=−Nl

erfc(|xi + b|)e2bxi+b2J(xi, t)

+erfc(|xm + b|)
−m−N2b−1

∑

i=m

e2bxi+b2J(xi, t)

+
Nr
∑

i=−m−N2b

erfc(|xi + b|)e2bxi+b2J(xi, t)) (3.22)

=
1

2
∆x(I1,m + erfc(|xm + b|)I2,m + I3,m) (3.23)

1. Evaluate I1,−Nb−1, I2,−Nb−1 and I3,−Nb−1 as

I1,−Nb−1 =

−Nb−2
∑

i=−Nl

erfc(|xi + b|)e2bxi+b2J(xi, t), (3.24)

I2,−Nb−1 =

Nb−N2b
∑

i=−Nb−1

e2bxi+b2J(xi, t), (3.25)

I3,−Nb−1 =
Nr
∑

i=Nb+1−N2b

erfc(|xi + b|)e2bxi+b2J(xi, t), (3.26)

which leads to O(N) cost.

2. DO m = −Nb − 2,−Nl

Evaluate I1,m, I2,m, I3,m respectively by

I1,m = I1,m+1 − erfc(|xm + b|)e2bxm+b2J(xm, t) (3.27)

I2,m = I2,m+1 + e2bxm+b2J(xm, t) + e2bx−m−N
2b−1+b2J(x−m−N2b−1, t) (3.28)

I3,m = I3,m+1 − erfc(|x−m−N2b−1 + b|)e2bx−m−N
2b−1+b2J(x−m−N2b−1, t) (3.29)
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ENDDO

To be consistent with the indices, if Nl − N2b > Nr, we will set I3,m = 0, for

m = −N2b − Nr − 1,−Nl. Again, the algorithm leads to O(1) cost per m,

therefore O(N) computation overall.

Unfortunately, this technique does not work for the case a 6= 0, hence the CPU

cost for the case with a 6= 0 is much larger. The function in the Voigt function,

in equation (2.3) is such that no grouping of terms can be done. In this case the

computation is significantly more costly.

3.3 Algorithm for the RT equation in a spherical

halo

In this section we outline the numerical method for solving the radiative transfer

(RT) equation in the three dimensional spherical halo of the first star (2.18). After

the application of the Eddington approximation (2.20) we get the the set of scalar

equations (2.21) and (2.22). The dimensionless time variable here is represented by

η.

3.3.1 The WENO algorithm: approximations to the spatial

derivatives

The spatial derivative terms in equations (2.21) and (2.22) are approximated by a

fifth order finite difference WENO scheme.
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We first give the WENO reconstruction procedure in approximating ∂j
∂x

,

∂j(ηn, ri, xj)

∂x
≈ 1

∆x
(ĥj+1/2 − ĥj−1/2), (3.30)

with fixed η = ηn and r = ri. The numerical flux ĥj+1/2 is obtained by the fifth

order WENO approximation in an upwind fashion, because the wind direction is

fixed (negative). Denote

hj = j(ηn, ri, xj), j = −2,−1, · · · , N + 3 (3.31)

with fixed n and i. The numerical flux from the WENO procedure is obtained

by a similar procedure as given in the previous section. To approximate the r-

derivatives in the system of equations (2.21) and (2.22), we need to perform the

WENO procedure based on a characteristic decomposition. We write the left hand

side of equations (2.21) and (2.22) as

ut + Aur (3.32)

where u = (j, f)T and

A =







0 1

1
3

0







is a constant matrix. To perform the characteristic decomposition, we first compute

the eigenvalues, the right eigenvectors, and the left eigenvectors of A and denote

them by, Λ, R and R−1. We then project u to the local characteristic fields v with

v = R−1u. Now ut + Aur of the original system is decoupled as two independent

equations as vt +Λvr. We approximate the derivative vr component by component,

each with the correct upwind direction, with the WENO reconstruction procedure

similar to the procedure described above for ∂j
∂x

. In the end, we transform vr back
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to the physical space by ur = Rvr. We refer the readers to Cockburn et al. 1998

[[9]] for more implementation details.

3.3.2 Implementation of the boundary condition

The source term given in equation (2.21) is implemented as a boundary condition

on f(η, r = r0, x).

f(η, r = r0, x) = s0φs(x)

For the intensity j, a reflective boundary condition is used at r = r0. At the boundary

of r = rmax, x = xleft and x = xright, we use zero boundary conditions for both j

and f , because of the way we choose rmax, xleft and xright.

3.3.3 Adaptive mesh procedure for non-uniform grid

A fifth order conservative finite difference WENO scheme can only be applied to a

uniform grid or a smoothly varying grid [33]. A smooth transformation,

ξ = ξ(r) (3.33)

gives us a uniform grid in a new variable ξ. In this case ξ is sufficiently smooth, i.e.,

it has as many derivatives as the order of accuracy of the scheme. Therefore the left

hand side of the (2.21) and (2.22) as

ut + Aur (3.34)
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where u = (j, f)T and

A =







0 1

1
3

0







is transformed to

ut + Aξruξ (3.35)

and the WENO derivative approximation is now applied to uξ.

We use a gaussian function for ξ(r) which clusters points tracking the left moving

front. The velocity of the moving front is calculated aprroximately by the Sobolev

parameter γ. The process of creating the non-uniform mesh is to start with a partic-

ular r-domain and number of points in the mesh. Thereafter we increase the domain

size and points at particular intervals of time, in our case at η = 1000, 2000 . . .. To

calculate the solution at the points in the domian before the increment we use a high

order interpolation technique. Our algorithm has been implemented for short time

calculation as in under investigation for longer time simulations.

3.4 Conservation and normalization techniques

We have seen in the earlier chapter that the number of photons is conserved in the

process of scattering. We can use the equation (2.9) to test the accuracy of our

algorithm.
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3.4.1 Test with the conservation of the photon number

From equation (2.21) we have

∂

∂η

∫

jdx +
∂

∂r

∫

fdx = 0 (3.36)

Therefore, for time-independent solution we have
∫

f(r, x)dx = const. It yields

∫

f(r, x)dx =

∫

f(0, x)dx = S0 (3.37)

That is, the flux at saturated states is r-independent. This is the conservation of the

number of photons.

3.4.2 Normalization of the re-distribution term

We apply the rectangular rule to evaluate
∫

R(x, x′)jdx. The rectangular rule is

known to have spectral accuracy for smooth integrated function R(x, x′)j(x′) with

compact support. In equations (2.21) and (2.22), it is known that

∫

R(x, x′)dx′ = φ(x), (3.38)

which is crucial for photon conservation. However,

∑

j

R(x, xj)∆x = φ(x)
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may not be true in general. To numerically preserve the photon conservation, we

first compute

ratio(x, ∆x) =
φ(x)

∑

j R(x, xj)∆x
, (3.39)

then we normalize the collision term by approximating

∫

R(x, x′)j(t, r, x′)dx′ (3.40)

with

ratio(x, ∆x)
∑

j

R(x, xj)j(η, r, xj)∆x (3.41)

with fixed η and r. We see that this quadrature formula is exact when j(t, r, x) = 1.

By using this technique the quadrature formula (3.41) exactly approximates the

integration term (3.40).



Chapter Four

Radiative transfer in the frequency

space
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In this chapter we describe the numerical solution of the integral differential equa-

tion (2.1) which describes the radiative transfer of photons in the frequency space

with resonant scattering of Lyα photons by hydrogen gas. The scattering event is

characterized by 21 cm absorption and emission of photons from the halo of the first

generation stars. It is believed that detecting the red shifted 21 cm signals the from

early universe is one of the new frontiers in observational cosmology. The study of

the scattering phenomenon is directly related to that of Wouthuysen-Field (W-F)

coupling ([5],[23],[8]) which is the coupling of the spin temperature of Lyα photons

with the kinetic temperature of Hydrogen gas. 21 cm absorption and emission de-

pend on several factors including the fraction of neutral Hydrogen and Lyα photons

that are available for the W-F coupling. Hence, the goal is to show that the coupling

is possible only if the time scale of the onset of the coupling is less that the forma-

tion and evolution of 21 emission and absorption shells. Most of the previous work

([7], [16], [13], [8]) on this subject has been done on a time independent solution

using a Focker-Planck approximation of equation (2.1). In this chapter we study the

time dependent equation (2.1) using a higher order WENO algorithm coupled with

a higher order TVD-Runge Kutta method.

4.1 Radiative transfer (RT) equation in the fre-

quency space

4.1.1 RT equation in static background

WENO schemes have been widely used in solving Boltzmann equations ([4]). In

this section we first present the test for the numerical solver against known analytic
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solutions and then use it to solve for the time scale of the W-F coupling.

We first test the WENO solver with two analytical solutions of equation (2.12)

with static background, H = γ = 0 (2.13) and Doppler broadening a = 0 ([11]). The

first analytical solution is for the initial radiative field J(x, τ) = 0 and the constant

source C(τ) = 1. It is

J(x, τ) = π−1/2[1 − exp(−τe−x2

)] (4.1)

+

∫ ∞

x

ew2

[1 − (1 + τe−w2

) exp(−τe−w2

)]erf(w)dw.

The second analytical solution of equation(2.12) is also for H = γ = 0, a = 0, but

the source C = 0, while the initial radiative field is

J(ν, 0) = π−1/2e−ν2

. (4.2)

The solution is

J(x, τ) = π−1/2e−x2

exp(−τe−x2

) + τ

∫ ∞

x

e−w2

exp(−τe−w2

)erf(w)dw. (4.3)

The analytical solutions (4.1) and (4.3) are shown in figures 4.1 and 4.2 respectively.

We also plot the numerical solutions given by our algorithm in the same figures. The

numerical results show very small deviations from the analytical solutions.

A common feature of figures 4.1 and 4.2 is that the original Doppler peak at

the center of the frequency profile gradually becomes a flat plateau. The width of

the plateau increases with time. This is because the resonant scattering makes a

non-uniform distribution in the frequency space a uniform one. It is similar to the

physical space when diffusion leads to an evolution from non-uniform distribution to

a uniform one. The height of the plateau of figure 4.1 is increasing with time, while
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Figure 4.1: Static solutions (γ = 0) for pure Doppler redistribution (a = 0) of equation(2.12),
in which C = 1 and J(x, 0) = 0. The analytical solutions are shown by dashed lines, while the
numerical results are shown by solid lines.

in figure 4.2 it is decreasing, because for the case C = 1, the number of photons

increases, while for the case of C = 0, the total number of photons is conserved.

4.1.2 Expanding background

In this section we look at the profile of the radiation field in an expanding background

ie, when γ 6= 0

We also perform a test to show the stability and accuracy of our algorithm by

considering expanding background. Without absorption and scattering, equation

(2.12) becomes

∂J

∂τ
= γ

∂J

∂x
+ C(τ)φ(x). (4.4)

If C is τ -independent, the analytical solution of equation (4.4) is given in ([31]) as,

J(x, τ) = J(x + γτ, 0) + Cγ−1[Φ(x) − Φ(x + γτ)] (4.5)
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Figure 4.2: Static solutions (γ = 0) for pure Doppler redistribution (a = 0) of equation(2.12),
in which C = 0 and J(x, 0) = π−1/2 exp(−x2). The analytical solutions are shown by dashed line,
while the numerical results are shown by solid lines.

where

Φ(x) =

∫ ∞

x

φ(x′)dx′. (4.6)

The physical interpretation of the solution of equation (4.5) is that the redshift of

photons in frequency space is described by

−x = γτ. (4.7)

We take

φ(x) = (1/
√

π)e−x2

, (4.8)

and assume that the initial field to be J(x, 0) = 0. Figure 4.3 shows that the

numerical results obtained by using the WENO algorithm agree well with the an-

alytical solution of equation(4.5). Figure 4.4 gives the solutions of equation (2.12)

with parameter γ = 10−1 and 10−3. In these cases the analytical solutions are not

available. We can see from figures 4.3 and 4.4 that the intensity J stops increasing

and approaches a saturated value when τ is large. This happens when the number
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Figure 4.3: Solutions of J(x, τ) of equation(4.4) with initial condition J(x, 0) = 0. The parameter
γ is taken to be 10−1 (left panel) and 10−3 (right). The analytical solutions equation(4.5) are shown
by dashed lines

.
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Figure 4.4: Solutions of J(x, τ) of equation (2.12) with initial condition J(x, 0) = 0. The param-
eter γ is taken to be 10−1 (left) and 10−3 (right).

of photons produced from the sources is equal to that of the red shifted photons.

4.1.3 The effect of recoil of the atom

The final test is achieved by using the redistribution function with recoil equation

(2.7). Figure 4.5 gives the solutions of equation (2.12) with parameter b = 0.03, and

the initial condition and source term are taken to be the same as figure 4.1. The
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Figure 4.5: Solutions of J(x, τ) of equation(2.12) with redistribution function equation (2.5), and
γ = 0.

results of figure 4.5 are similar to figure 4.1, but the center flat plateau of figure 4.1

now is replaced by a sloping plateau. The latter is a local Boltzmann distribution

around the resonant scattering.

Previous work in [12] has shown that, once the solution J(x, τ) of equation (2.1)

with b = 0 has a flat plateau in the central region, the effect of recoil is to make

the flat plateau to approach Boltzmann-like distribution, i.e. if the solution with no

recoil shows J(x, τ) ≃ J(0, τ), within |x| < xf , the solution of equation (2.12) with

redistribution equation(4.4) will be

J(0, τ)e−2bx = J(0, τ)e−h(ν−ν0)/kT , |x| < xf . (4.9)

One can test this property with F (τ) defined as

F (τ) = log J(0, τ) − log(1, τ) (4.10)

If the local Boltzmann distribution within |x| < 1 is realized at time τ , F (τ) should

be equal to 2b [equation (4.9)]. In figure 4.6, we present the relation of F (τ) vs.
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τ . At η = 0, the Gaussian sources [equation (4.3)] yields F (0) = 1. Then, F (τ)

approaches to 2b at τ > 102. These results show that the WENO solver is reliable

and effective to study the time-dependence of J described by the resonant scattering

equation.

Figure 4.6 also shows the relation F (τ) vs. τ for solutions b = 0.03 (left panel)

and b = 0 (right panel). The two curves actually are similar. When the right curve

approaches to F (τ) → 0 at time τ , the left curve, at the same time, approaches to

F (τ) → 2b. Therefore, it is reasonable to calculate the time-scale of the formation

of local Boltzmann distribution by the formation of the flat plateau.
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Figure 4.6: F (τ) as function of τ for solutions shown in figure 4.5 (left) and figure 4.1 (right)

4.2 The Wouthuysen-Field Coupling

In this section we introduce the idea of the Wouthuysen-Field coupling and using the

time evolution of the solution profile of equation (2.12), we answer some questions

ababoutt the physical properties associated with the coupling mechanism.

We wish to estimate the time scale, τWF, of the onset of the W-F coupling. As
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mentioned in the earlier section, in the first phase, J(x, τ) keeps the initial profile

φ(x) of the photons from source C. In the second phase, the profile is no longer

the initial one. A flat plateau (without recoil) or local Boltzmann distribution (with

recoil) form the central part (|x| ≃ 0) due to the resonant scattering. The width of

the flat plateau increases with the time τ . Finally, in the third phase, the injection

of Lyα photons from the source C is balanced by the redshift, the height of the

flat plateau or the local Boltzmann of J(x, τ) will stop increasing, and will reach a

saturated value. The width of the flat or sloping plateau on the red side continuously

increases.

As mentioned in the previous chapter, most previous works on the effect of the

W-F coupling of 21 cm signal are based on the static solution of the Fokker-Planck

approximation of equation (2.1) ([7], [16], [13], [8]). They have solved the approxi-

mated equation (2.16). Obviously, the solution of the scattering equation corresponds

to the third phase. Thus, the time scale of the W-F coupling is of order τIII. There-

fore, this approximation would be reasonable if the time scale of the formation and

evolution of the 21 cm signal regions is larger than τIII.

From figures 4.4 and 4.6, one can see that the time scale of the onset of the third

phase, τIII, has to be of the order of 102, and 104 for γ = 10−1, and 10−3 respectively,

i.e. τIII is roughly equal to ≀N of Gunn-Peterson optical depth. On the other hand,

we can see from equation (2.12) that γ = 10−1, and 10−3 correspond to fHI = 10−4,

and 10−2 for the source at redshift 1 + z = 10. Thus, for all cases, equation (2.9)

yields that the time scale tIII is of the order of 1 Myr. The static solution of the

Fokker-Planck equation would not be valuable for the 21 cm problem, if the time

scale of the evolution of the 21 cm region is equal to or less than 1 Myr.

Actually the time-independent solution of equation (2.12) would not be neces-
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sary for the 21 cm signal. The relative occupation of the two hyperfine-structure

components of the hydrogen ground state depends only upon the shape of the spec-

trum near the Ly-α frequency, regardless whether the solution is time-independent,

or saturated. What we need for the W-F coupling is only the frequency distri-

bution to show a local Boltzmann-like distribution J(x, τ) ∝ exp[−h(ν − ν0)/kT ]

around ν0, where T is the kinetic temperature of hydrogen gas. The formation of

the Boltzmann-like distribution is irrelevant for the time scale τIII, but depends on

the onset of the second phase of the J(x, τ) evolution.

Therefore, τWF should be estimated by the time scale of the onset of the second

phase, τII, not by τIII. According to the property shown by figure 4.6, τII can be

found by the formation of a flat plateau around the resonant frequency. For small γ,

τII is much less than τIII. To show this point, we calculate the solution of equation

(2.12) with γ = 10−5 and 10−7 on static background. The results are given in figure

4.7. It shows that a small flat plateau has already formed at τ = 100. On the other

hand, τIII will be as large as τ ≃ 106 for γ = 10−5.
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Figure 4.7: Solutions of J(x, τ) of equation (2.12) with γ = 10−5 (left panel) and 10−7 (right
panel).

In figure 4.2, we show the function F (τ) for the parameters (a = 0, γ = 10−5),

and (a = 0, γ = 10−7). It is interesting to observe that the two sets of F (τ) are

almost identical. That is, the time scale τWF is actually independent of the parameter
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Figure 4.8: F (τ) as function of τ for solutions of a = 0 and γ = 10−5 (left) and 10−7(right).

γ. For both cases of the parameter γ, τWF is equal to the ≀N of 102. In other words,

a flat plateau with proper width can form with a ON of 102 of the mean free flight

time of the resonant photons, regardless of the expansion of the universe.

The reason for the γ-independence of τII or τWF can be directly seen from equation

(2.12). This equation describes two kinetic processes of approaching a statistically

steady state. The first is the resonant scattering, which leads to the formation of a

flat plateau or a local Boltzmann distribution around the resonant frequency. The

second is the redshift of photons, which leads to a statistical equilibrium between the

injected photons and redshifted photons. The steady state due to resonant scattering

corresponds to the second phase, while the steady state due to redshift corresponds to

the third phase. Similar to various statistical equilibrium or steady states maintained

by collision or scattering, the steady state of resonant scattering can be realized via

a few tens or hundreds of the resonant scattering. On the other hand, γ is a ratio

between the time scales of the resonant scattering and the expansion of the universe.

Therefore, when γ is much less than 1, the time scale of the formation of the flat

plateau and local Boltzmann distribution are much shorter than the expansion of the

universe. This point can also be seen with figure 4.6, which shows that for γ = 10−5

and 10−7 the evolutions of J(x, τ) actually are the same until τ = 104. In short,
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the W-F coupling will take place once a statistical equilibrium localized around the

resonant frequency is realized.

4.3 Discussion

In this chapter we solve the radiative transfer equation in one space dimension and

also introduce the W-F coupling and show the γ-independence of the coupling pro-

cess. In the next chapter we answer the questions of the dependence of this physical

process on other parameters such as recoil of atoms.



Chapter Five

Time scale of Wouthuysen Field

coupling and intensity calculation
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In this chapter we present the study of the Wouthuysen-Field coupling in the early

universe with numerical solutions of the integro-differential equation describing the

kinetics of photons undergoing resonant scattering. We focus on the time evolution

of the Wouthuysen-Field (W-F) coupling in relation to the 21 cm emission and

absorption at the epoch of reionization.

We are looking at the equation (2.12) with the same redistribution and source

functions as in the previous chapter. In order to calculate the width of the Boltzmann

distribution we explain a few concepts here.

The physical meaning of the terms on the right hand side of equation (2.12) is

clear. The first term is the absorption at frequency x, the second term is the re-

emission of photons with frequency x by scattering, and the third term describes the

redshift of photons. The time scale of a photon moving ∆x in the frequency space

is equal to

∆τ = γ−1∆x. (5.1)

This actually is due to the Hubble expansion.

Considering equation (2.9), equation (2.12) gives

d

dτ

∫

Jdx =

∫

Sdx. (5.2)

This equation shows that the total number of photons

∫

Jdx is dependent only on

the sources, regardless of the parameter b of the resonant scattering. Since numerical

errors accumulated over a long time evolution could be significant, equation (5.2) is

also useful to check the reliability of a numerical code.
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5.1 Wouthuysen-Field coupling in a static back-

ground

To study the effect of atomic recoil, we first solve the time evolution of J(x, τ) in

a static background, i.e. γ = 0. A typical time-dependent result is shown in figure

5.1, in which b = 0.03. The solution of figure 5.1 is actually similar to that shown

in figure 4.1. Figure 4.1 shows that a flat plateau around x = 0 is to be formed at

τ > 100, while figure 5.1 shows that J(x, τ) evolves into a Boltzmann distribution

around x = 0 as

J(x, τ) ≃ J(0, τ)e−2bx = J(0, τ)e−h(ν−ν0)/kT , |x| ≤ xl. (5.3)

This is the so-called “Planck shape in a region around the initial frequency” [38]. The

expression (5.3) has also been found by Field in [12]. We will call this feature to be

a local Boltzmann distribution. The width xl of the local Boltzmann distribution is

numerically defined by the frequency range |x| ≤ xl, in which the slope ln J(x, τ)/dx

deviating from 2b is small (see below).
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Figure 5.1: WENO numerical solutions of equation (2.12) with γ = 0 and b = 0.03. The source
is taken to be S = φ(x) and initial condition J(x, 0) = 0.
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Figure 5.2 plots the time-evolution of J(x, τ) with different parameter b, and a

blow-up figure at time τ = 104. The zoom-in figure shows clearly that the integral
∫

J(x, τ)dx is b-independent. This is consistent with the photon number conservation

equation (2.18). It shows again that the WENO algorithm is robust. We can also

see from the right panel of figure 5.2 that all the curves of lnJ(x, τ) vs. x at τ = 104

and in the range −2 < x < 2 can be approximated by a straight line. That is, the

width xl of the local Boltzmann distribution shown in figure 5.2 is equal to about

5.1, and it is approximately b-independent. The formation and evolution of the local

Boltzmann distribution can be quantitatively described by B(τ) defined as

B(τ) = 2b/[ln J(0, τ) − ln J(1, τ)], (5.4)

where ln J(0, τ)−ln J(1, τ) is the slope of the straight line ln J(x, τ) vs. x for |x| ≤ 1.

This function is the reciprocal of the function F (τ) defined in the previous chapter,

equation (4.10) except for the constant 2b in the numerator. It is defined in this way

to better demonstrate the effect of recoil of the atom on the solution profile. For a

Gaussian source,

S(x) = φ(x) = e−x2

/
√

π (5.5)

we have B(0) = 2b, and B(τ) approaches 2b at large τ . Figure 5.3 presents the

numerical relation of B(τ) vs. τ . The slopes [log J(0, τ)− log J(1, τ)] at τ = 105 are,

respectively, 0.0601 for b = 0.030, 0.0303 for b = 0.015, 0.0159 for b = 0.0079, and

0.0051 for b = 0.0025. That is, within the frequency range |x| ≤ xl and xl = 1, the

relative deviation of the slope d ln J(x, τ)/dx from 2b is no larger than 2%. Thus,

τ = 105 can be considered as the time scale of forming a local Boltzmann distribution

within |x| < xl = 1. For a small width xl < 1, this time scale is as small as ≃ 104.

Therefore, the time scale of the onset of W-F coupling with the width xl equal to

about Doppler broadening is 104-105.
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Figure 5.2: WENO numerical solutions of equation (2.12) with γ = 0 and b = 0.03 (solid), 0.015
(dashed), 0.0079 (dot-dot-dashed) and 0.0025 (dot-dashed). The source is taken to be S = φ(x)
and initial condition J(x, 0) = 0. The bottom panel is a blow-up of the dashed square of the top
panel.

We can relate the width xl to the mean number of scattering, Nc, needed to form

the local Boltzmann distribution. Although the redistribution function equation

(2.5) is b-dependent, the probability of x photons undergoing a resonant scattering

per unit time is φ(x), which is b-independent. Thus, at a given time τ , the mean

number Nc of resonant scattering of photons within |x| ≤ xl is approximately,

Nc ≃ τ
1

xl

∫ xl

0

φ(x)dx. (5.6)
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Figure 5.3: B(τ) vs. τ for solutions in figure 5.2 with b = 0.03 (solid), 0.015 (dashed), 0.0079
(dot-dot-dashed) and 0.0025 (dot-dashed).

Equation (5.6) gives the “finite but large number of scattering” for realizing a lo-

cal Boltzmann distribution within x ≤ xl(τ) ([38]). Therefore, the approximate

b-independence of xl (figures 5.2 and 5.3) would imply the b-independence of Nc.

5.2 Wouthuysen-Field coupling in an expanding

background

5.2.1 Width of the local Boltzmann distribution

Considering an expanding background, i.e. γ 6= 0, we solve equation (2.12) by the

WENO algorithm. Figure 5.4 plots solutions with the same source S = φ(x) and

parameter b = 0.03 as in figure 5.1, but with γ = 10−3 and 10−5. Similar to figure 5.1,

a local Boltzmann distribution has formed when τ ≥ 103 for both γ = 10−3 and 10−5.

The section of the spectrum near x = 0 becomes τ -independent when τ ≥ 104 for

γ = 10−3, and τ ≥ 106 for γ = 10−5. We refer to this τ -independence as saturation of
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the profile J(x, τ) around the resonant frequency. In the saturated state, the number

of photons red shifted from ν > ν0 to the local Boltzmann distribution area ≃ ν0

due to Hubble expansion is equal to the number of photons leaving from ν0 to the

red wing. Therefore, we see from figure 5.4 that once J reaches the saturation state,

the boundary on the red wing (x < 0) of J is moving left (red). On the other hand,

the boundary on the blue wing (x > 0) is almost time-independent.

Unlike in figure 5.1, the width xl does not always increase with time. For γ = 10−3

the width ceases to increase when τ > 103, and for γ = 10−5, it is stopped at τ > 105.

One can find the mean scattering number Nc in the similar way as equation (2.21).

When γ 6= 0, the time duration of photons staying in the frequency space from x to

x + ∆x is roughly ∆x/γ [equation (5.1)]. On the other hand, the mean probability

of |x| ≤ xl photons being scattered in a unit τ is
1

xl

∫ xl

0

φ(x)dx. The larger the xl,

the less the probability. Thus, all photons within |x| < xl on averagely undergo Nc

scattering given by

Nc ≃
1

γ

∫ xl

0

φ(x)dx. (5.7)

From figure 5.4, the maximum width for γ = 10−3 is estimated as xl = 1.9, corre-

sponding to Nc ≃ 0.5 × 103. While for γ = 10−5, maximum width is xl = 2.8, and

Nc ≃ 5.0×105. Once the width xl stops to increase, all quantities in equation (2.22),

γ, xl and φ(x), are τ -independent. Thus, Nc should also be τ -independent.

The τ -independence of the width xl is also shown in figure 5.5, in which we still

use γ = 10−3, and J(x, 0) = 0 initially. However, the source is taken to be

S(x) = φ(x − 10) (5.8)

That is, the source photons have frequency x = 10, or ν = ν0+10∆νD. The resonant
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Figure 5.4: WENO numerical solutions of equation (2.12) with b = 0.03 and γ = 10−3 (two top
panels) and γ = 10−5 (two bottom panels). The source is taken to be S = φ(x) and initial condition
J(x, 0) = 0. The right panels are blow-up of the dashed square of the corresponded left panel

scattering at x = 0 (ν = ν0) will occur when these photons have red shifted from ν

to ν = ν0, which takes a time of about τ = 10/γ ≃ 104. Figure 5.5 shows that the

whole distribution of J(x, τ) evolves significantly with time, but the width of the local

Boltzmann distribution around x = 0 is maintained at xl ≃ 2 from τ = 104 to 4×104.

We also find from our numerical calculations that when τ > 4× 104, the intensity of

the photon flux around x = 0 remains constant, or is in a saturated state. Similar to

figure 5.2, figure 5.5 also shows that the width of the local Boltzmann distribution

is approximately b-independent. From equation (5.7), one can also expect that the

width will be smaller for larger γ. A local Boltzmann distribution can form only if
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Figure 5.5: WENO numerical solutions of equation (2.12) with γ = 10−3 and b = 0.0079 (left),
0.015 (middle), 0.03 (right). The source is taken to be S = φ(x−10) and initial condition J(x, 0) =
0. The bottom panels are the blow-up of the dashed square of the top panels.

γ−1 is large enough. This property is shown with figure 5.6, in which we use the same

photon source S(x) and parameter b as in figure 5.5, but we take larger γ. Figure

5.6 presents the results of γ = 1 and 10−1. We see from figure 5.6 that in the case of

γ = 1, there is no local Boltzmann distribution at any time. The resonant scattering

leads only to a valley around x = 0. It is because the strongest scattering is at

x ≃ 0, which moves photons with frequency x ≃ 0 to x 6= 0. However, the redshift

allows the photon quickly leave from x ≃ 0. They do not undergo sufficient number

of scatterings to form a local statistical equilibrium distribution. For γ = 10−1, it

seems to show a local Boltzmann distribution, but its width is very small for all time.
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Figure 5.6: WENO numerical solutions of equation (2.12) with γ = 1 (left) and γ = 10−1 (right).
Parameter b = 0.0079 (dot-dot-dashed), 0.015 (dashed), 0.03 (solid). The source is S = φ(x − 10)
and initial condition J(x, 0) = 0. The bottom panels are the blow-up of the dashed square of the
top panels.

5.2.2 Photon source and W-F coupling

The τ - and b-independence of the shape and width of the local Boltzmann distribu-

tion yield the important conclusion that for given parameters γ and b, the forma-

tion and evolution of the local Boltzmann distribution is independent of the photon

sources S(x, τ). This is because equation (2.12) is linear in J . Any source S(x, τ)

can always be considered as a superposition of many monochromatic sources around

frequency x = xi, or

S(x, τ) =
∑

i

Siφ(x − xi, τ), (5.9)

where Si is the intensity of photon source φ(x−xi, τ) with frequency xi. J(x, τ) can

be decomposed into J(x, τ) =
∑

i Ji(x, τ), where Ji(x, τ) is the solution of equation

(2.12) with the source i. Thus, if the formation of the local Boltzmann distribution
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around x = 0 is independent of τ and b, the superposition

J(x, τ) =
∑

i

Ji(x, τ) (5.10)

should also show the same local Boltzmann distribution around x = 0. Although

the overall amplitude does depend on the source, the shape in the neighborhood of

the resonant frequency does not.

As an example, figure 5.7 presents a solution with the same parameters as in

figure 5.5, but the source is with continuous spectrum given by

S(x, τ) =











(10/x)2, 10 < x < 15,

0 otherwise
(5.11)

Photons with frequency x = 10 will arrive earlier at x = 0 with higher intensity,

while those with frequency x = 15 will arrive at x = 0 later with lower intensity.

The flux J(x, τ) of figure 5.7 has very different shape from figure 5.5, while the local

Boltzmann distribution at −2 < x < 2 of figure 5.7 is exactly the same as that in

figure 5.5.
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Figure 5.7: WENO numerical solutions of equation .(2.12) with γ = 10−3 and b = 0.0079 (dot-
dot-dashed), 0.015 (dashed), 0.03 (solid). The source is given by equation (5.11). The right panel
is a blow-up of the dashed square of left panel.
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5.2.3 Intensity

From the results in the previous sections, we see that the intensity of the photon

flux J at the local Boltzmann distribution is strongly dependent on γ and τ . Figures

5.4 and 5.5 show that at an early time J is smaller than its saturation state. For

the solution of figure 5.5, the flux in the frequency range of the local Boltzmann

distribution is saturated at about τ = 4 × 104 with a saturated flux J ≃ 104, while

the intensity at τ = 104 is significantly lower than that of the saturated state.

Figure 5.8 is the same as figure 5.5, but taking γ = 10−2 and 10−4. The lower

panels of figure 5.8 shows once again that the time-evolution of the intensity is

approximately b-independent. Figure 5.8 shows also that for γ = 10−2, the photon

flux approaches the saturated state with intensity of J ≃ 102 at τ = 104. While for

γ = 10−4, the saturated state has not yet been approached even with an intensity

of J ≃ 104, and τ = 105. Generally, the smaller the γ, the larger the saturated

intensity and the longer the τ needed to approach its saturated state.

5.2.4 Time scales of the frequency shift

On the right hand side of equation (2.12), the first term is the absorption at the

resonant frequency x, the second term is the re-emission of photons with frequency

x by scattering, and the third term describes the Hubble redshift of the photons.

We first solve equation (2.12) by dropping the terms of absorption and re-

emission. The equation is

∂J

∂τ
= γ

∂J

∂x
+ S(x, τ). (5.12)
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Figure 5.8: WENO numerical solutions of equation (2.12) with γ = 10−2 (left) and 10−4 (right)
with source S(x) = φ(x − 10) and b = 0.0079 (dot-dot-dashed), 0.015 (dashed), 0.03 (solid). The
bottom panels are the zoom in of the dashed square of top panels.

Assume the source is S = Cφs(x), where φs(x) is the normalized frequency profile

of the source photons. The analytic solution of equation (5.12) is ([31]),

J(x, τ) = J(x + γτ, 0) + Cγ−1

∫ x+γτ

x

φs(x
′)dx′ (5.13)

where J(x, 0) is the initial flux. Define the mean frequency by

x̄(τ) ≡
∫

xJ(τ, x)dx
∫

J(τ, x)dx
. (5.14)

If the initial flux is J(0, x) = 0, one can show that for any profile φs(x) one has,

x̄(τ) = −γτ/2. (5.15)

As expected, the speed of the redshift dx̄/dτ is a constant. For the Hubble expansion,
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a frequency shift x needs a time τ ≃ γ−1x. Thus, in order to have the frequency shift

x ≥ 3, the time scale is τ ≥ 6 × 106, corresponding to t ≥ 4 × 104 years. This scale

seems to be short enough compared with the lifetime of first stars. However, Hubble

redshift is less effective compared with the resonant scattering. This point can be

seen in figure 5.9, which gives the solution of equation (2.12) with the re-distribution

function equation (2.7). The source is taken to be

S(x) = φg(x) = (1/
√

π)e−x2

(5.16)

We also take the parameter γ to be 10−6, and ignore recoil, i.e. b = 0.
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Figure 5.9: Solutions J(τ, x) of equation (2.12) with the re-distribution function equation (2.7).
Parameters b = 0, and γ = 10−6.

Figure 5.9 shows that the diffusion in the frequency space leads to a flat plateau

with width |x| ≤ 3 when τ is as small as τ ≃ 104, or t ≃ 102 years. This time scale

is much less than that of the Hubble redshift. Therefore, the major mechanism for

producing photons with frequency |x| ≥ 3 is given by the resonant scattering.
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5.2.5 Bounce back mechanism

From figure 5.9, we can see that the profile of photons are almost symmetric with

respect to x = 0 (or to ν = ν0) until about the time τ = 106. The redshift effect can

only be seen from the curve of τ ≥ 106. That is, the resonant scattering impedes

cosmic redshift. The impediment is due to the “bounce back” of resonant scattering.

Regardless of whether the frequency of the absorbed photons is larger or smaller

than ν0, the mean frequency of the re-emitted photons is always ν0. Therefore, the

resonant scattering will bring back some red shifted photons to the frequency ν0.

The net effect of resonant scattering (absorption and re-emission) is, on average,

to bounce red shifted photons back to the resonant frequency ν0, and to restore the

symmetry with respect to x = 0. This bounce back mechanism is the key of restoring

ν0 photons and the W-F coupling

Figure 5.10: x̄ vs. γτ for the solution shown in figure 5.9 (solid) and the solution of equation
(5.15) (dashed).

To illustrate the bounce back effect, we calculate the mean frequency x̄(τ) for

the solutions shown in figure 5.9. The result is plotted in figure 5.10. The solution

for pure cosmic redshift equation (5.15) is also shown in figure 5.10 as the dashed
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curve. We can see from figure 5.10 that the speed of photon frequency shift dx̄/dτ

when considering resonant scattering is in general less than in the case of pure cosmic

redshift. When the time τ is large, many photons have been red shifted out of the

frequency range of φg(x). In this case, the “bounce back” effect ceases, and redshift

speed is recovered to dx̄/dτ = −γ/2. From figure 5.10 one observes once again that

the Hubble redshift can produce frequency shift from x = 0 to |x| ≃ 3 only when

τ ≥ 107, or t ≃ 105 years. This time scale may not be short enough to match the 21

cm region with a short lifetime. When the time scale of resonant scattering is less

than the time scale of Hubble expansion, the frequency shift of the Hubble expansion

slows down significantly due to the resonant scattering.

5.2.6 Discussion

In this chapter we have concentrated on the formation of the local Boltzmann distri-

bution in the photon frequency spectrum around the resonant frequency ν0 within

width νl, i.e. |ν − ν0| ≤ νl. The distribution takes the form,

e−(ν−ν0)/kT (5.17)

We show that a local Boltzmann distribution will be formed if photons with fre-

quency ∼ ν0 have undergone a O(104) scattering, which corresponds to the order of

103 yrs for neutral hydrogen density of the concordance ΛCDM model. The time

evolution of the shape and width of the local Boltzmann distribution does not depend

much on the details of atomic recoil, photon sources, or initial conditions. However,

the intensity of the photon flux at the local Boltzmann distribution shows substan-

tial time-dependence. The time scale of approaching the saturated intensity can be

as long as 105-106 yrs for typical parameters of the ΛCDM model. The intensity
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of the local Boltzmann distribution at time less than 105 yrs is significantly lower

than that of the saturation state. Therefore, it may not be reasonable to assume

that the deviation of the spin temperature of 21 cm energy states from cosmic back-

ground temperature is mainly due to the W-F coupling if the first stars or their

emission/absorption regions evolved with a time scale equal to or less than Myrs.



Chapter Six

Radiative transfer in the 21 cm

region
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The 21 cm emission and absorption from gaseous halos around the first generation of

stars substantially depend on the Wouthuysen-Field (W-F) coupling, which relates

the spin temperature to the kinetic temperature of hydrogen gas via the resonant

scattering between Lyα photons and neutral hydrogen. Therefore, the existence of

Lyα photons in the 21 cm region is essential for this process. Although the center

object generally is a strong source of Lyα photons, the transfer of Lyα photons in

the 21 cm region is very inefficient, as the optical depth, as explained in equation

(2.14), of Lyα photons is very large. Consequently, the Lyα photons from the source

may not be able to efficiently transfer to the entire 21 cm region to provide the W-F

coupling understanding. The W-F coupling is crucial to estimate the redshifted 21

cm signal from the halos of first generation of stars, because the deviation of the spin

temperature from the temperature of cosmic microwave background (CMB) Tcmb is

considered to be mainly caused by the W-F coupling ([13]). This problem is also

particularly important considering that the lifetime of first stars generally is short.

We investigate this problem with the numerical solution of the integrodifferential

equation, which describes the kinetics of Lyα resonant photons in both physical and

frequency spaces.

6.1 Basic properties of the 21 cm region

The property of the ionized and heated regions around an individual luminous object

is dependent on the luminosity (or mass), the spectrum of UV photon emission,

and the time-evolution of the center object ([5], [23]). In the following work, We

will not consider a specific model, but discuss only the common features. These

halos generally consist of three spheres. The inner region of the halo is the highly

ionized Strömgren sphere, or the HII region, in which the fraction of neutral hydrogen
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fHI = nHI/nH is no more than 10−5, where nHI and nH are, respectively, the number

densities of neutral hydrogen HI and total hydrogen. The temperature of the HII

region is about 104 K. The physical radius of this sphere is ranges from a few to a

few tens of kpc (kilo parsec). The second region is the 21 cm emission shell, which

is just outside the HII region. The physical size of this shell is similar to that of the

HII sphere. The temperature of hydrogen gas in the emission shell is in the range

102 < T < 104 K due to the heating of UV photons and the fraction fHI is in the

range of 0.1 to 1. The third region is the 21 cm absorption shell, which is outside the

21 cm emission region. The physical size is on the order of 100 kpc. The temperature

of this region is lower than Tcmb = TCMB(1 + z), where TCMB is the temperature of

CMB today and z is the measure of redshift. The time scale of the formation of the

halos is about 106 years. The lifetime of the halos is about the same as the lifetime

of the first stars. At the epoch of redshift z ≃ 20, the reionization region consists of

isolated patches around the first sources. Most Lyα photons in the 21 cm regions are

expected to come from the central source and the subsequent re-emission processes.

If one can estimate the center object as a Lyα emitter, the emission of Lyα photons

in number per unit time would be about dNLyα/dt = 1053 s−1. The recombination

of HII and electron in the Strömgren sphere is also a source of Lyα photons. If the

physical radius of the Strömgren sphere is ∼ 10 kpc, the emission intensity is about

dNLyα/dt = 1049 s−1.

Using the parameters of the concordance ΛCDM model, the optical depths of

photons with Lyα resonant frequency ν0 in the 21 cm region are

τ(ν0) = nHIσ0R = 4.9 × 106fHI

(

T

104

)−1/2 (

1 + z

20

)3 (

Ωbh
2

0.022

) (

R

10kpc

)

, (6.1)

where σ0 is the cross section of the resonant scattering at the frequency ν0, R is the

physical size of the considered sphere, and τ is the distance R in the units of the
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mean free path of ν0 photons at redshift z. Equation (6.1) shows that the optical

depth of the 21 cm signal regions with fHI ≥ 0.1 is τ(ν0) ≥ 106.

It is also useful to define a dimensionless time η = cnHIσ0t as

t = η/cnHIσ0 = 6.7 × 10−3f−1
HI

(

T

104

)1/2 (

20

1 + z

)3 (

0.022

Ωbh2

)

η yrs. (6.2)

This is the time in the units of mean free flight-time. For a time scale t ≃ 105 yrs,

the scale of η is ≃ 107.

6.1.1 Problems with the W-F coupling

There are, at least, two open questions regarding radiative transfer problems with

the W-F coupling in the 21 cm regions: A.) How to provide enough Lyα photons in

such an opaque medium? B.) Can the radiative transfer in the 21 cm region keep

the W-F coupling working well?

If photons always maintain the frequency ν0, their spatial diffusion can be de-

scribed as a random walk process ([6]). The mean number of scattering required for

the diffusion over a range R is on the order of τ 2. Thus, the time for the diffusion

over the 21 cm range is η ≃ τ 2, corresponding to the time t = τ 2/cnHIσ0 ≥ 1012

years. This diffusion mechanism, obviously, is useless for the 21 cm regions.

The time scale of the diffusion would be substantially reduced if the frequency of

the Lyα photons can have a small shift from ν0 to ν = ν0 ±∆ν, because the optical

depth τ at the frequency ν0 ± ∆ν is significantly less than τ(ν0). One can estimate
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the frequency shift ∆ν by the condition of optical depth τ(ν0 ± ∆ν) ≃ 1, which is

τ(ν0)
φ(x, a)

φ(0, a)
≤ 1 (6.3)

where φ(x, a) is the Voigt function for the resonant line ν0 profile as ([19])

φ(x, a) =
a

π3/2

∫ ∞

−∞

dy
e−y2

(x − y)2 + a2
(6.4)

where the dimensionless variable x is defined by x = (ν−ν0)/∆νD and ∆νD = ν0vT /c

is the Doppler broadening of hydrogen gas with thermal velocity vT =
√

kbT/2mH.

Therefore, x measures the frequency deviation ∆ν = |ν − ν0| in the units of the

Doppler broadening. The parameter a in equation (6.4) is the ratio of the natural

to the Doppler broadening. For Lyα line, a = 2.35 × 10−4(T/104)−1/2. In terms of

x, the solution of equation (6.3) is x ≥ 3.

An effective mechanism of the frequency shift is provided by the diffusion of the

photon distribution in the frequency space. Considering this mechanism, the number

of scattering required for diffusion over a physical distance R is no longer equal to

τ 2, but roughly on the order of τ ([25], [14]). Since τ ∝ R, the time scale of the

spatial diffusion over size R is comparable to R/c. Problem A would then be solved.

Problem B still remains. If photons with the frequency ν < ν0−∆ν or ν > ν0+∆ν

take a faster spatial diffusion than the ν0 photons, how can we maintain the W-F

coupling? Without ν0 photons, one cannot have a local Boltzmann distribution

around ν0. Therefore, the photons with the frequency ν < ν0 − ∆ν or ν > ν0 + ∆ν

should be brought back to the frequency ν0. We need to study whether the frequency

space diffusion mechanism can restore ν0 photons from photons with the frequency

ν 6= ν0.
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Cosmic expansion also leads to a deviation of photon frequency from ν0 to a

lower one ν0 − ∆ν, which speeds up the spatial transfer. However, we also need a

mechanism to restore Lyα photons from Hubble redshifted photons. Therefore, in

terms of the W-F coupling in the 21 cm region, we need to study the kinetics of Lyα

photons in both physical and frequency spaces.

6.2 Radiative transfer (RT) of Lyα photons in the

21 cm regions

Considering a photon source located at the central region of a uniformly distributed

expanding medium, we can use the RT equation of the specific intensity I(η, r, x, µ)

of the form,

∂I

∂η
+ µ

∂I

∂r
+

(1 − µ2)

r

∂I

∂µ
− γ

∂I

∂x
=

−φ(x)I +

∫

R(x, x′)I(η, r, x′, µ′)dx′dµ′ + S, (6.5)

where µ = cos θ is the direction relative to the radius vector r.

It is the same equation as the RT equation in a spherical halo (2.18). When the

optical depth is large, we use the same Eddington approximation,

I(η, r, x, µ) ≃ J(η, r, x) + 3µF (η, r, x) (6.6)

where J(η, r, x) = 1
2

∫ +1

−1
I(η, r, x, µ)dµ is the angularly averaged specific intensity

and F (η, r, x) = 1
2

∫ +1

−1
µI(η, r, x, µ)dµ is the flux. Defining j = r2J and f = r2F ,



66

equation (2.19) yields the equations for j and f as

∂j

∂η
+

∂f

∂r
= −φ(x)j +

∫

R(x, x′)jdx′ + γ
∂j

∂x
+ r2S, (6.7)

∂f

∂η
+

1

3

∂j

∂r
− 2

3

j

r
= −φ(x)f. (6.8)

6.2.1 Diffusion in the physical space

We first solve equations (6.7) and (6.8) by dropping all terms related to the transfer

in frequency. It has been shown that the source term can be replaced by a boundary

condition of f and j at r = r0 ([26]). The equations then become

∂j

∂η
+

∂f

∂r
= 0, (6.9)

∂f

∂η
+

1

3

∂j

∂r
− 2

3

j

r
= −f. (6.10)

We take the boundary condition at r0 = 1 to be

j(η, 1) = 3f(η, 1) = 3S0. (6.11)

Since equations (6.9) and (6.10) are linear, the parameter S0 is not important if we

are only interested in the shape of j and f as function of η and r. In our calculation

we use S0 = 106 in most cases. The initial condition is taken to be

j(0, r) = f(0, r) = 0. (6.12)

The solution of f(η, r) is presented in figure 6.1. The dashed line is f = S0 = 106,

which is the time-independently exact solution of equation (6.9). It is a horizontal

straight line because the flux f = r2F is r-independent and satisfies the conservation
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of the photon number. Figure 6.1 shows that the spatial size r of f(η, r) roughly

satisfies r ∝ √
η. Therefore, without resonant scattering, the diffusion basically is a

random walk process as discussed in section 6.1.

r

f(
η,

r)

50 100 150 200 250

100

101

102

103

104

105

106

η = 102

η = 104

η = 103

Figure 6.1: The solution f(η, r) of equation (6.9) and (6.10). The straight line is f = S0 = 106.

We now turn to the solution of equations (6.7) and (6.8) with resonant scattering

and Hubble redshift. The relevant parameters are given by b = 0 and γ = 10−5. We

use the boundary condition at r = 0

j(η, 0, x) = 0, f(η, 0, x) = S0φs(x) (6.13)

where the frequency profile is taken to be the Gaussian profile, i.e. φs(x) = φg(x).

The parameter S0 is still taken to be 106. The initial condition is similar to equation

(6.12), i.e. j(0, r, x) = f(0, r, x) = 0. The solutions of f(η, r, x) are plotted in figure

6.2.

All the solutions in figure 6.2 show two remarkable peaks at x ≃ ±(2 − 3) for

all radius r. The amplitude of f(η, r, x) at the peaks is higher than at x = 0 by a

factor of 10 to 102. It shows that the flux is dominated by photons with frequency

x ≃ ±(2−3). That is, the spatial transfer is carried out by photons of x ≃ ±(2−3).
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The amplitude of the flux at the saturated peaks is basically r-independent, and

the saturated values of
∫

f(η, r, x)dx are r-independent. This is consistent with the

conservation of the photon number.
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Figure 6.2: The flux f(η, r, x) of the solutions of equation (6.7) and (6.8) at r = 50 (left), 100

(middle) and 500 (right). The frequency profile of the source is φg(x) = (1/
√

π)e−x2

.

More importantly, the amplitude of the peaks approaches its saturation at about

η ≃ 200 for r = 50, η ≃ 400 for r = 100, and η ≃ 2, 000 for r = 500. That is, the

time η needed for the spatial transfer over size r is roughly proportional to r. This

is very different from the random walk relation η ∝ r2, or the results shown in figure

6.1.

6.2.2 Resonant photon restoration and W-F coupling onset

As mentioned in the previous sections the flux f(η, r, x) is lacking ν0 (or x = 0)

photons even when f approaches its saturation. This is, obviously, not good for the
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Figure 6.3: The flux f(η, r, x) of the solutions of equation (6.7) and (6.8) at r = 50 (left), 100

(middle) and 500 (right). The frequency profile of the source is φs(x) = (1/
√

π/2)e−2x2

.

W-F coupling. However, we found that the situation may not be so if we consider the

solution of the mean specific intensity j. Figure 6.4 presents the solution j(η, r, x)

of equations (6.7) and (6.8) at r = 50, 100 and 500. The parameters b = 0 and

γ = 10−5 are the same as the solutions in figure 6.2. The results are given in figure

6.4.

When the time η is small, j(η, r, x) is similar to f(η, r, x), with a valley around

x = 0 and two peaks at x ≃ ±(2 − 3). However, different from the flux f(η, r, x),

the amplitude of j(η, r, x) around x = 0 is quickly increasing. In the saturated

state it is about the same as the peaks i.e., although the flux always has a valley

around x = 0, the ν0 photons are quickly restored in the mean intensity. The time

scale for approaching its saturated state is proportional to r, not r2. Therefore, the

restoration of resonant photons is due to the resonant scattering “bounce back”,

that pushes photons with frequency x ≃ ±(2 − 3) back to x ≃ 0. The shape of
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Figure 6.4: The mean intensity j(η, r, x) of equation (6.7) and (6.8) at r = 50 (left), 100 (middle)
and 500 (right).

j(η, r, x) around x = 0 is a flat plateau, which is similar to that in figure 5.9. As

have been shown in [27], the flat plateau of j(η, r, x) at b = 0 tends towards the local

Boltzmann distribution if recoil is considered. We can expect that the flat plateau

of figure 6.4 will also show a local Boltzmann distribution if b 6= 0. We calculate the

solutions j(η, r, x) and f(η, r, x) of equation (2.22) and (2.23) at r = 500 with the

same parameters as in figure 6.4, but with b = 0.3. We use a large b, because it is

easier to see the slope of the local Boltzmann distribution. The results are given in

figure 6.5.

Figure 6.5 clearly shows a local Boltzmann distribution within the range |x| ≤ 2

as

j(η, r, x) ≃ j(η, r, 0)e−2bx = j(η, r, 0)e−h(ν−ν0)/kBT . (6.14)

We find the slope to be ln j(η, 0) − ln j(η, 1) = 0.59, which is well consistent with

2b = 0.6. Figure 6.5 shows that at r = 500, the onset of the W-F coupling can
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occur as early as η = 900, but the amplitude of the local Boltzmann distribution at

that time is lower by a factor of 102 than its saturated value. The amplitude of the

local Boltzmann distribution is substantially increasing with time. Therefore, the

“bounce back” mechanism keeps the W-F coupling to work with a timescale η larger

than a few hundreds, i.e. a few hundred collisions. This result is the same as that

in [27].
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Figure 6.5: The mean intensity j(η, r, x) (left) and flux f(η, r, x) (right) of the solution of equation
(6.7) and (6.8) at r = 500. The recoil parameter is taken to be b = 0.3.

The solution of the flux f(η, r, x) in figure 6.5 is not very different from that

in figure 6.2. The only difference between the two figures is that the former is

asymmetric with respect to x = 0, i.e. the peak at x < 0 is stronger than that of

x > 0, while the latter is symmetric. This is due to the recoil of b 6= 0 inducing more

photons to move to x < 0. Neither a flat plateau nor a local Boltzmann distribution

is shown in the flux f(η, r, x). There is always a valley around ν0 even when f(η, r, x)

is in its saturated state. It once again indicates that the flux is dominated by photons

of x ≃ ±(2 − 3).
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6.2.3 Effect of injected photons

Hubble redshift is another mechanism to produce photons with frequency ∼ ν0,

which also have the problems of the spatial transfer and the W-F coupling. Since

the 21 cm region basically is optical thin for photons with x > 3, we first model the

cosmic redshift by a photon source with the profile φs(x) = φg(x− 3). The solutions

of f(η, r, x) and j(η, r, x) with the same parameters as in figure 6.5 are shown in

figure 6.6.

6.2.4 Effect of the Hubble redshift

Although the cosmic expansion is considered in all the above-mentioned solutions,

the effect of cosmic expansion seems to be negligible. This is because the optical

depth is large and the parameter γ is very small. The number of resonant scattering

within the Hubble time is very large. The cosmic expansion is too small in one free

flight time and the “bounce back” is dominant. When fHI is smaller, the optical

depth of the ν0 photons is smaller, and γ is larger, such that the effect of the Hubble

redshift would appear. Figure 6.7 presents the solution f(η, r, x) and j(η, r, x) of

equations (6.7) and (6.8) with the same parameters as those in figures 6.2 and 6.4,

except that the parameter γ = 10−3 is large. Both j(η, r, x) and f(η, r, x) show

the same features as in figures 6.2 and 6.4. The Hubble redshift makes the profile

asymmetric with respect to x = 0. The red wing is stronger than the blue wing.

j(η, r, x) still shows a flat plateau in the range −2 < x < 2. Hence, the W-F coupling

work in case of γ = 10−3, corresponding to fHI ≃ 10−3.
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6.3 Discussion and conclusions

The kinetics of Lyα resonant photons in the HI media with high optical depth τ

can basically be described as diffusion in both the physical space and the frequency

space. If Lyα photons do not join the diffusion in the frequency space, the transfer

of Lyα photons in the physical space is very inefficient, as the number of scattering

needed for escape is proportional to τ 2. The resonant scattering of Lyα photons and

neutral hydrogen makes the diffusion processes in the physical space coupled to the

diffusion processes in the frequency space. First, the diffusion in the frequency space

provides a shortcut for the diffusion in the physical space. It makes the mean number

of scattering for escape to be approximately proportional to τ . Second, the bounce

back of resonant scattering provides a mechanism of quickly restoring ν0 photons

from x ≃ ±(2 − 3) photons. Finally the W-F coupling is realized simultaneously

with the restoration of the x = 0 photons.

The mechanism of “escape via shortcut” plus “bounce back” is mainly carried

out by the photons with frequency x ≃ ±(2 − 3). In a 21 cm emission region of

physical size R ≃ 10 kpc and fHI > 0.1, the optical depth of x ≃ ±(2 − 3) photons

is still larger than 1. Therefore, it is reasonable to use Eddington approximation.

On the other hand, the optical depth of x ≃ ±(2 − 3) photons is much less than

that of the x = 0 photons. The x ≃ ±(2 − 3) photons can transfer and enter the 21

cm emission region in a time scale less than 105 years. Therefore, the mechanism of

“escape via shortcut” plus “bounce back” is able to timely support the W-F coupling

of the 21 cm emission shell with Lyα photons from the center objects.

The time dependence of the W-F coupling would make the 21 cm signals weaker

than the predication given by models which do not consider this time-evolution.
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Especially at the early stage of the formation of the 21 cm signal regions, the intensity

of the local Boltzmann distribution is still very low, and therefore, one cannot assume

that the spin temperature of 21 cm is locked to the kinetic temperature of gas. It

may yield a low brightness temperature of the 21 cm signals.

Although the mechanism of “escape via shortcut” plus “bounce back” helps Lyα

diffusion, it does not mean that this mechanism will reduce the Gunn-Peterson opti-

cal depth of the Lyα photons. On the contrary, the resonant scattering will lead to

a slight increase of the optical depth of the Lyα in the 21 cm region, as the resonant

scattering impedes the cosmic redshift (Figure 5.10). Consequently, there should be

no observable redshifted optical signal with the frequency ν0/(1 + z) to be spatially

correlated with the (1 + z) redshifted 21 cm signal.

The evolution of photons described by equations (6.7) and (6.8) conserves photon

numbers. The number of Lyα photons is basically conserved if one can ignore the

Lyα photon destruction processes, such as the two-photon process ([25]). Thus,

subsequent evolution of the Lyα photons in the 21 cm region is to diffuse to a large

sphere around the first stars. At the same time, the Lyα photons will be redshifted.

When the redshift is large enough, their Gunn-Peterson optical depth will be small,

and finally these photons will escape from the halo ([39]). The escaping sphere should

be larger than the size of the 21 cm region. Therefore, redshifted Lyα optical signal

with low surface brightness may come from a big halo around the 21 cm emission

region.



75

x

f(
η,

r,x
)

-4 -2 0 2 4

102

103

104

105

η = 100

η = 400

η = 300

x

f(
η,

r,x
)

-2 0 2

103

104

105

η = 100

η = 400

η = 300

x

f(
η,

r,x
)

-4 -2 0 2 4

102

103

104

105

η = 200

η = 800

η = 600

x

j(η
,r,

x)

-4 -2 0 2

102

103

104

105

η = 200

η = 800

η = 600

x

f(
η,

r,x
)

-4 -2 0 2 4 6
101

102

103

104

105

η = 2000

η = 900

η = 1500

x

j(η
,r,

x)

-4 -2 0 2

102

103

104

105

η = 900

η = 2000

η = 1500

Figure 6.6: The mean intensity f(η, r, x) and flux j(η, r, x) of equation (6.7) and (6.8) at r = 50
(top), 100 (middle) and 500 (bottom), b = 0.3. The frequency profile of the source is φs(x) =
φg(x − 3)
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Figure 6.7: The solutions f(η, r, x) and j(η, r, x) of equation (6.7) and (6.8) at r = 50 (top), 100
(middle) and 500 (bottom). γ = 10−3. The parameters are the same as those in figures 6.2 and
6.4, except that γ = 10−3.



Chapter Seven

Radiation from neutral Hydrogen

and flash sources
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In this chapter we look at the Lyα emission from high red shifted sources such as

galaxies, quasars and gamma ray bursts. The initial task is to investigate the flux of

Lyα photon emergent from an optical halo containing a central light source. The goal

is to show that even though the mean intensity of radiation is highly time dependent

the frequency distribution of photon in the halo approaches a locally thermalized

state around the resonant frequency.

In the later part of this chapter we study the radiative transfer when the light

emitted from the central source is a flash. We show that the nature of the transfer is

a diffusion process, although it is not a purely Brownian diffusion. This leads to the

trapping and storage of photons thermalized around the Lyα frequency for a long

time after the cease of the central source emission.

7.1 Solutions of time-independent sources

7.1.1 Optically thick halos

The property of the halo around individual luminous object depends on the lumi-

nosity, the spectrum of UV photon emission, and the time-evolution of the center

object. For luminous objects at high redshift, the halos generally consist of three

spheres ([5], [23]). The most inner region is the highly ionized Strömgren sphere, or

the HII region, which is optically thin for Lyα photons. The second region, which

is just outside the HII region, is optically thick for Lyα photons. The temperature

of the baryon gas is about 104 K, which is due to the heating of the UV photons.

The third region is outside of the heated region. It is un-heated, and therefore, the

temperature of the baryon gas can be as low as 102 K.
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In this context, we study the transfer of Lyα photons in a radius R spherical halo

of neutral hydrogen with temperature T in the range of 102 to 104 K. Assuming the

uniformly distributed HI gas has number density nHI, the optical depth over a light

path dl is dτ(ν) = nHIdl. σ(ν) is the cross section of the resonant scattering of Lyα

photons by hydrogen, given as

σ(x) = σ0(∆νD)−1φ(x, a) (7.1)

where x is the dimensionless frequency defined by x ≡ (ν − ν0)/∆νD, ν0 being

the resonant frequency. ∆νD = ν0(vT /c) is the Doppler broadening, and vT =
√

2kBT/m. Here, m is the mass of the atom and kB is the Boltzmann costant.

Therefore, x measures the frequency deviation ∆ν = |ν − ν0| in units of ∆νD =

1.06 × 1011(T/104)1/2 Hz. σ0 = πe2f/mec = 1.10 × 10−2 cm2 is the cross section of

the resonant scattering at frequency ν0 = 2.46 × 1015 s−1. The function φ(x, a) in

equation (7.1) is the normalized profile given by the Voigt function as ([19])

φ(x, a) =
a

π3/2

∫ ∞

−∞

dy
e−y2

(x − y)2 + a2
. (7.2)

The parameter a in equation (7.2) is the ratio of the natural to the Doppler broad-

ening. Natural broadening is due to the uncertainty of the energy due to the finite

lifetime of an excited state, for e.g. due to spontaneous radioactive decay. Doppler

effect is due to the fact that when atoms in a gas emit radiation, each photon is

known to have a distribution of velocities. Depending on the velocity the emitted

photon are either red or blue shifted. For the Lyα line, a = 2.35× 10−4(T/104)−1/2.

The optical depth of the halo with column number density of neutral hydrogen

NHI = nHIR is

τ(x) = NHIσ(x) = τ0φ(x), (7.3)
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where

τ0 = NHIσ0(∆νD)−1 = 1.04 × 107

(

T

104

)−1/2 (

NHI

1020cm2

)

. (7.4)

7.1.2 Radiative transfer equation in spherical halo

The radiative transfer of Lyα photons in spherical halo is described by the equation

of the specific intensity I(η, r, x, µ) as

∂I

∂η
+ µ

∂I

∂r
+

(1 − µ2)

r

∂I

∂µ
− γ

∂I

∂x
=

−φ(x; a)I +

∫

R(x, x′; a)I(η, r, x′, µ′)dx′dµ′ + S, (7.5)

In this case we are using the source of photons and the redistribution function as in

equations (2.4) and (2.5).

Using the Eddington approximation and substitutions outlined in chapter 2 we

get a set of equations,

∂j

∂η
+

∂f

∂r
= −φ(x; a)j +

∫

R(x, x′; a)jdx′ + γ
∂j

∂x
+ r2S, (7.6)

∂f

∂η
+

1

3

∂j

∂r
− 2

3

j

r
= −φ(x; a)f. (7.7)

The mean intensity j(η, r, x) describes the x photons trapped in the halo by the

resonant scattering, while the flux f(η, r, x) describes the photons in transit.

Without resonant scattering, equations (7.6) and (7.7) yield

∂j

∂η
+

∂f

∂r
= −φ(x; a)j + γ

∂j

∂x
+ r2S, (7.8)

∂f

∂η
+

1

3

∂j

∂r
− 2

3

j

r
= −φ(x; a)f. (7.9)
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For photons with the frequency shifted away from ν0, the halo would be optically

thin, and therefore, the Eddington approximation will no longer be proper when the

variable x is large. However we are mainly interested in the profile around x = 0,

hence the Eddington approximation is applicable.

The source term S in the equations (7.6) and (7.7) can be described by a boundary

condition of j and f at r = r0. We can take r0 = 0, as r0 is not important if the

optical depth of the halo is large. Thus, we have

j(η, 0, x) = 0, f(η, 0, x) = S0φs(x), (7.10)

where S0, and φs(x) are, respectively, the intensity and normalized frequency profile

of the sources. Since equation (7.6) - (7.9) are linear, the intensity S0 can be taken

as any constant. That is, the solution f(x) of S0 = S is equal to Sf1(x), where f1(x)

is the solution :f S = 1. On the other hand, the equations (7.6) and (7.7) are not

linear with respect to the function φs(x), i.e. the solution f(x) of φs(x) is not equal

to φs(x)f1(x), where f1 is the solution of φs(x) = 1.

In the range outside the halo, r > R, no photons propagate in the direction µ < 0.

Therefore, the boundary condition at r = R given by
∫ −1

0
µJ(η,R, x, µ)dµ = 0 is

then ([36])

j(η,R, x) = 2f(η,R, x). (7.11)

There is no photon in the field before t = 0. Therefore, the initial condition is

j(0, r, x) = f(0, r, x) = 0. (7.12)
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7.2 Solutions of time-independent sources

We will present some results of the solution of equations (7.6) and (7.7). The source

of the photon is,

φs(x) = (1/
√

π)e−x2

(7.13)

7.2.1 Time scale of local thermalization
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Figure 7.1: Top two panels are the solutions of j(η, r, x) (left) and f(η, r, x) (right) of equations
(7.6) and (7.7) at r = R = 102 and η = 200, 300, 500 with the boundary condition equation (7.11).
Bottom two panels are the solutions without the boundary condition equation (7.11). The source
is taken to be (7.13 )with S0 = 1 . The parameters are taken to be a = 10−3 and γ = 0−5.



83

7.2.2 Restoring ν0 photons

Figure 7.1 shows that the flux has a valley at x = 0, while the mean intensity j at

time η = 500 is a rather high at x = 0. This indicates that ν0 photons are restored

by the resonant scattering. According to the re-distribution function R(x, x′), the

probability of transferring a x′ photon to a |x| < |x′| photon is larger than that from

x′ to |x| > |x′|. Therefore, the net effect of resonant scattering is to bring photons

with frequency x′ 6= 0 to the central range x ∼ 0 of frequency space. Photons at

x ∼ 0 are then effectively restored. The top right panel of figure 7.1 shows that at

η = 500 the flux f at x = 0 can be as large as 1/10 of the flux at its two peaks of

x ≃ ±(2 − 3) which would be observable.
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Figure 7.2: Solutions of j(η, r, x) (left) and f(η, r, x) (right) of (7.8) and (7.9) at r = 102 and
η = 200, 300, 500. The source and all parameters are the same as in figure 7.1.

As a comparison to figure 7.1, we compute the mean intensity j(η, r, x) and flux

f(η, r, x) with equations (7.8) and (7.9). The result is shown in figure 7.2, with the

parameters are the same as those in figure 7.1. Both j or f in figure 7.2 are very

different from those in figure 7.1. The profiles in figure 7.2 are typical absorption

spectra, with a very deep valley at x = 0. The absorption of ν0 photons at r = 102

(or τ0 = 102) is e−100 = 10−43, which is the amount of j and f shown in figure 7.2.
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The curves in figure 7.2 do not show any evolution in the time range η = 200−500.

This means that j and f at the radius r = 102 are already stable at the time η < 200.

Therefore, the time-evolution of j and j after η = 200 shown in figure 7.1 is fully

caused by the resonant scattering. The thermalization and the restoration of ν0

photons are from this delayed evolution.

7.2.3 Two peaks in the flux profile

The profiles of both j and f shown in figure 7.1 have two peak structures. The

flux f is dominated by photons with frequency x± ≃ ±(2 − 3). The two peak

structure has been recognized in all the time-independent solutions of the Fokker-

Planck approximation ([14], [24], [10]), and Monte Carlo simulation ([22], [39], [1],

[3], [37]. The point we want to emphasize is that this structure is independent of

the profile of the source S. It is because the initial properties of the central sources

have been forgotten during the local thermalization.
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Figure 7.3: Flux f(η, r, x) at r = 102 at radius r = 102 and time η = 200, 300 and 500. The

frequency profile of the source is φs(x) = (1/
√

π/2)e−2x2

. Other parameters are the same as in
figure 7.1
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Figure 7.1 presents the flux f given by equations (7.6) and (7.7) with the same pa-

rameters as the solution shown figure 7.1, and the source profile φs(x) = (1/
√

π)e−x2

replaced by φs(x) = (1/
√

π/2)e−2x2

. That is, the line width of the new one is equal

to 1
2

of that in figure 7.1. Figure 7.3 plots the solution of f , which is identical with

the bottom-right panel of figure 7.1. It shows that the initial distribution of the

photon frequency is already forgotten, and therefore, the flux of figures 7.1 and 7.2

at η > 200 are from the same thermalized sources. The flux of figures 7.1 and 7.2

are also maintained if the line width is broader than φs(x) = (1/
√

π)e−x2

. We will

show this to be true even when the source has a continuous spectrum.

Since the shape of the local thermalized distribution is time-independent, the

frequency of the two peaks, |x±|, at a given r is also time-independent. When the

photons of the flux f mainly come from the local thermalized photons, the frequency

of the two peaks, |x±|, should not be described by the relation |x±| = (aτ)1/3, because

this relation is from a solution of the time-independent Fokker-Planck equation,

which does not describe the thermalization ([24]).

a*r

x +

100 101 1021

1.5

2

2.5

3

3.5

4
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5

Figure 7.4: The positions of the peaks |x+| as a function of (ar)1/3 for the solutions of equations
(7.6) and (7.7) with a = 10−2. Other parameters are the same as in figure 7.1. The dashed line is
for x± = ±(ar)1/3.
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Figure 7.4 presents the peak frequency |x±| as a function of ar for solutions given

by equations (7.6) and (7.7) with a = 10−2. We consider only r ≥ 102, as in the

case of r ≤ 102 photons do not undergo a large enough number of scattering, and

therefore, are not completely thermalized. With the dimensionless variables, ar is

equal to aτ . A line |x±| = (ar)1/3 is also shown in figure 7.4. It shows that our

numerical result of |x±| is significantly different from the (aτ0)
1/3-law if ar < 30.

That is, in the range ar < 30, photons of the flux f are dominated by the local

thermalized photons. The frequency x± actually is dependent on the width of the

flat plateau or the local thermalized distribution of j. Therefore, x± is always larger

than two. The curve of figure 7.4 is approximately available for a = 10−3 and 10−4.

Thus, |x±| is larger than (ar)1/3 if r < 3 × 105 and 3 × 106 for a = 10−3 and 10−4,

respectively.

Figure 7.4 shows a slow increase of |x±| with r in the range ar ≤ 30, and then,

it approaches (ar)1/3 for larger ar. When r is large, more photons of the flux are

attributed to the resonant scattering by the Lorentzian wing of the Voigt function.

|x±| is then approaching to (ar)1/3. It should be emphasized once again that all

these results are independent of the intrinsic width of Lyα emission from the central

source.

7.2.4 Absorption spectrum

If the radiation from the sources has the continuous spectrum, the effect of neutral

hydrogen halos is to produce an absorption line at ν = ν0. The profile of the

absorption line can also be found by solving equations (7.6) and (7.7), but replacing
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the boundary equation (7.10) by

j(η, 0, x) = 0, f(η, 0, x) = S0. (7.14)

That is, we assume that the original spectrum is flat in the frequency space.
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Figure 7.5: Solutions of j(η, r, x) (left) and f(η, r, x) (right) of equations (7.6) and (7.7) at r = 102

and η = 200, 300 and 500. The source is given by 7.14. The parameters are a = 10−3 and γ = 10−5.

7.2.5 The estimation of the HI column density

As an application of the absorption spectrum in figure 7.5, we study the profile of

the red damping wing of the optically thick intergalactic medium or IGM at high

redshifts. Since the variable x is independent of the redshift, the profile of a red

damping wing is directly given by the flux f(η, r, x) at the wing of low frequency

x ≤ 0.

Red damping wing is sometimes modeled with a damped Lyα system (DLA),

which assumes that the damping wing profile is fully determined by the absorption

of an optical thick halos around the host objects. The DLA profile of a red damping
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Figure 7.6: Red damping wing (a) the DLA model τ0 = 4 × 103 (dotdot dashed line), 6 × 103

(dot dashed line) and 104 (dashed line); (b) the solution f(x) of (7.15) for τ0 = 104 (solid line).
For both (a) and (b), the parameter a = 10−2.

wing is then given by

f(x) = e−τ(x) (7.15)

and x < 0, where τ(x) is from the Voigt function equation (7.2) as

τ(x) = τ0φ(x, a) = τ0
a

π3/2

∫ ∞

−∞

dy
e−y2

(y − x)2 + a2
. (7.16)

The column number density of neutral hydrogen atoms, NHI, is generally estimated

by fitting the profile equation (7.16) with observation, and NHI can be found from

τ0 by equation (7.4).
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7.3 Modeling of flash sources

7.3.1 Frequency-dependence of Lyα transfer

If the light source this significant time-dependence, like the optical afterglow of

GRBs, we can treat the source as a flash described by a boundary conditions as:

j(η, 0, x) = 0, f(η, 0, x) =











S0φs(x), 0 < η < η0

0, η > η0.
(7.17)

It describes a flash within a time range 0 < η < η0, or the time duration is ∆η = η0.

We consider the case of r ≥ η0. That is, the size of the halo is larger than the spatial

range covered by the flash, as photon spatial transfer in optical thick medium cannot

be faster than the speed of light. The initial condition retains as equation (7.10).

Figure 7.7 presents two time-dependent solutions of the mean intensity j and

flux f : one is for a flash equation (7.17) with η0 = 100 at r = 102; the other is

for a flash with η0 = 500 at r = 103. Other parameters are S0 = 1, a = 10−2 and

φs(x) = (1/
√

π) e−x2

. We still see the typical flat plateau of j in all times, even when

the original time duration of the flash is as short as ∆η = 100.

7.3.2 The evolution of time duration of a flash

To further study the time evolution, we plot figure 7.8, which gives the light curve,

or the time-dependence of the flux f at x = 0. It shows the light curve of rising and

decaying phases of the flux f . With these light curves, one can find the maximum of

the flux f at time ηmax; the rising phase is then η < ηmax, and decaying phase is η >
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Figure 7.7: The profiles of j(η, r, x) and f(η, r, x) with time-dependent source [eq.(7.14)]. Top
panel: j(η, r, x) (left) and f(η, r, x) (right) of η0 = 100 at r = 102. Bottom panel: η0 = 500 at
r = 103. The parameters a = 10−2 and γ = 10−5.

ηmax. For each curve, one can define a time duration ∆η = η2 − η1, where η1 < ηmax

and η2 > ηmax, and both are given by the condition f(η1,2, r, 0) = 0.9f(ηmax, r, 0).

The time duration is then ∆η = η2 − η1.

The two top panels of figure 7.8 are for a flash source with original time duration

∆η = 50. Figure 7.8 shows that the time duration of the flash, ∆η, is r-dependent.

At r = 0, i.e. at the source, ∆η is 50. At r = 102 (top left of figure 7.8), ∆η is

about 200, while at r = 103, we have ∆η ≃ 2000. Therefore, the time duration ∆η is

increasing with r. This result shows that the time duration seems to be dependent

mainly on r (or optical depth τ) of the halo, regardless of the initial time duration
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Figure 7.8: The time-dependence of f(η, r, x) at x = 0. Top panels: f(η, r, 0) at r = 102(left) and
r = 103(right) for flash source with η0 = 50. Bottom panel: f(η, r, 0) at r = 103 of flash source
with η0 = 100 (left) and η0 = 500 (right).

∆η = η0.

The bottom two panels of figure 7.4 are for flash sources with original time

duration ∆η = η0 = 100 (left) and 500 (right), and r = 103. The light curves of

the bottom two panels f100(η) (left) and f500(η) (right) of figure 7.8 are about the

same, i.e. f500(η) ≃ 5f100(η). Although the two flash sources have very different

time durations at r = 0, the two light curves and time duration actually are about

the same. The coefficient 5 is due to the total number of photons given by the flash

η0 = 500 is 5 times larger than that of η0 = 100. This result shows again that

the time duration is only dependent on the size r, regardless of the original time

duration.
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7.4 Discussion

In this chapter we have used our algorithm to calculate the light curves of the flux

from the halo. It shows that the flux is still a flash. The time duration of the flash for

the flux, however, is independent of the original time duration of the light source but

depends on the optical depth of the halo. Therefore, the spatial transfer of resonant

photons is a diffusion process, even though it is not a purely Brownian diffusion.

This feature indicates that the spatial transfer of a flash essentially is a diffusion

process.



Chapter Eight

Ongoing work
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The radiative transfer of Lyα photons in the spherical halo is described by the

equation of the specific intensity I(η, r, x, µ) as

∂I

∂η
+ µ

∂I

∂r
+

(1 − µ2)

r

∂I

∂µ
− γ

∂I

∂x
=

−φ(x; a)I +

∫

R(x, x′; a)I(η, r, x′, µ′)dx′dµ′ + S, (8.1)

Our ongoing work is to solve this equation in three dimensions ie, in space, frequency

and angular direction. The main idea is to solve the PDE without the Eddington

approximation. The extra dimension on µ renders the computation significantly

more intensive and challenging. At first we look at the steady state solution is by

solving the equation,

∂I

∂η
= 0

As,

µ
∂I

∂r
+

(1 − µ2)

r

∂I

∂µ
− γ

∂I

∂x
=

−φ(x; a)I +

∫

R(x, x′; a)I(η, r, x′, µ′)dx′dµ′ + S, (8.2)

In order to make the computation efficient, we reformulate the problem such that

another remaining variable takes the role of ”time” so that the PDE can evolve on

this variable.

∂I

∂r
+

(1 − µ2)

µr

∂I

∂µ
− γ

µ

∂I

∂x
=

−φ(x; a)I +

∫

R(x, x′; a)I(η, r, x′, µ′)dx′dµ′ + S, (8.3)
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The integral term couples the values over the range of the variables µ and x, this

implying we can only evolve in the variable r. In the computational sense this means

that we treat the variable r as the time variable. There are certain assumptions

required in a computation of this nature, most importantly we use the boundary

condition in r as the initial condition. Our future goal is to compare the results of

this equation with that of equations (2.21) and (2.22) obtained by performing the Ed-

dington approximation. For the computation of equation (8.1) parallel computation

is necessary.



Chapter Nine

Conclusion
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In this work we have outilined a higher order algorithm used for solving a Boltzmann

type equation with a stiff source term. This algorithm is suitable for problems which

propagate in time with the solution profile exhibiting a sharp front.

Using this algorithm we solve a type of Boltzmann equation, modeling transfer

of photons and its scattering by hydrogen. The scattering process undergoes several

processes which have different physical interpretations. The algorithm is used to

successfully answer some details of these mechanisms such as

• Estimating the time scale of a coupling procedure between the spin temper-

ature and the kinetic temperature of the atom - Wouthuysen-Field coupling

compared to the lifetime of a star

• The dependence of the time scale on physical quantities such as recoil of an

atom or the expansion of the universe

• Calculation of radiation and intensity in the 21 cm region of halo of a star

• Radiative field undergoing changes due to a flash-source

The success of this algorithm is the stability that is achieved in computation of

these various quantities in high resolution. We also addressed the issue of compu-

tational intensiveness of these aspects by implementing certain techniques such as

adaptive mesh routine and an integration algorithm that reduces the CPU time from

an O(N2) to an O(N) computation.

Our ongoing work is to formulate a high order fast algorithm to compute the

solution of the three dimensional equation (2.18). This equation models the transfer

of photons inside the halo of the star, where the Eddington approximation has not
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been applied. The extra dimension renders the problem much more computationally

intensive. The main goal in solving this problem is the parallel implementation of

the numerical schemes and we hope to answer the relevant physical questions with

highest precision.
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