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High-throughput computational thermodynamic approaches are becoming an increasingly popular

tool to uncover novel compounds. However, traditional methods tend to be limited to stability pre-

dictions of stoichiometric phases at absolute zero. Such methods thus carry the risk of identifying an

excess of possible phases that do not survive to temperatures of practical relevance. We demonstrate

how the CALPHAD formalism, informed by simple first-principles input can be used to overcome

this problem at a low computational cost and deliver quantitatively useful phase diagram predictions

at all temperatures. We illustrate the method by re-assessing prior compound formation predictions

and reconcile these findings with long-standing experimental evidence to the contrary.

Coupled with the Special Quasirandom Structure (SQS) formalism, CALPHAD offers a natural and

efficient tool to generate input data for disordered solid solution phases. However, accounting for

short range order (SRO) effects in a computationally efficient way presents a challenge. In this work

we augmented the aforementioned computational toolkit to utilize the Cluster Variation Method

(CVM) method in tandem with the SQS formalism. Our approach, implements the CVM to any

level of accuracy, and determines a closed-form nonlinear expressions for temperature-dependent

SRO corrections to the formation free energies. As a proof of concept, we re-assess the Ir-Ru binary

alloy with SRO correction and show that under the tetrahedron approximation, the SRO correction

to the hcp phase is sufficient to accurately reproduce the known experimental phase diagram.

Beyond equilibrium phase properties, the gamut of material properties of interest in engineering

applications, extend to kinetically stabilized phases such as in Bulk Metallic Glasses (BMG). However

experimental assessment of liquid properties is a time and economic bottleneck. To address this,

we develop an Embedded Atom Method (EAM) force-field for the family of Zr-Cu-Al-Ni from a

set of first principle calculations as reference data. The EAM was validated using an independent

test data-set. Molecular Dynamics simulations to calculate equilibrium volume and viscosity at

different liquid temperatures stipulate a good agreement with known experimental trends. Our

developed EAM would thus be instrumental in accelerating screening of candidate BMG alloys of

the Zr-Cu-Al-Ni family in a high-throughput pipeline.
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Chapter 1

Introduction

Computational methods in Materials science are the Yin to the Yang of the time and tested ex-

perimental methods to probe, measure, understand and predict material properties. Although ex-

perimental results are unequivocal ground truths, interactions governing physical properties act on

length and time scales ranging between more than 10 orders of magnitude thus limiting the fea-

sibility of experiments on grounds of complexity and economy. In particular, in the field of Alloy

Thermodynamics, the sheer size of the composition-structure phase space of alloys make any sort

of high-throughput experimental prototyping of novel alloys an indomitable challenge. Experiments

are also at times difficult to control for precision in a direct and cost-effective way; Computer cal-

culations on the other hand offer precise control and measurement over all the parameters of the

virtual experiments, and thus are an excellent supplement and often complement to real experiments

especially in small time and length scales.

“Calculate what you cannot measure; measure what you cannot calculate.”

Unfortunately at low length scales (∼ Å), the quantum nature of large number of interacting par-

ticles pose a computational challenge - A full and accurate quantitative prediction of free energies

of real alloys although in principle is a solved problem, is impossible in practice due to the “Curse

of Dimensionality” [1]. This bottleneck was extremely severe up to the 1970’s where the silicon

revolution made processors cheaper and faster at an exponential rate[2]. Keeping up with hardware

advancements, user-friendly programming languages[3, 4], efficient numerical libraries[5, 6] and more

recently, specialized software for targeted special-purpose hardware were developed[7–9]. Concur-

rently revolutionary theoretical ideas in condensed state physics developed approximate theories

which were very accurate enough for predictive analysis at the operating temperature of material

applications. These were amenable to be implemented in the modern computers efficiently. Courtesy

of which, first-principles simulations up to ∼ 150 atoms and dynamic simulation of event up to ∼ 1

ps is now routine.
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However to establish an end-to-end pipeline from purely first-principles results to accurately predict

phase stability of solid alloys or bulk properties of liquids such as viscosity, a larger system and for

longer time has to be sampled to eliminate the inherent statistical biases which may be an artifact

of arbitrary initial state. While this is not a straightforward task, the modus operandi of theories

aiming to target this research niche almost always include the following steps:

1. Generating a dataset : Calculation of reference data-set of known input-output pairs. For eg. a

dataset of alloy structures and energy obtained from a accurate yet size limited first-principles

method.

2. Basis set selection: Using prior knowledge of the physics of the system, a choice of basis

functions is made. Such that it is defined at every possible input variable and it spans the

space of the output variable smoothly. Ideally a good choice of basis set is such which encodes

the symmetry of the system. Often it is also used as a dimensionality reduction technique

where the basis functions maps the input space to a lower dimensional space while preserving

most of the correlations while removing any linear dependencies. For eg. In an ideal lennard-

jones fluid, converting atomic coordinates to a list of pair distance might be a good choice

since radial distances are spherically symmetric (like energies), and the energy is a function of

radial distance between pairs of atoms rather than absolute positions.

3. Fitting an analytical function : Construct a function on the space spanned by the basis sets

that maps each point to a desired thermodynamic quantity.

The fitted functions parameterize the underlying crucial physics of the system which can then be

used to expedite alloy prototyping while being reasonably accurate, physically consistent and often

systematically improvable.

In this thesis, we shall discuss 3 such methods : CALPHAD technique, Cluster Variation Method

(CVM) and Embedded Atom Method (EAM) Inter-atomic Potentials. In Chapter 2 we shall review

the theoretical foundations behind all the methods including Density Functional Theory (DFT),

which is a first-principles technique to evaluate the electronic ground state structure and associated

(free) energies. In this thesis, DFT would be the assumed ground truth. The theoretical discussions

are neither original to this thesis nor a comprehensive one, however the format of presentation is

designed for easy comprehension of the software implementation and results of the computer ex-

periments performed in the following chapters. It is also instructive for any new entrant in this

line of research. In Chapter 3 we employ the Compound Energy Formalism and the CALPHAD

method to model alloy free energy as a sum of parametric polynomials, each representing a partic-

ular single and multi-body sub-interaction in the system. We also introduce Special Quasirandom

Structures (SQS) which are particularly designed to eliminate spurious correlations due the small

cell size in first-principles calculations. In concert, we demonstrate a software toolkit sqs2tdb; to

predict alloy phase diagrams purely from first-principles in a systematically improvable fashion. In



3

Chapter 4 we exhibit a python based software implementation the CVM method to introduce tem-

perature dependent Short Range Order (SRO) corrections to alloy free energies integrated into the

CALPHAD+SQS paradigm from Chapter 3. This eliminates the prediction of fallacious ordered

phases which incidentally undergo a order-disorder transformation at temperature window lower

than the application regime and substantially improves the computed phase diagrams. In Chapter

5, an Embedded Atom Method (EAM) classical interatomic potential was developed for the Zr-Cu-

Al-Ni Bulk Metallic Glass (BMG) forming liquid alloys. The fitted potential was validated using

an independent test dataset. Molecular Dynamics (MD) simulation were conducted with the fitted

EAM to calculate equilibrium volume and shear viscosities. The results were found to be within the

same orders of magnitude as other compositions in the same family of BMGs (sans Ni) and express

consenting trends. Finally in the last Chapter 6, we do a recap of the previous discussions concluded

by some musings on possible future investigations.
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Chapter 2

Computational Methods

2.1 Density Functional Theory

The ground state of quantum particles (electron and protons) under the action of an external po-

tential is governed by the Many-body Time Independent Schrodinger’s Wave Equation[1]ï
− ℏ2

2m
∇2 + V (x)

ò
ψ(x) = Eψ(x) (2.1)

x is the spatial coordinates of the particles and V (x) is the external potential energy field acting on

them. ψ(x) is the quantum wavefunction such that
∫
|ψ(x)|2 gives the electronic charge density of

the system. However to overcome the computational intractability of solving the full wavefunction,

Density Functional theory (DFT) was formulated as an approximation to the ground state wave-

function. The cornerstone of DFT are the Hohenberg-Kohn Theorems [2, 3] which demonstrated a

one-to-one correspondence between the charge density and the external potential and the number of

electrons in the system. They also proved the existence of an universal functional of charge density:

which uniquely defines the potential and the wavefunction; i.e. we can define F [n(r)] such that

F [n(r)] = ⟨ψ|Te + Ve−e|ψ⟩ (2.2)

We can therefore set up a variational framework in terms of the charge density as an alternative

reformulation of Schrodinger’s equation.

EVext
[n(r)] = F [n(r)] +

∫
Vext(r)n(r)d

3r ≥ E0 (2.3)

where minimizing the functional EVext
[n(r)] gives us the ground state charge density ergo wavefunc-

tion1.

1⟨ψ|H|ψ⟩ = ⟨ψ|T + Ve−e + vext|ψ⟩ =
∫
nvext + F [n]

4
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For computational ease, one can also use a proxy set of non-interacting electrons (Kohn-Sham

electrons) such that it results in the same ground state charge density distribution. This decouples

the 3N -dimensional wavefunction to N 3-dimensional single electron orbital wavefunction. For the

set of non-interacting pseudo-electrons, we can expand F [n(r)] as

F [n(r)] = Ts[n(r)] + EH [n(r)] + Exc[n(r)] (2.4)

where

• Ts[n(r)] is the kinetic energy of non-interacting electrons

N∑
i

−1

2

∫
ψ∗(r)∇2ψ(r)dr (2.5)

• EH [n(r)] is an average ’mean-field’ effect felt by the electron from every other electron in the

system.
1

2

∫ ∫
n(r1)n(r2)

|r1 − r2|
dr1dr2 (2.6)

• Exc[n(r)] is the exchange-correlation function which includes everything else.

Now assuming we know the functional form of Exc[n(r)] is, we can apply Euler Lagrange equation

to Eqn. 2.3 (along with enforcing constant N via Lagrange multipliers), we get

δ

Å
F [n(r)] + vext(r)n(r)dr − µ

Å∫
n(r)dr −N

ãã
= 0

=⇒ δF [n(r)]

δn(r)
+ vext(r) = µ

(2.7)

which gives us the Kohn-Sham equationsï
−1

2
∇2 + vH(r) + vxc(r) + vext(r)

ò
ψi(r) = HKSψi(r) = ϵiψi(r) (2.8)

vH(r) =

∫
n(r′)

|r − r′|dr
′ (2.9)

vxc =
δExc

δn(r)
(2.10)

n(r) =

N∑
i=1

|ψi(r)|2 (2.11)

This can be solved in an self-consistent iterative fashion until the solutions and trial do not change

outside the limits of tolerance.

In practice, for periodic alloys, the wavefunction is expanded on a imaginary fourier basis up to a

necessary wavelength cut-off necessary to reproduce the structure of the wavefunction. Since the
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core electrons is strongly bound to the nucleus, it is customary to use Pseudo-Potentials which is

an inaccurate description of the core electrons (which are considered frozen/screened in effect) but

can reproduce the wave-form/energy of valence electrons to a good degree of accuracy. There are

several flavors of pseudopotentials (Norm-Conserving, Ultrasoft etc.) but in this thesis we have

used Projecter Augmented Wave (PAW). Further details of pseudopotential is beyond the scope of

this document. However there is a rich body of literature if the reader is interested[4–7]. For the

exchange-correlation energy, a popular functional form is the Local Density Approximation (LDA)

where at every position in space for the exchange-correlation energy is the same as it would be for

the uniform electron gas (UEG) having the same density as found at that position.

ELDA
xc [n] = ELDA

x [n] + ELDA
c [n] (2.12)

where

ELDA
x [n] = C

∫
n4/3(r)dr (2.13)

and ELDA
c [n] are usually obtained by fitting to the results of accurate Quantum Monte Carlo (QMC)

calculations of the UEG. However there also exist more general functionals which also include the

gradient of the density.

EGGA
xc =

∫
n(r)ϵxc(n(r), |∇n(r)|)dr (2.14)

Usually GGA functionals are constructed as corrections to the LDA functional

ϵGGA
x/c [n] = ϵLDA

x/c [n] + ∆ϵx/c

ï |∇n(r)|
n4/3(r)

ò
(2.15)

For all DFT calculations in this thesis, we have used the Perdew-Burke-Ernzerhof (PBE) flavor of

Exchange-Correlation Functional.

Another numerical issue is the discontinuity of the band structure at the fermi-level. To resolve

this issue, the standard approach is to allow a ‘smearing’ to the discontinuous gap at the fermi-level

(effectively adding a fictitious temperature), while not explicitly discussed, in all the work presented

in this thesis, we have used Mathfessel-Paxson scheme of order 1 [8], where the broadening of the

fermi-level is a linear function of the fictitious temperature.

One can also perform a first principles Molecular Dynamics instead of a relaxation using the same

Kohn-Sham DFT formalism. For a given configuration average kinetic energy and initial ionic

configuration, one can calculate the forces2 on the nucleus, after an initial electronic ground state

optimization according to

FI =MI
d2RI

dt2
= −dE(R)

dRI
= −d ⟨Ψo|He(R)|Ψ0⟩

dRI
(2.16)

2Note that using Hellmann-Feynman theorem[9] forces can be calculated without recalculating the ground state
wave function for small atomic displacements around the ground state
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With the forces, the nuclei are moved. That constitutes one time-step of the simulation and continues

in a minimize-move nuclei loop till the prescribed number of steps.

2.2 Cluster Variation Method

While DFT offers a feasible approximation to the Schrodinger’s Wave equation; DFT calculations

are primarily conducted at 0 K and it gives a suitable approximation to the ground state charge

density and wave-functions only. It can be found in any standard statistical mechanics textbook[10]

that at finite temperatures, in the classical limit, the probability of any configuration (microstate)

with energy Ej in a canonical ensemble is given as

Pj =
exp{(βEj)}∑
i exp{(βEi})

(2.17)

where Z =
∑

i exp{(βEi)} is called the partition function is, β = 1/kBT where kB is the Boltzmann

constant and T is the temperature. The appropriate free energy to minimise would then be the

Helmholtz Free Energy (F), defined as

F (N,V, T ) = − 1

β
logZ(N,V, T ) (2.18)

The partition function in principle contains all the necessary thermodynamic information about a

system but the practical difficulty is at it’s evaluation since it necessitates the summing over of a

large number of states 3, where the assessment of each state has to be performed by DFT. Here we

shall study the theory of Cluster Variation Method (CVM) which attempts at devising an analytical

hamiltonian by expanding the energy as a linear combination of independent ’clusters’. Clusters

which describe the structure in terms of the average distribution of independent 2-body, 3-body, . . .

n-body groups of atoms.

In the purview of alloys, the well-known Ising model can be generalized to multicomponent alloy

hamiltonian following the CVM formalism originally introduced by Kikuchi and Colinet [11–15]

and later reformulated by Barker[16] and again by Sanchez and co-workers[17–19]. In the CVM

formalism, a structure is described as a vector of σ of length equal to the number of atoms in the

structure. Therefore any lattice site (σi) can be labeled from 0 to Mi − 1, where M is the number

of components in the system denoting the species which populate site i. We can the define clusters

(α) as a collection of zero or more atoms (with the upper limit being the number of sites in the

structure). A cluster is represented as a vector α of length equal to the number of points in the

cluster, each component of which can hold values between 0 to (Mi − 1), 0 indicating the empty

cluster4 and everything else denote the functional dependence of the energy of cluster α on the

3consistent with thermodynamic constraints
4which plays the role of an concentration independent additive constant to the Hamiltonian
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occupation σi of site i. We can then define Cluster functions[20, 21] - Γα(σ) as

Γα(σ) =
∏
i

γαi,Mi
(σi) (2.19)

where γαi,Mi
satisfies γ0,Mi

= 1 and the orthogonality condition

1

Mi

Mi−1∑
σi=0

γαi,Mi
(σi)γβi,Mi

(σi) =

1 if αi = βi

0 otherwise
(2.20)

It can be proven that any configuration dependent quantity can then be expanded in the basis of

these cluster functions. If G(σ) is one such function,

G(σ) =
∑
α

GαΓα(σ) (2.21)

Due to the orthogonality property, the coefficients, Gα can be obtained by taking inner product of

G and the corresponding α.

⟨G(σ),Γβ⟩ =
〈∑

α

GαΓα,Γβ

〉
=
∑
α

Gα ⟨Γα,Γβ⟩

= Gβ

(2.22)

Taking the ensemble average over all configurations we get,

⟨G⟩ =
∑
α

Gα ⟨Γα⟩ (2.23)

While the clusters go up to infinity, we can leverage the periodicity of the lattice to group clusters

(and cluster functions) into groups of symmetrically equivalent clusters. We can re-write Eqn. 2.23

as

⟨G⟩ =
∑
Ω(α)

Gα

Nα∑
i=1

⟨Γαi
⟩

=
∑
Ω(α)

GαNα ⟨Γαi⟩
(2.24)

Where Ω(α) is the set of all clusters symmetrically equivalent to α5 according to the space group of

the crystal lattice. Nα is number of such orbits. For periodic structures of N atoms, the ensemble

5any one of such cluster is sufficient to represent all other clusters that are symmetrically related
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average of G (for all possible σ) can then be defined as

g =
⟨G⟩
N

=
∑
α

Gαmα ⟨Γ′
α⟩ (2.25)

Where α includes all symmetrically distinct clusters according to the space group symmetry of the

lattice. mα is the number of such symmetrically similar clusters present per unit-cell of the lattice.

To evaluate the cluster averages (aka cluster correlations6) in Eqn. 2.23, one can define Cluster

configuration probabilities ρα which is the probability of finding a cluster of type α (equivalently

any symmetric image) in a configuration σ as

ξα = ⟨Γα⟩ = ⟨ρα,Γα⟩ (2.26)

Any particular cluster (α) probability can be also expanded as a function of correlations over all its

sub-clusters (β).

ρα =
1

2Nα

∑
β⊆α

ξβΓβ (2.27)

In the event that the cluster probabilities are mutually independent, then the probability of any

particular n-point cluster is the product of the probability of all it’s sub-clusters7. However to

correct for the mutual correlations of overlapping clusters, we define each cluster probability as a

function of ’corrected’ cluster probabilities of all it’s sub-clusters such that

ρα =
∏
β⊆α

ρ̃β

with ρ̃β =
ρβ∏

γ⊂β ρ̃γ

and ρ̃point = ρpoint

(2.28)

Note that the above illustration applies to all clusters α in the infinite cluster limit. We shall assume

that beyond a certain cluster size αm, (as m → ∞) the clusters probabilities are uncorrelated,

therefore

ρ̃β = 1 ∀ β > αm (2.29)

The cluster probability for the maximal clusters is then given by

ρ̃αm
=

ραm∏
β⊂αm

ρ̃β
(2.30)

6it might seem a misnomer, but it can also be interpreted as ’how much’ of the cluster is present in the structure,
i.e. their cross-correlation.

7For eg. sub-clusters of ρABB is a ternary alloy with elements A,B,C include ρA, ρB , ρBB , ρAB (and maybe) ρBA

but not ρC , ρAC , etc
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and for any other cluster (all of which are sub-clusters of the maximal cluster) we have

ρα =
∏
α

 ρα∏
β⊂α ρβ

∏
γ⊆β

ρ̃γ

 (2.31)

We therefore have a recurrence relationship

ρα =
∏
β⊂α

ρ
kβ

β

where kβ = 1−
∑
β⊂α

kα

and kαm
= 1

(2.32)

where k’s are the known as the Kikuchi-Barker (KB) coefficients. The KB recursive relationship

in Eqn. 2.32 can be intuited by the consideration that while the cluster term should appears once

when we consider the correction on that clusters (in the numerator). But it is repeated again each

time we expand another cluster of which the current cluster is a sub-cluster (in the denominator).

From this point onwards, we shall use the notation ξ for correlations instead of the ⟨Γ⟩ since we do

not intend to perpetuate a possible confusion of ⟨·⟩ and ⟨·, ·⟩ - the former is an average which we

shall henceforth denote as ξ and the latter is the notation for an inner-product.

In the above notation, the Helmholtz Free Energy associated to the Canonical Ensemble (fixed

N,V,T) assumes the functional form as

F =
∑
α

[
ραE(ρα) + kBTρα log ρα

]
︸ ︷︷ ︸

U−TS

(2.33)

such that
∑

β⊆α ρβ = 1 ∀ α

The second part of the free energy function in Eqn. 2.33 can be reformulated as

S = −kB
∑
α

ρα log

Ñ∏
β⊆α

ρ
kβ

β

é
= −kB

∑
α

ρα
∑
β⊆α

kβ log ρβ

(2.34)

in the infinite cluster limit

S = −kB
∑
α

kαρα log ρα (2.35)

Applying the similar grouping of symmetrically equivalent clusters configurations (according to the
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point group symmetry of the cluster) we can re-rewite Eqn. 2.35 in per unit term of the unit cell as

S = −kB
∑
Ω(ρα)

kαNαρα log ρα (2.36)

where the summation is taken for all symmetrically distinct cluster configurations. Nα being the

number of symmetrically equivalent configuration of each cluster α. The value of entropy per unit

cell is then

s = −kB
∑
α

kα
Nα

N
ρα log ρα = −kB

∑
α

kαwαρα log ρα (2.37)

Similar to cluster multiplicities, we define Nα/N = wα as cluster configuration multiplicities. Note

that α now includes only symmetrically distinct cluster configurations.

Expanding the cluster configuration probabilities in the cluster function basis and then applying

symmetry grouping, we get

ρα =
1

2Nα

∑
β⊆α

ξβΓβ (2.38)

Summing over only the symmetrically distinct clusters, we can write

ρα =
1

2Nα

∑
Ω(ρβ)⊆ρα

ξβ
∑

γ∈Ω(β),γ∈α

Γγ (2.39)

We could re-write the second sum as

νβα =
1

2Nα

∑
γ∈Ω(β),γ∈α

Γγ (2.40)

Eqn. 2.40 define the terms of a matrix called the V-matrix. It is worth mentioning that the cluster

multiplicities, cluster configuration multiplicities, V-matrix and the KB coefficients are all functions

of the underlying lattice and the choice of cluster functions; therefore any numerical algorithm needs

to calculate this only once during the optimization.

While the cluster sum still extends up to infinity we can now invoke the Connoly-Williams (CW)

approximation and truncate the clusters up to a maximal size[20–22]. We can then fit the ground

state formation enthalpies of select structures computed using DFT in accordance to the clusters ex-

pansion formalism to derive the independent energetic contribution Vα (Effective Cluster Interaction

(ECI)) of each independent cluster following the equation

⟨H⟩ =
αm∑
α

maVαξα (2.41)
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While the Cluster Expansion (CE)8 is systematically improvable by increasing the size of the max-

imal cluster, it is extremely sensitive to the choice of clusters and the accuracy of the ground

state structure estimates. In practice, since the true ground state structures are unknown apriori,

one has to then enumerate several structures in the composition regime of the alloy to perform a

least squares fit. Different choice of maximal clusters model different types of interactions between

the constituents, hence the choice is very system dependent. Since the ground state structures

are mere estimates, it is easy to over-fit the CE model and therefore one must also incorporate

regularization/cross-validation strategies to choose the optimal set of cluster with best generaliza-

tion among the data-points.

The Helmholtz-Free energy function in terms of cluster correlations up to a maximal cluster is

therefore given by

F =

αm∑
α

mαVαξα + kBT

αm∑
α

wαkα

Ñ∑
β⊆α

vβαξα

é
log

Ñ∑
β⊆α

vβαξα

é
(2.42)

For a given alloy system Eqn. 2.42 can be minimized in a constrained optimization scheme - con-

straining the ρ’s to be bound between [0, 1] and optionally fixing 1-point correlations to fix composi-

tion. This delivers the minimal Free energy and equilibrium cluster correlations/cluster configuration

at a given temperature and ECIs.

2.3 CALPHAD Formalism

The CVM methodology allow for a systematically improvable hamiltonian construction using DFT

calculations as a reference. While CVM accuracy positively correlates with increasing the size of

the maximal cluster, the number of sub-clusters scale exponentially and this poses a computational

challenge for quick prototyping. Here we introduce the CALPHAD (CALculation of PHAse Dia-

grams)[23–25] method which is another parametric model to predict alloy free energies. In contrast

to CVM, CALPHAD linearizes the energetic contribution of the system in terms of increasing or-

ders of interaction between site fractions (equivalent to interactions between point clusters only in

CVM9. As the name suggests, this method is particularly of choice for calculating phase equilibrium

possibly due to the convenience of including both first-principles as well as experimental data into

one framework.

The CALPHAD method is a generalization of the regular solid solution model which assumes the

total enthalpy of an alloy as a sum of mixtures10 of it’s constituents with additive correction factors

8the enthalpy function of CVM
9In CVM we have F (x) = argmin f(1pt, 2pt, · · · )), but in CALPHAD w have F (x) = f(1pt). Every other

interaction has been ascertained outside the model
10with respect to a certain reference state. The reference state is not mentioned but is assumed to be present unless

throughout the discussion
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for mutual interaction of the constituents with increasing orders of interaction. The underlying

lattice is described in the sub-lattice model as per the Compound Energy Formalism (CEF)[26, 27]

which is a suitable universal descriptor for all material types - gases, defect structures, magnetic

structures, stoichiometric and substitutional solutions alike. In CEF, each sub-lattice has as sites11

and the composition of a site in this model is given by yαis where i is the component (element or a

compound) in the s sub-lattice of the α phase. The moles of any element A can be then calculated

as

Mα
A =

∑
s

aαs
∑
i

bAiy
α
is (2.43)

where bAi is the stoichiometric coefficients of element A is component i12. By definition, sum of

fractions for each constituent in any sub-lattice is equal to 1 (
∑

i y
α
is = 1). The mole fraction of

element A in phase α is therefore

xαA =
Mα

A∑
B M

α
B

=
Mα

A

Mα
(2.44)

Therefore total moles of A (and mole fraction of A) in the system with multiple phases,

NA =
∑
α

ℵαMα
A (2.45)

xA =
NA

N
=

∑
s a

α
s

∑
i bAiy

α
is∑

A

∑
s a

α
s

∑
i bAiyαis

(2.46)

where ℵα is the number of moles of formula units of phase α

The Molar Gibbs Free Energy (G) relates the chemical potential (µA) of an element with the number

of moles per formula unit of phase α (Mα
A). In general, we can define Gα as a function of T, P,Mα

A, . . .

as

Gα
M =

∑
A

Mα
AµA

where µA =

Å
∂Gα

∂Mα
A

ã
T,P,Mα

B ̸=A

=

Ç
∂Gβ

∂Mβ
A

å
T,P,Mβ

B ̸=A

= · · · (for all stable phases)
(2.47)

However since chemical potential of each species for all phases is not known easily, we shall instead

first express Gα
M as

Gα
M (T, P, yαis) =

srf Gα
M − T cfgSα

M +E Gα
M (2.48)

11reduced to the smallest integer ratio of all sites
12unless otherwise stated, in this thesis all components are pure elements
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where

srfGα
M =

∑
I

(∏
I

yαis

)
Goα

I (T, P ) (2.49)

cfgSα
M = RT

∑
s

aαs
∑
i

yαis log y
α
is (2.50)

EGα
M =

∑
J

Lα
J (T, P, y

α
is) (2.51)

Here srfGα
M represent the surface of reference which is a linear sum of the end-members of phase α

where a end-member is defined as the structure with each sub-lattice being completely occupied by

only one of the constituents. Goα
I (T, P ) being the Gibbs free energy of formation of the structure

from it’s constituents in the standard reference state.

In the configurational entropy term, random mixing is assumed within each lattice, however con-

stituents are constrained to their respective sub-lattice thus avoiding cross-sublattice exchanges.

EGα
M represent a series of non-linear interaction terms between the constituents of the form

L∑
l=0

Ll
ij(T, P )

Ä∏
yαjs
ä
(yjs − yis)

l
(2.52)

where Ll
ij(T, P ) are known as the Redlich-Kister (RK) Parameters.

The functions Goα
I (T, P ) and Ll

ij(T, P ) can be then fitted to known experimental/computational

results for different alloy compositions in the system and together with the phase description can be

packaged in a Thermodynamic Database File (TDB) that can be used for thermodynamic analysis

of equilibrium site fraction distribution.

2.4 Special Quasirandom Structures

It is a computational challenge to perform DFT calculations on systems over ∼ 200 atoms. While

periodic boundary conditions remove the effects of surfaces, the small cell size introduce artificial

order in the periodic images which may deviate from the truly disordered structure even if the sites

in the cell was populated with a robust random number generator. To circumvent the statistical

correlations in an insufficiently large periodic cell(∝ 1/
√
N), we describe a small cell approximation

of the completely disordered structure using the Special Quasirandom Structure (SQS) formalism

introduced by Zunger[28] and implemented by Van de Walle et al[29].

For a truly disordered set of (symmetrically distinct) clusters, the cluster probability of a n-body
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cluster are independent of the cluster probability of it’s sub-clusters.

ρα =
∏
β⊂α

ρβ

=⇒ 1

2Nα

∑
β⊆α

ξβΓβ =
∏
β⊂α

1

2Nδ

∑
δ⊆β

ξδΓδ

(2.53)

Gathering the coefficients of the common cluster correlations on both sides of the equation and using

the identity Nα =
∑

β⊂αNβ , we get the following constraint that is satisfied by the correlations of

a completely disordered structure,

ξα =
∏
β⊂α

ξβ (2.54)

Since the point correlations are known for a fixed composition, the higher order correlations for a

completely disordered structure can be obtained by recursively applying Eqn. 2.54 repeatedly with

increasing size of cluster.

To derive the optimal structure within the specified size-cutoff once has to first decide on the set

of clusters. Upon the choice of clusters, one starts with a randomly populated cell of the proper

stoichiometry and symmetry. An objective function representing the deviation between the current

structure and the truly disordered structure in the correlation space can then be constructed as

Q = −ωL+
∑
α

|∆ξ| (2.55)

where ∆ξ = ξcurr−ξdisordered. L is the radius of the maximum cluster below which we would want to

exactly match the structure to the disordered correlations with a hyper-parameter ω. Since locality

is a feature of alloy hamiltonians such a preference to smaller size cluster expectedly improves the

approximation for energy calculations. The structure optimization is then performed in a Monte

Carlo scheme incrementally swapping atoms to minimise Q (Eqn. 2.55) while keeping the overall

composition and lattice fixed.

2.5 Embedded Atom Method Classical Inter-atomic Force-

Fields

We now discuss the rudiments of yet another structure ↔ energy map in the form of a classical inter-

atomic class potentials known as the Embedded Atom Method. While molecular dynamics (MD)

can be performed purely from first-principles (see section 2.1), the length and time scales required

to estimate accurate dynamic/static averages makes it prohibitively expensive. EAM potentials

are particularly well-suited for large scale MD simulations both in the number of atoms and time

scales for it’s ability to scale over the number of particles and quick evaluation of forces (gradients
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of energy). While CVM and CALPHAD aim at calculating thermodynamic variables by ensemble-

averages, EAM potential driven classical MD simulations evaluate the same by time-averaging the

evolution of the system13.

Contrary to ab-initio MD which consider the quantum nature of particles, Classical MD instead

simulate dynamics with a classical approach of particles in a box evolving according to Newton’s

Laws of motion. The forces in such MD is obtained from classical potential energy force-fields which

are purely functions of the spatial coordinates of the atoms. These force-fields are analytic approx-

imations of the underlying quantum system, and while this could be applied to scale simulations

with millions of atoms over long time scales, it lacks in generality and are accurate only in the phase

space on which it was fit on.

Owing to the lack of transfer-ability, classical analytical potential are often designed for a partic-

ular application and preferentially reproduce certain properties well over others. In particular for

molecules and chemical reactions, where intra-molecular bond breaking-forming and angular depen-

dence is an important feature, polarizable and reactive force-fields such as The PIPF (polarizable

intermolecular potential function)[31], DRF90[32], AMOEBA[33], CHARMM[34, 35], AMBER[36],

OPLS[37], GROMOS[38], ReaxFF[39] are the most popular ones. All have its characteristic pros

and cons and hence are best suited for specific types of materials or applications. More information

about inter-atomic potentials can be found in ample literature [40–42].

For non-polarizing, non-reacting periodic metallic alloys however, historically the simplest form of

potentials as a function of pair-wise distance of atoms is often used for computational efficiency.

Unfortunately pair potentials are volume agnostic and have to augmented with volume dependent

terms. In cases when volumes are difficult to define such as studies involving surfaces - defects, relax-

ations, fracture calculations etc., simple pair potentials approach fails. It can also be demonstrated

that by construction, pair potentials give zero Cauchy Pressure (C12−C44 = 0). The deficiency can

be attributed to the fact that pair potentials do not represent many-body effects and effects that are

NOT the function of local coordination particularly for transition metals. Here we shall discuss the

Embedded Atom Method[43–45] which accounts for total energy as an effective medium interaction

of all atoms embedded in a pool of electrons with all other atoms. It is computationally feasible, has

close analogies to Density Function Theories (DFT), and evades the volume problem by an effective

medium interaction which is a function of the charge density that can always be defined irrespective

of system geometry.

The roots of EAM are in the Hohenberg and Kohn [2] theorems on the equivalence of potential and

charge density. In an alloy, if any one atom is considered as an ‘impurity’ in the medium of other

‘host’ atoms, then the unperturbed ‘host’ atom charge density defines it’s potential. The extended

proposition is that upon embedding the ‘impurity atoms’, the energetic cost of the embedding

is a function of the position and type of the ‘impurity’ atom but only the charge density of the

13For an ergodic[30] system in equilibrium, it should lead to the same solutions
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‘unperturbed’ host density [46].

EZ,r = FZ,r(ρ) (2.56)

We can then consider every atom as an impurity in a medium including all other atoms and the

total energy is then given by

E =
∑
i

FZ,r(ρ) =
∑
i

Fi[ρī(r)] (2.57)

ρī(r) is the charge density at a position r without atom i. Since the exact form of F is not known,

the common assumption to take is to assume that the charge density is locally uniform. However in

a general case,

ρī(r) =
∑
j ̸=i

ρsj (r) (2.58)

Here ρsj (r) can be reasoned as measure for the atomic density in the vicinity of atom j. Therefore,

it should be expected to be well represented by any monotonically decreasing oscillatory function.

The embedding energy method could also be deemed as a generalized fixed volume pair potential,

such that the volume is now a function per atom and not of the whole system. This resolves the

previously mentioned point about the disability of pair potentials to handle surfaces and defects

where volume of a system is ill-defined. ρsj (r)’s are however is purely a function of distances and is

therefore agnostic of angular dependencies.

Nonetheless, this spherical symmetry, the non-linear nature of Fi[ρī(r)] account for many-body

interactions beyond pairs. In this many-body perspective; more the number of bonds, weaker is

every new bond. Therefore adding one more bond increases the total bonding energy while at the

same time reducing the average energy per bond. From this view-point, each ρsj (r) is a bond-

sensor while total F is a measure of the bond-order for the central atom. In order to adhere to this

physically motivated inverse relationship of bond-order and bond length (bond weakening)14, the

one requirement on F is that it has a positive curvature
Ä
∂2F
∂ρ2 > 0

ä
everywhere. In the special case

where the charge density is globally equivalent to that of a homogeneous electron gas distribution,

F is a linear function
Ä
∂2F
∂ρ2 = 0

ä
and is equivalent to another pair function. This is consistent with

such cases being true for chemically inert species. The Cauchy relationship also holds true in such

special cases where the equilibrium curvature of F is zero[43].

While the curvature of F has a significance in the many-body interactions of EAM, the slope does not.

It can be proven that changing the slope is equivalent to changing the pair potential[47, Chapter 4]

which is usually added to account for the core-core overlap. Hence for solids in equilibrium, there

exists a balance between expansion (or contraction) forces by the embedding function and the

contraction (or expansion) forces due to pair-wise interactions. The resulting total energy is given

by

E =
1

2

∑
i

ϕsi,sj (rij) +
∑
i

Fsi(ρī) (2.59)

14this concept is also used in vibrational entropy calculation is solid, but discussion about it is beyond the scope of
this thesis
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Upon further simplifying ρī as a sum of atomic densities of all constituent atoms at site i, then

ρī =
∑

j ̸=i ρsj (rij), the complete EAM equation is therefore

E =
1

2

∑
i

ϕsi,sj (rij) +
∑
i

Fsi

Ñ∑
j ̸=i

ρsj̄ (rij)

é
(2.60)

There is an implicit double counting in the EAM formalism in the sense of each atom being hosted

by other sites and itself acting as a host[48]. This is reconciled by scaling15 ρ’s such that Eqn. 2.60

is invariant, but Eqn. 2.56 is not.

ρ′ī(r) = ssiρī(r)

Fsi(ρ
′
ī(r)) = Fsi(ρ

′
ī(r)/ssi)

(2.61)

A common choice of the pair potential is the Morse Potential[49], which is an empirical function orig-

inally designed to capture the motion of atoms in a diatomic structure and is suitable for modelling

pair interaction as well. It has a functional form,

E = Dr[(1− exp{(−a(r − ro))})2 − 1] (2.62)

The atomic density at a point i from all atoms j is given by ρī =
∑

j ̸=i ρsj (rij) where f is represented

using an oscillatory function[50]

ρsj (rij) =
1 + a1 cos (αrij + φ)

rβij
(2.63)

For the embedding function, an universal functional form can be established by scaling the energy

with respect to the equilibrium binding energy (E∗ = E/Eo) and the equilibrium spacing (a∗ = (a−
ao)/γ. The scaling of the equilibrium spacing scales the electron density as ρ∗ = ρ exp{(a∗)} → ρ∗ =Ä

ρ
ρo

äγ
, such that the universal functional form of binding energy-charge density can be described

as:[51]

E = Eo

ï
1− γ log

Å
ρ

ρo

ãòÅ
ρ

ρo

ãγ
+ E1

ρ

ρ0
(2.64)

In this work we ignore this scaling explicitly and represent the embedding energy function simply as

E = Eo [1− γ log ρ] ργ + E1ρ (2.65)

In an n element alloy, there are
(
n+1
2

)
= n(n+1)

2 pair potentials, n electron density function and n

embedding functions. Based on the force matching technique by Ercolessi and Adams[52–54], once a

15note that the order of application of the scaling matters
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choice of functions have been made, the coefficients of the function can be fitted to energy calculated

from DFT by minimizing the objective function

Z(α) = ZF (α) + ZC(α) (2.66)

with

ZF (α) =

(
3

M∑
k=1

Nk

)−1 M∑
k=1

Nk∑
i=1

|Fki(α)− F o
ki|2 (2.67)

ZC(α) =

Nc∑
r=1

Wr[Ar(α)−Ao
r]

2 (2.68)

M is the number of reference configurations available, Nk is the number of atoms in the kth configu-

ration, α is the set of parameters defining the potential. Fki(α) is the force predicted by the potential

at the current parameter set-up of α where F o
ki is the reference force. One can specify additional

information such as as Energy and Stresses as Nc terms. Ar(α) and A
o
r have the equivalent meaning

in terms of the additional information. Based on the application, the weights of the additional in-

formation (Wr) are chosen as a hyper-parameter. The optimal parameters for the potential is thus

obtained by minimizing Eqn. 2.66.
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Chapter 3

First Principles assessment of

Iridium-Ruthenium Binary Phase

Diagram

3.1 Introduction

Phase diagram determination is a well-documented bottleneck for novel materials discovery and

design [1]. To address this, high-throughput calculation tools [2–4] have been designed to provide

robust and automated end-to-end first-principles pipelines to generate phase stability information.

However, traditional approaches in this field tend to focus solely on ordered stoichiometric phases,

which entails important limitations [5]. First, real engineering alloys tend to specifically exploit

deviations from stoichiometry to optimize materials properties. Second, a focus on ordered phases

essentially implies that only phase stability at absolute zero is considered1. This focus has the

undesirable side-effect that it generally predicts a wide range of possible ordered ground states that

exaggerate the number of phases that would typically observed at commonly accessible temperatures.

In this work, we seek to address this last shortcoming by providing a simple way to verify whether

an ordered phase predicted to be stable at absolute zero, based on high-throughput calculations, is

indeed a phase that should be considered in a phase diagram covering room temperature and above.

Part of the solution is to leverage the CALculation of PHAse Diagrams (CALPHAD) [7–9] framework

and the Compound Energy Formalism (CEF) [10–12]. Ab-initio electronic structure methods [13,

14] are routinely included to augment experimental input in CALPHAD assessments, [15–17] but

these efforts typically focus on ordered phases. The inclusion of ab initio data for nonstoichiometric

1although phonon contributions are at least being increasingly considered in high-throughput settings [6]
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phases is less frequently attempted [18–21] but when it is, it typically relies on the cluster expansion

formalism, which is not easily amenable to a high-throughput treatment.

Methods that are more amenable to a purely computational high-throughput treatment in the con-

struction of accurate phase diagrams at nonzero could revolutionize the process of new materials

screening and discovery in an unprecedented manner [22–24]. In this work we demonstrate the effec-

tiveness of a software pipeline that can model the thermodynamics of an alloy system by fitting the

coefficients of a polynomial expression representing excess solution free energies in the CALPHAD

formalism to a set of distinct ab-initio calculation [25]. To expedite the ab-initio calculations, this

framework relies on the concept of Special Quasirandom Structure (SQS)[26].

An SQS is a representation of a completely disordered alloy that attempts to mimic the short-range

correlations functions of a true completely disordered material in a small periodic simulation cell.

The code [25] generates select compositions which are a function of the phase being modeled and the

number of components from a SQS database. A key distinguishing feature of this software system

is that it offers an independent control over the different sublattice compositions (i.e., site fractions)

when exploring structure space, which allows the determination all the CEF parameters from the

ab initio data (and not only the end member energies). Once the energetics of each configuration

is completed, the code then packages the result in a Thermodynamic Database (TDB) file that can

then be used by standard CALPHAD modeling tools [27–31] for further analysis.

For the aforementioned demonstrations, we chose to investigate the binary Iridium-Ruthenium phase

diagram. Iridium and Ruthenium (alloys and oxides), have primarily been of interest in the catalysis

community and has applications in treatment of breast cancer [32], coatings [33], oxygen evolution

reaction [34, 35]. Hart et. al. [36] also published the results of a large number of stable binary phases

in alloys of the Pt-group metals (PGMs), in which it was reported that Ir-Ru binary alloys may

have possible stable ordered phases. Thus, it is a good candidate alloy system for our illustration.

3.2 Methods

The process of quickly generating a phase diagram from ab initio data has been explained in detail

in reference [25] and illustrated in [37]. The theoretical framework and the description of each

command and of the code can be found in that paper as well. Here, we only outline the major steps

of the process for the specific example system considered.

1. Setting up structures for electronic structure calculation:

Sampling the accessible composition range of each potential phase using pre-generated Spe-

cial Quasirandom Structures (SQS). Here, based on the high-throughput study from [36], we

consider the hcp, fcc, L12 [38] and D019 [39] phases, to which we add the liquid phase. We

jointly model the fcc and L12 as well as the hcp and D019 phases using the same CEF model.

The composition grid used includes samples of each sublattice compositions in steps of 50 %
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with additional point at 25 % interval on either one sublattice when the other sublattice is

defect-free. This corresponds to a composition sampling density “level” of 3 in the sqs2tdb

structure generation command (see Appendix for details). For the sake of completeness we

also have included the other phase (B19, Pt8Ti, Ir2Tc, Hf5Sc) modeled as line compounds even

though we had strong indications that those phases will not be energetically competitive. We

confirmed this exclusionary hypothesis through our calculations as well.

2. Calculating ab initio energies for each structure:

One can calculate the electronic ground state formation energies of each of the structures

using any electronic structure code. In this work, we used the plane wave basis projector

augmented wave method (PAW) [40, 41] with the exchange correlation approximation being the

generalized gradient approximation (GGA) in the Perdew-Burke-Ernzerhof (PBE) [42] form

as implemented in the Vienna Ab-initio Simulation Package (VASP) [43, 44]. All calculations

were conducted at a precision flag of Accurate (to set the plane wave cut-off as the maximum of

the ENMAX in the POTCAR of the participating species) and an ionic convergence criterion

of 10−4 eV. The optimization was performed using the conjugate gradient algorithm [45]. The

no. of kpoints to sample the first Brillouin Zone was generated automatically at a fixed density

of 203 Å−3. The partial electronic occupancies were set according to the Methfessel-Paxton

scheme of order 1 [46] with a smearing width of 0.1 eV (for overall good force and energies). At

the end of the initial relaxation run, a further static electronic relaxation was performed using

the tetrahedron method with Blöchl correction [47] (for more accurate energy calculation of

the ground state configuration)

Ab-initio molecular dynamics [48] was run at temperature above the melting point of Ir and

Ru to obtain the energy of the liquid phase. The MD runs were conducted at fixed number

of atoms, fixed volume and temperature (NVT ensemble) employing a Langevin Thermostat

[49, 50]. The desired external pressure of 0 was achieved by adjusting the simulation cell

size. Calculation settings (potential and exchange correlation functional, cutoffs, k-points,

etc.) were kept consistent with that of the relaxation runs, except for the Fermi smearing,

which was set to match the ionic temperature of 3000 K. MD was run for 3300 steps, with

each step size being 1.5 fs for a total time of 4.95 ps. We considered the first 1000 steps as

equilibration and averaged the energy of the final 2300 steps. The liquid composition sampling

grid was kept coarse (levels 0 and 1 in sqs2tdb).

3. Calculating Vibrational Entropies:

To calculate the effect of atomic vibrations in the neighborhood of the relaxed configuration

at finite temperature, the fitfc code was used [51]. Symmetrically distinct configurations

were generated by displacing atoms from their relaxed position and calculating the static

energies of these configurations. Subsequently the reaction forces induced by the displacements

(frozen in place) were fit to a harmonic spring model to calculate the free energy of vibrations.
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This standard procedure is elaborated in [51]. In practice, a good speed/accuracy trade-

off is obtained by performing these calculations for endmembers only (corresponding to a

composition sampling accuracy “level” of 0). However, more accurate phase boundaries might

demand similar calculations on a finer compositions sampling.

In the present work, phonon vibrations were calculated for the end-members of all phases and

additionally up to level 1 for the fcc and hcp phase.

In all calculations, the minimum distance between periodic images of the displaced atoms were

kept to 4 times the nearest neighbor distance for the phase under considerations (corresponding

to the setting frnn=4 in fitfc), while the range of the springs included while fitting a purely

harmonic model (ns=1 setting in fitfc) was at 2 times the nearest neighbor distance (ernn=2

setting in fitfc) . The magnitude of displacement of the atoms from the relaxed state were

kept at dr=0.04 Å.

In cases where there were spurious mechanically unstable phonon modes, the procedure as

described in the paper [51] was adopted, in which the code generates displacements along the

unstable directions to double-check stability. If the instability is not confirmed, the newly

generated reaction forces are added to the fit in order to correct the problem.
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Figure 3.1: Experimental phase Diagram for Ir-Ru binary alloy, Okamoto H., Ir-Ru (Iridium-
Ruthenium), Binary Alloy Phase Diagrams, II Ed., Ed. T.B. Massalski, Vol. 3, 1990, p 2345-2348,
adapted from ASM International Alloy Phase Diagram database
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Figure 3.2: Calculated Phase Diagram

4. Reference states used:

All formation energies were referenced to fcc Ir and hcp Ru. We did not make use of the

experimental SGTE free energy difference between the fcc and hcp pure phases. The reason

for proceeding in this way is that the SGTE and DFT hcp-fcc free energy differences do not

agree very well [52] and we wanted our results to purely reflect the DFT predictions. The

corresponding difference for Ru does agree well, so our strategy has little effect on the Ru-rich

side of the phase diagram. In the sqs2tdb code, this choice of reference states is indicated by

including the hcp Ir and fcc Ru phases in the file exfromsgte.in in the parent folder of the

phase diagram calculations. It should be noted that hcp Ir and fcc Ru are not mechanically

unstable, so the discrepancies with SGTE values found here can be attributed to DFT and

not any specific treatment of mechanical instability [53].

5. Fitting the data with CALPHAD model:

With all the energetics computed, a least square fit is performed to obtain the coefficients of

the different polynomial thermodynamic functions (formation energy and vibrational formation

free energy) according to the CALPHAD formalism. The numbers of terms in the excess free

energy function for binary interactions in a sub-lattice of the phase under consideration was

limited to 2. The inherent constraint of the CALPHAD formalism dictates that only one
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Figure 3.3: Calculated Phase Diagram (with FCC, HCP and Liquid only)

sublattice can have higher order interactions per term.

It should be noted that in this system, the predicted L12 and D019 phases from [36] turn out to

be superstructures of fcc and hcp, respectively. This suggests making use of a multiple-sublattice

framework to jointly handle each ordered phase and its associated disordered phase in a single

phase description [11, 54]. This approach enables a good approximation of short-range-order (SRO)

effects in the solid solution phases by allowing the different sublattices to adopt slightly different

compositions. While it would be admittedly preferable to have fcc and hcp phases with uniform

sublattice-independent compositions in a fully optimized CALPHAD model of the system, the simple

scheme adopted here is ideal for rapid screening. As an input, this approach only demands a few

extra SQS calculations in which the different sublattices have different compositions rather than

necessitating the use of more advanced models, such as a cluster expansion.

3.3 Results and Discussion

The prediction by Hart and colleagues [36] of new ordered phases in the Ir-Ru system is surprising,

given that existing experimental assessments of this system find no such phases [35, 55, 56] (see, for

instance, Figure 3.1[57]). Our calculated Ir-Ru phase diagram (reported in Figure 3.2) immediately

resolve this apparent conundrum: all predicted ordered phases disorder below room temperature,
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making it unlikely that such phases could form through standard heat treatments.However, as our

method does not account for SRO within each of the sublattices of L12 and D019, there is a risk

that our calculated free energies for those phases are biased upward.
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Figure 3.4: (a) Distribution of Iridium in each sublattice of L12 at an overall composition of
Ir0.8Ru0.2, , (b) Distribution of Iridium in each sublattice of D019 at an overall composition of
Ir0.2Ru0.8, across a range of temperature 50-2000 K

Our calculated liquidus and solidus do not agree particularly well with the experimental assessments,

but this is expected given the relatively simplified treatment used for the liquid state (only formation

energies are calculated while entropic contributions solely come from the end members’ entropy).

Likewise, the shift in the predicted fcc-hcp two-phase region at high temperature, relative to the

experimental result, is likely due to the use of a harmonic approximation the phonon calculations

that becomes progressively less justified at higher temperatures. These inaccuracies, however, are

inconsequential for our finding, namely that the predicted ordered phases become unstable at a

relatively low temperature.
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Figure 3.5: (a) L12, (b) D019 phases only between 50-300 K, dashed lines denote a possible second
order phase transition
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Figure 3.6: (a) Chemical potential (µ) of Ru in L12 over a composition range of 0-60% Ru for T =
70, 190, 275 K, (b) Chemical potential (µ) of Ru in D019 over a composition range of 50-100% Ru
for T = 70, 190, 275 K

Even though disordering occurs at low-temperatures in this system, the predicted ground states

could still provide some information regarding the nature of the SRO in this system. To gain further

insight into the system’s ordering behavior, we calculate the equilibrium sublattices compositions

(i.e. site fractions) for each of the ordered phases as a function of temperature (see Figure 3.4).

We select overall compositions such that the graphs cut through the point of highest temperature

in the phase’s respective region of stability. For both the L12 and D019 phases, we find that the

sublattice compositions sharply change at the transition temperature, consistent with a first order

transition. The fact that the two sublattices of L12 have the essentially the same composition above

the transition suggests that the fcc phase exhibits little SRO. For the D019 phase, the small (< 5%)

remaining difference in sublattice compositions above the transition temperature suggests that SRO

in the hcp phase is also small, although more pronounced than in the fcc phase.

Given that the decomposition temperatures of all the ordered phases are so low, it proves more

convenient for most applications to have a thermodynamic model that ignores the low temperature

ordered phases and provides a single-sublattice description of the fcc and hcp phases. We have

generated a such a thermodynamic model, using standard single-sublattice SQS and including the

effect of short-range order using the Cluster Variation Method-based scheme described in [25]. This

database is included in the supplementary information and the corresponding phase diagram is

shown in Figure 3.3.

It is also instructive to study in more detail, the order-disorder transition by considering the

metastable phase diagram for fcc-based and hcp-based phases separately (see Figure 3.5 ). At

the level of accuracy of our thermodynamic description we use, it is not possible to unambiguously
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identify second-order transitions, as all parametrizations used are smooth in composition and tem-

perature by construction. However, whenever the width of a two-phase region shrinks to a point,

this is suggestive that the phase transition becomes second-order. The L12 phase appears to be

surrounded by first-order transitions, albeit very narrow ones on the Ir-rich side. The Ru-rich side

transition are masked by hcp phases in the full phase diagram. The D019 phase exhibits clear first-

order transition towards the Ir-rich side while the first-order character completely vanishes towards

the Ru-rich side. To ascertain that this disappearance of the first-order transition is not merely a

numerical artifact, we also plotted the chemical potential as a function of composition in Figure

3.6. These plots clearly confirm the absence of first-order transition on the Ru-rich side of the D019

phase, which would have been seen as a horizontal line. We conjecture that the phase transition

becomes second-order and we indicate this possibility by a dashed line in Figure 3.5b (although its

exact position cannot be determined from the present calculations).

3.4 Conclusion

Our first-principles approach to the construction of phase diagram, applied to the Iridium-Ruthenium

Binary alloy system, has successfully helped explain certain inconsistencies between past experimen-

tal and high-throughput results. The absence of stable ordered phases, (such as the L12 and D019

phases in this work), in contrast to the predictions from high-throughput calculations, can be at-

tributed to order-disorder transitions at a temperature range lower than the temperature range at

which experimental phase diagrams are constructed.

In the process, we observe that representing disordered phases by a partially ordered multi-sublattice

can act as a good proxy short range ordering (SRO) behavior. This is advantageous as SRO is

computationally expensive [58, 59] to explicitly evaluate, although alternative KKR-CPA-based

approaches [60–63], have been shown to be helpful to address this. In general, the CALPHAD

formalism, in conjunction with our technique, can provide a general representation for both solid

solutions and stoichiometric phases that is amenable to a high-throughput pipeline.

We also observe that entropic contributions to the free energy at higher temperatures can be ap-

proximated to a reasonable degree of accuracy by phonon calculations on a few structures (often

end-members). For further improvements (particularly to address the greater mismatch solidus

and liquidus curves between our calculation and experiments at higher temperature), we postulate

that adopting anharmonic spring models and/or denser compositional grids would result in better

estimations. A better model of the entropy of the liquid would also likely be needed.

For the purpose of speeding up the liquid calculations, our group is also working on including the

liquid phase within the SQS framework. Our method nevertheless provides a automated pipeline for

quick assessment of phase diagrams for exploratory purposes, that can be incrementally improved

at each step of the calculation to desired levels of accuracy. Although the process described is with

first-principles calculations only, it can be easily augmented, when fitting the CALPHAD model,
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with experimental data to further enhance the accuracy.
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Chapter 4

CVM Correction for Short Range

Ordering in Iridium-Ruthenium

Binary Phase Diagram

4.1 Introduction

The Cluster Variation Method (CVM) technique, first prescribed by Kikuchi [1–5] and reformulated

by Barker [6], can construct a parameterized Hamiltonian for alloy free energies by fitting ab-initio

energies to a orthogonal basis of Ising-like clusters functions in the formalism introduced by Sanchez

and colleagues [7–9]. Since then it has been successfully used to predict phase stability of binary [10,

11] and ternary alloys [12] , semiconductors [13], vacancies [14], ionic systems [15], lattice vibrations

[16–18], special quasirandom structure generation [19, 20], and more recently in the study of anti-

phase boundaries [21] and high entropy alloys [22, 23].

We observed in Chapter 3 that while at low T, the ordered phases in the Iridium-Ruthenium binary

alloy as predicted by Hart et. al[24] are indeed stable, at higher temperature the system disorders

due to entropic effects[25]. It was further deduced that the reported stability of ordered phases are

an artifact of the equivalence of ordered and disordered phase site fractions at high temperature.

There is therefore a need to introduce temperature dependent corrections to the free energy of

disordered phases to accommodate partial short range ordering (SRO), to prevent such conflicting

computational and experimental results in a systematically improvable fashion integrated into the

CALPHAD model.

In this Chapter, we introduce a software implementation to obtain a temperature dependent function

under the CVM formalism representing SRO corrections to the alloy free energy. The code is

37
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independent but seamlessly integrated into the sqs2tdb pipeline. This CVM+SQS+CALPHAD

amalgamated approach generalizes SQS’s ability to represent both partial ordering at low T (via a

local short range Cluster Expansion (CE)) and disordered high T structures within a single phase

description. Here we numerically minimise Eqn. 2.42 1, to obtain the optimised CVM free energy of

a fixed composition structure up-to a local short-range cluster basis over a range of temperatures.

The difference of the optimized free energy from the free energy of a completely disordered structure

correlations is then fit to a function which serves as an T-dependent SRO corection to CALPHAD free

energy functions. The theoretical background of the CVM approach has been elucidated in Chapter

2; here we only focus on the implementation and working principles by re-evaluating the Ir-Ru binary

phase diagram with SRO corrections included. This computationally cheap and systematically

improvable strategy reproduces the experimental phase diagram with greater degree of accuracy

than in Chapter 3.

4.2 Methods

4.2.1 Input Parameters and files

The procedure to generate the SQS for each phase - fcc, hcp and performing the initial relaxations

(including inflection-detection if any) is described in Appendix A. To determine the SRO correction,

one does not strictly require any electronic structure relaxation/phonon calculations to be performed

prior. It is an independent program but sqs2tdb can read the output T-dependent correction

function whenever present and include it in the TDB file.

The complete list of parameters and input files are shown in Appendix B. The most relevant input

files for the code are:

1. lat.in - A file containing the description of the lattice and the atomic basis.

2. maxclus.in - A file containing the coordinates of the maximal cluster measured in the lattice

reference frame as described in the lat.in file. In this work, we adopted the tetrahedron

approximation to include the smallest tetrahedron as the maximal 4-point cluster for both hcp

and fcc phases.

The lat.in is written in the ATAT[31, 32] format describing the global frame of reference, the

lattice vectors in terms of the global reference and the basis atoms as fractional coordinates of the

lattice vectors. Each line in the maxclus.in contain the fractional coordinates of the each atom

constituting the maximal cluster. With the aforementioned input files, the SRO correction code

utilizes the cvmclus routine in ATAT to obtain other CVM parameters.

3. eci.out - A file containing the Effect Cluster Correlations (2.26). This can be obtained by

performing a CE (usually short range is sufficient) with the set of clusters constrained to

1Alternative to Monte Carlo methods as investigated by many [12, 26–30]
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include the maximal cluster in maxclus.in and all sub-clusters encapsulated by it.

4.2.2 Lattice and Cluster description - fcc and hcp

We use the primitive unit cell description of the fcc and hcp phase and include up to the tetrahedral

cluster. The respective lat.in and maxclus.in is shown in Table 4.1

fcc lat.in

1.0 1.0 1.0 90 90 90

0.0 0.5 0.5

0.5 0.0 0.5

0.5 0.5 0.0

0.0 0.0 0.0 Ir,Ru

maxclus.in

1.0 1.0 1.0

1.0 0.5 1.5

0.5 1.0 1.5

0.5 0.5 1.0

hcp lat.in

1.0 1.0 1.63299 90 90 120

1.0 0.0 0.0

0.0 1.0 0.0

0.0 0.0 1.0

0.0 0.0 0.0 Ir,Ru

0.6666666 0.3333333 0.5 Ir,Ru

maxclus.in

1.000000 1.000000 1.000000

1.666667 1.333333 1.500000

0.666667 0.333333 1.500000

0.666667 1.333333 1.500000

Table 4.1: Lattice description and coordinates of the tetrahedral maximal cluster for fcc and hcp.
On the left we have the lat.in file elucidating the global coordinate frame, lattice vectors and basis
atom coordinates. On the right we have contents of maxclus.in which denote the coordinates of
the maximal cluster, one site in each line in terms of fractional coordinates of the lattice vectors.

Fig. 4.1 and 4.2 show the spatial description of the maximal tetrahedrally coordinated cluster and

(a) 1-point (b) 2-point (c) 3-point (d) 4-point

Figure 4.1: Description of the different clusters (excluding the zero point cluster), embedded inside
a conventional unit cell completely containing the maximal tetrahedron cluster in a fcc lattice. Note
that the super-cell construction is for visual convenience only. The lat.in and maxclus.in contain
all necessary information. Any symmetrically equivalent cluster is also an equivalent description.

it’s sub-clusters for fcc and hcp lattice respectively. The reader must note that there is nothing

special in this particular choice of visualization and any symmetrically equivalent tetrahedron is also

equally correct. Also there is no necessity for a super-cell construction. All information is contained

in the lattice (lat.in) file. All energies reported in this work are in eV per cluster. All multiplicities
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(a) 1-point (b) NN 2-point (c) Non NN 2-point

(d) NN 3-point (e) Non NN 3-point (f) 4-point

Figure 4.2: Description of the different clusters (excluding the zero point cluster), embedded inside a
conventional unit cell completely containing the maximal tetrahedron cluster in a hcp lattice. Note
that the super-cell construction is for visual convenience only. The lat.in and maxclus.in contain
all necessary information. Any symmetrically equivalent cluster is also an equivalent description.

(cluster and cluster configurations) reported are per the unit cell described in lat.in.

For a Ir-Ru binary system, Table 4.2 and Table 4.3 shows the different types of clusters configu-

rations and the sub-configurations along with the KB coefficients and ECIs for fcc and hcp lattice

respectively.

Cluster Type Cluster Multiplicity Configuration Multiplicity KB coefficient ECI

0 1 1 0 -0.065991

1 1 1,1 5 0.000572

2 6 1,2,1 -1 0.009748

3 8 1,3,3,1 0 0.000024

4 2 1,4,6,4,1 1 -0.000418

Table 4.2: All clusters and configurations, with the KB coefficients for the Ir-Ru binary fcc tetrahe-
dron maximal cluster. All clusters of same number of sites have equal KB coefficient.

The output of cvmclus are the following files:

1. clusters.out - Contains the type, multiplicity, radius, cluster variable occupations and coor-

dinates of the atoms constituting the clusters.
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Cluster Type Cluster Multiplicity Configuration Multiplicity KB coefficient ECI

0 1 1 0 -0.140347

1 2 1,1 2 -0.007593

2 6 1,2,1 0 0.010582

2 6 1,2,1 -1 0.009092

3 2 1,3,3,1 -1 0.000943

3 12 1,1,2,2,1,1 0 0.000783

4 4 1,1,3,3,3,3,1,1 1 -0.000203

Table 4.3: All clusters and configurations, with the KB coefficients for the Ir-Ru binary hcp tetra-
hedron maximal cluster. All clusters of same number of sites have equal KB coefficient.

2. clustermult.out - Contains the multiplicities of the cluster functions.

3. configkb.out - Contains the Kikuchi-Barker (KB) coefficients for each cluster. Note that all

clusters having the same number of points have equal KB coefficients.

4. config.out - Contains the type, multiplicity, element types and coordinates of the atoms

constituting the cluster configurations.

5. configmult.out - Contains the multiplicities of the cluster configurations.

Note that going from cluster configuration to cluster correlations reduces the dimensionality of the

problem since for a system of M elements, you haveM different types of point cluster configurations,

but M − 1 different point cluster functions. This means that in the most general case, number of

clusters will always be less than equal to number of cluster configurations.

6. vmat.out - Contains the V-matrix which is a linear map from cluster correlation space to

cluster configuration space. For every cluster configuration of n-atoms having a cluster con-

figuration multiplicity K. There exists a K × C matrix that transform the C dimensional

correlations (equal to number of clusters) to a K dimensional cluster configuration probabili-

ties for all sub-clusters configurations of clusters of the same type. By construction, all cluster

configuration probabilities of the same type sum to unity.

4.2.3 CVM Free Energy function, Jacobian and Hessian

As shown in Eqn. 2.42, the CVM Free energy in terms of cluster correlations up to the maximal

cluster can be re-written in terms of the output of cvmclus as,

F =

clusters∑
i

miViξi + kBT

configs∑
i

ki

subconfig∑
j

αij

(
clusters∑

c

vijcξc

)
log

(∣∣∣∣∣
clusters∑

c

vijcξc

∣∣∣∣∣
) (4.1)
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where, kB is the Boltzmann constant, T is the temperature, Vi are the ECIs, ξi are the correlations.

ki are the KB coefficients. αij is the multiplicity of the jth sub-configuration of the ith configuration

type and mi is the multiplicity of cluster i.

The corresponding Jacobian and Hessian of F is given as

∂F

∂ξk
= mkJk + kBT

configs∑
i

ki

subconfig∑
j

aijvijk

{
1 + log

(∣∣∣∣∣
clusters∑

c

vijcξc

∣∣∣∣∣
)} (4.2)

∂2F

∂ξk∂ξk′
= kBT

configs∑
i

ki

subconfig∑
j

aijvijkvijk′Ä∑clusters
c vijcξc

ä (4.3)

We have added an absolute value operator inside the logarithm, while this does not change the

function between the valid bounds of ρ ∈ [0, 1], outside the regime the function becomes convex

and thus by construction make valid ρ’s energetically favorable. This is necessary to constrain the

optimization to live inside a inscribing polytope in correlation space that correspond to valid ρ’s.

Modern numerical libraries are engineered for efficient matrix operations. Therefore for numerical

convenience Eqn. 4.1, 4.2 and 4.3 can be recast in there matrix forms -

F = (Mclus ⊙ E) · ξ + kBT (K ⊙Mconfig) · (V ξ ⊙ log |V ξ|) (4.4)

The Jacobian in the matrix form are given by:

∇F = (Mclus ⊙ E) + kBT ⊙ V T [K ⊙Mconfig ⊙ (1⊕ log |V ξ|)] (4.5)

The Hessian in the matrix form is given by

∇2F = (diag [(K ⊙Mconfig)⊘ (V ξ)]V )TV (4.6)

Here mclus is a vector containing cluster multiplicities, E are the vector of ECI’s and ξ is the vector

of correlations. ⊙ represents a point-wise multiplication and · represents a vector inner product.

mclus contains the multiplicities of all cluster configurations (including sub-cluster configurations)

stacked vertically. K is the vector of KB coefficients stacked vertically; since same type of cluster

configurations have same KB, it is usually a column vector of continuous repeated elements. V is

the complete V-matrix for all sub-cluster configurations stacked vertically. 1 denote a vector of ones

while ⊕ and ⊘ arepoint-wise vector addition and division operators respectively.

The vector Mclus ⊙ E, K ⊙Mconfig and the other necessary matrix construction has to performed

once at the start of the optimization. During the optimization, the mathematical operations are

vectorized point-wise multiplications, logarithms, sums and matrix products, all of which have ef-

ficient algorithmic implementation in most linear algebra libraries (such as in [33]). The detailed
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derivation of the matrix formulation of the free energy function and its derivatives can be found in

Appendix C

4.2.4 Numerical Optimization

Using the cluster description and ECIs read from the user and cvmclus output, we conduct a non-

linear constrained optimization to obtain the set of correlations for each SQS non-endmember which

have the minimum free energy at the given T. Our code srocorrection is written in python3[34]

and utilizes heavily the linear algebra routines in numpy[35] and scipy[36] for all optimization and

curve fitting problems. The code is free and open-sourced under the MIT license and can be found

here2. The process flow of the code is as follows:

1. Calculate Disordered and Ordered Correlations - The disordered structure is obtained using

the code corrdump from the ATAT package.

$ corrdump -l=lat.in -s=str.in -c=clusters.out -rnd

which gives the correlations of the completely disordered structure with composition same as

str.in for the set of clusters in clusters.out and lattice in lat.in.

With fixed point correlations and ECIs, we then compute the ordered structure correlations by

minimizing the enthalpy function as a constrained linear programming problem in correlation

space. The linear programming problem is solved using the revised simplex method as outlined

in [37] with the modification suggested by [38] and implemented in the linprog routine in

scipy.optimize. The code has default parameters that work for most cases, however the

detailed parameters can be found in Appendix B and here

2. Set up Bounds and Constraints - To obtain the optimised CVM correlations at fixed com-

position, we fixed all 1-point correlations equal to the 1-point correlations of the structure

in str.in. We also limit the solution to lie inside a hyper-sphere of radius 1/2 between the

ordered and disordered correlations in the correlation space.∣∣∣∣∣ξoptimized − ξdisordered

∣∣∣∣∣ ≤ 1

2

∣∣∣∣∣ξordered − ξdisordered

∣∣∣∣∣ (4.7)

The constraint in Eqn. 4.7 ensures that the correction to the disordered phase does not extend

up to the ordered phase since in such cases it would not be possible to distinguish the ordered

phase from the disordered (the opposite of the issues in chapter 3). Additional constraint were

introduced:

(a) to limit the correlation search space between −1 and +1,

2https://github.com/reach2sayan/CVM

https://github.com/reach2sayan/CVM
https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.linprog.html
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(b) bounds on the ρ’s were enforced via a linear constraints on linear transformation of the

correlations using the V-matrix.

(c) For ease of computation, we also fixed the 0-point correlation at +1 (which is an invariant).

3. Optimization - A trust-region[39] interior point algorithm as elucidated in [40] and implemented

in the minimize(method=’trust-constr’) routine of scipy.optimize package was used to

perform the optimization at each T between 300K and 3000 K with steps of 100K. Once again,

the code has a set of default values which work well in general cases3, however good solutions

for non-linear optimization are very sensitive to the choice of hyper-parameters and the user

is advised to perform some sort of hyperparamter tuning before production runs.

Among the hyper-parameters, the initial trust radius (in this work, it was set to 0.01) is

crucial to prevent the optimization getting stuck in a local minima or give bogus solutions

altogether. To guess a reasonable initial trust radius, at each temperature point, we initially

perform brute-force evaluation of free energy for 106 randomly chosen correlations normally

distributed around the disordered correlations (N (0, 0.01)) and choose the minimum of those

as our first trial correlation. If the initial trust radius returns an invalid solution, we repeat

the steps after reducing the radius until the optimization leads to a valid solution.

Following which, the optimization might still get stuck at a local minima within the bounds

of the constraints. To resolve this we perform 50 optimization at a fixed temperature with

different trial correlations and keep the valid correlations with the minimum free energy. For

all calculations, the tolerances for the termination of the optimization was set to 10−12 for

both changes in correlations and the change in the norm of the lagrangian gradient between

subsequent iterations. All other hyper-parameters are equal to the defaults provided by the

scipy.optimize library.

4. Fitting a T dependent function to model SRO Correction - The end of the optimization routine

outputs, for each temperature, the optimized CVM free energy Fcvm and the disordered free

energy Frnd. Therefore the corrected free energy for the structure is therefore

F = Fsqs + (Fcvm − Frnd)︸ ︷︷ ︸
r(T )

(4.8)

An ideal function to fit would be a general hyperbolic-tangent like function :

r(T ) = C

∣∣∣∣∣∣exp
¶Ä

− a1

kBT

ä©
− 1

exp
¶Ä

− a2

kBT

ä©
+ 1

∣∣∣∣∣∣ (4.9)

However to cater to the limitations of the CALPHAD method, we expand the denominator in

Eqn. 4.9 as Laurent expansion at 1
T → ∞ and truncating all terms beyond the linear term to

3tested on ternary bcc besides this work
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Figure 4.3: (a) SRO Corrections within the tetrahedron approximation for fcc SQS Ir0.5Ru0.5,
Ir0.25Ru0.75 and Ir0.75Ru0.25 (top to bottom). (b) hcp SQS Ir0.5Ru0.5, Ir0.25Ru0.75 and Ir0.75Ru0.25
(top to bottom). The points are the calculated Foptimized - Fdisordered at each T. The continuous line
is the T-dependent function fit.

obtain the following expansion

r(T ) = a1 − a1 exp

ßÅ
b1
T

ã™
− a2
T

+
a2
T

exp

ßÅ
b1
T

ã™
(4.10)

which is commensurate to the CALPHAD limitations.

A typical command line instruction to initial a SRO Correction optimization would be

$ srocorrection --Tmin 300 --Tmax 3000 --Tstep 300 --xtol 1e-12 --gtol 1e-12 --

initial_tr_radius 0.01 --global_trials 100

The code then outputs a file func in each SQS structure where SRO correction was evaluated. The

sqs2tdb code is used to generate the TDB files from the energy, vibrational entropy and SRO-

correction functions (the latter two if present). The steps to generate a TDB file is equivalent to

that in Appendix A

$ foreachfile energy sqs2tdb -fit

$ sqs2tdb -tdb
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Figure 4.4: Plot showing the free energy of the optimized, ordered and disordered correlations at
different temperatures for (a) fcc and (b) hcp. There is a substantial SRO corrections (under the
tetrahedral CVM approximation) in the hcp phase. However under the same approximation, the fcc
shows lower SRO correction. The disordered energy is consistently lower than the ordered energy
indicating an order-disorder transformation below 300 K

4.3 Results and Discussion

Phase Structure Ordered Correlations Disordered Correlations

HCP

Ir0.5-Ru0.5 1, 0, -0.33, -0.33, 0, 0, 1 1, 0, 0, 0, 0, 0, 0

Ir0.25-Ru0.75 1, 0.50, 0, 0, -0.50, -0.50, -1 1, 0.50, 0.25, 0.25, 0.125, 0.125, 0.625

Ir0.75-Ru0.25 1, -0.50, 0, 0, 0.50, 0.50, -1 1, -0.50, 0.25, 0.25, -0.125, -0.125, 0.625

FCC

Ir0.5-Ru0.5 1, 0, -0.33, 0, 1 1, 0, 0, 0, 0

Ir0.25-Ru0.75 1, 0.5, 0, -0.5, -1 1, 0.5, 0.25, 0.125, 0.625

Ir0.75-Ru0.25 1, -0.5, 0, 0.5, -1 1, -0.5, 0.25, -0.125, 0.625

Table 4.4: Table showing the Ordered and Disordered Correlations for each SQS structure up to
level 2 excluding the end-members
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Figure 4.5: G vs X(Ru) plots for the (a) D019 and hcp (b) L12 fcc; with and without SRO correction.
We can see the considerable SRO correction for hcp within the tetrahedron approximation.

In Fig. 4.3 we show the plot of SRO correction (Foptimized - Fdisordered) vs. temperature as calculated

by the optimization routine. The points are the calculated data point whereas the continuous line

is the fit. It must noted that Eqn. 4.10 has a singularity at T = 0 and thus the point should be

excluded from the fitting if present in the optimization. We also explicitly show the trends in the

CVM optimization with respect the ordered and disordered free energies by plotting them together

in Fig. 4.4 for each SQS in the hcp and fcc phase at different temperatures. In Fig. 4.4a and

4.4b, it can be observed that in both fcc and hcp, the free energy of the ordered phase is higher

than the disordered phase indicating an order-disorder transformation below 300K. Also within the

limits of the tetrahedral approximation, there is a persistent SRO in the hcp phase that survives at

temperature higher than room temperature when compared to fcc (Fig. 4.3). This is in agreement

with Fig. 3.4 where we had a similar observation.

All pair terms upto level 3 (in the terms.in file) were used in the RK expansion terms to model

the excess free energy of mixing to perfectly fit the energy of the fcc and hcp phase. In Fig. 4.5a,

we can observe that at T = 300K, the correction is substantial in the Free-energy vs. composition

plot for the hcp phase, while there is a small yet decipherable drop in the fcc curve.We can therefore

postulate that within the tetrahedral approximation, the hcp phase represent sufficient interactions
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Figure 4.6: Calculated Phase Diagram with liquid, and all disordered and ordered phases - (a)
without SRO correction, (b) with SRO correction

which can correct for the partial ordering of disordered phases. However, probably due to the lack of

sufficient clusters in fcc, it is unable to capture necessary interactions for accurate SRO corrections.

As a result, comparing Fig. 4.6b to Fig. 4.6a, it is evident that in the Ru rich side the Ir-Ru binary

phase diagram, the SRO correction has successfully stabilized the disordered phase over its ordered

counterpart D019. This also bears strong resemblance to the experimental phase diagram.

4.4 Conclusion

We have successfully demonstrated a software implementation of introducing temperature dependent

SRO correction to alloy free energies under the CVM Formalism and integrated into sqs2tdb. The

steps of the process - ordered correlation calculation, the central optimization and the T-dependent

analytical function fit, are all independent of each other, and can be run as isolated calculations. In
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addition to the core functionalities, we also provide a cluster description class that can run inside

a read–eval–print loop (REPL) to analyse different cluster parameters such as multiplicities and

V-Matrix. Vanilla SQS+CALPHAD approach provide an accurate description of high T disordered

phases, however the current combined technique allows for incorporation of low T SRO corrections

within a single phase description. The re-assessment results of the Ir-Ru phase diagram indicate

good agreement with the claim. It is crucial to also note that the inclusion of SRO correction only

up to the tetrahedral CVM approximation is sufficient to model the phase stability of the Ru rich

hcp side with good agreement with experimental phase diagram. Therefore a limited set of clusters

(like the tetrahedral approximation) and SQS’s is sufficient to obtain levels of accuracy desired in

a rapid high-throughput assessment for alloy free energies as a screening step in alloy-design with

prospect for higher-accuracy if needed.
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Chapter 5

Classical EAM Force-Field

construction of Zr-Cu-Al-Ni class

of Bulk Metallic Glasses

5.1 Introduction

In certain metallic alloys, when a liquid melt is cooled at a fast cooling rate, nucleation process is

inhibited and the alloy vitrifies to an amorphous state. Bulk Metallic Glasses (BMG) is class of

multi-component metallic glasses with critical cooling rate of < 103 K/s and can be cast in thickness

up to ∼ 10 mm [1–5].

Several structural descriptors and conditions have been proposed to ascertain the Glass Forming

Ability (GFA) of a candidate BMG alloy[6–13]. However conventional approach towards BMG alloy

discovery leverage certain empirical trends such as:

1. 3 or more elements with mutual difference in radius > 12% [4, 14–16],

2. Negative Heat of mixing among the elements, favoring disorder between constituent elements

[2]

3. ’Confusion principle’: More the number of elements, greater is the ’frustration’ to choose a

particular crystal structure. [17].

The common theme in all these heuristics is the kinetic slowdown of atomic diffusion to hinder long

range rearrangement. In the light of these observations viscosity of a liquid melt is often considered

a key indicator of GFA. Since lower diffusivity of alloy melts correlate with higher viscosity; denser
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and higher viscosity is indicative of higher GFA. BMGs are often characterized by homogeneous long

range order and local icosahedron clusters; this also positively correlates with higher viscosity since

the least mobile constituents are found in these clusters [18, 19]. BMG alloys exhibit a characteristic

glass transition temperature (Tg), which is the temperature below which the supercooled liquid

vitrifies. Lower degree of supercooling to transition into a glassy phase is a desirable property

towards promoting glass formation. This is due to general sluggish kinetics inherent of solid phase

is achieved without much drastic cooling regimen. The glassy structure would also expectedly bear

more resemblance to the liquid structure in terms of distribution of atoms (among many other

influencing factors notwithstanding). Therefore GFA is inversely related to the difference between

the melting point (∆T = Tm − Tg) or directly related to Turnbull criterion (Tg/Tm). Deep eutectic

phases in multicomponent alloys exihibit such behaviour and thus are of practical importance in the

alloy search of new BMG materials.

Even with the aforementioned empirical criterion the candidate space is simply astronomical [6,

20]. While the stability of super-cooled liquids in deep-eutectic pockets make it amenable to viscos-

ity measurements, the number of degrees of freedom in high-dimensional composition space make

systematic search across the space tedious. The non-equilibrium nature (high cooling rates, sur-

face diffusion), also pose experimental challenges. Therefore there is a need of a computational

high-throughput technique to quickly assess promising structure prior to laborious experimental

confirmations.

The Zr- family of BMGs have been known since seminal works of Inoue and co-workers [2, 21, 22]

and since then have been extensively studied by the scientific community [22–30]. In this paper,

we fit an analytical EAM model to the quaternary Zr-Cu-Ni-Al system and validate the potential

over an independent test set. Using the potential we calculate viscosity using the Green-Kubo[31–

33] formula for viscosity and the auto-correlation of the shear component of the stress tensor. We

also performed equilibrium volume calculations at 0 bar pressure. All the EAM simulations were

performed on a family of Zr55+xCu30−x−yAl10Ni5+y glasses where x ∈ {0, 5, 10} and y ∈ {0, 2, 5, 10}
around the well-studied Zr-based BMG - Zr55Cu30Al10Ni5 [34–41]. This effort would form the basis

of a more ambitious program of obtaining potentials for even more components, with the goal of

exploring viscosity for novel glass-forming chemistries.

5.2 Methods

5.2.1 Preparing Fitting Dataset

All reference data containing Zr, Cu and Al along with a Zr-Cu-Al ternary EAM potential were

obtained from this repository. The reference ternary EAM was constructed with 751 reference

structures including solid solutions and intermetallics and crystals and liquids with the target of

analyzing a Zr47Cu46Al7 BMGs[30]. In addition, to include a 4th element Ni in the EAM fit, we

searched for known crystal structures of pure Ni and inter-metallics between Zr,Cu,Al with Ni -

https://sites.google.com/site/eampotentials/Home/ZrCuAl
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Zr2Ni7 (C12/m1), Zr7Ni10 (Cmce), Zr6Ni23 (Fm-3m) ZrNi2 (Fd-3m), Cu4NiAl7 (R-3m), Ni2Al3

(P-3m1), Ni3Al (Pm-3m), NiAl (Pm-3m), NiAl3 (Pnma), Zr5Ni4Al (P42/2), Zr6Ni8Al15 (Fm-3m),

Zr6NiAl2 (P-62m) using the pymatgen python API of the Materials Project (MP) Database[42, 43].

To make the energy scale of the Zr-Cu-Al database and the additional Ni structures comparable, all

new structures were relaxed using VASP with a plane-wave energy cut-off as 300 eV using Projec-

tor Augmented Wave (PAW)[44, 45] pseudopotentials with the Perdew-Burke-Ernzerhof (PBE)[46]

exchange correlation functional. For each structure, the Brillouin zone was sampled with a 2× 2× 2

Monkhorst-Pack grid. The relaxations was done in two step - a conjugate gradient ionic relaxation

with fermi smearing set according to Methfessel-Paxton scheme of order 1[47] and a final static run

with the tetrahedron method with Blöchl correction [48] (for more accurate energy calculation of

the final configuration).

To create the full fitting dataset, the initial set of inter-metallics were relaxed using DFT and then

a initial EAM fit was performed. Using this intermediate EAM, a MD of a NPT ensemble for 100

ps followed by NVT ensemble for 10 ps was run for all structures at an average temperature of

300K and 0 bar of pressure. The final structures were again relaxed using DFT to the locally stable

configuration, added to the fitting dataset, and a new fit was conducted. This step-wise relaxation-

MD run was performed twice more at 1000 K and 2000 K. All MD simulations in this work was run

using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)[49]. It must be

noted that while the initial structures from MP were defined as primitive unit cells, further NPT

at 300, 1000 and 2000 K were performed on a commensurate super-cell having less than equal to

128 atoms. Since DFT relaxations find the local minima around the starting structure, the result

of the DFT on high-T and liquid structures is not the stable ground-state but is essential to obtain

excited state energies and forces which is required to model the energy landscape of high temperature

liquid phase. On the other hand, the ordered inter-metallics provide crucial information about the

energetics of the local environment in a long range amorphous structures. In total, the final fit

comprised of 1943 structures with forces and stress value with an average concentration of 51.2% Zr,

29.95% Cu, 9.9% Al and 8.96% Ni. A hold-out set of 765 structures (sampled at random from the

total structure pool) was used to assess the generalization error of the EAM. In Fig. 5.1, we show

all the distinct compositions included in the fitting and testing dataset. At each composition, there

exists multiple data-points representing 0 and high T structures.

5.2.2 EAM functions and fitting

In this work, we use analytical morse-type potential [50] (Eqn.2.62) for the pair functions,

E = Dr[(1− exp{(−a(r − ro))})2 − 1]

the electron density is represented by a oscillatory function[51] (Eqn. 2.63)

ρ(r) =
1 + a1 cos (αr + φ)

rβ
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Figure 5.1: Ternary plots showing the different compositions of the Zr-Cu-Al-Ni system for the fitting
dataset (red) and the test set (blue). Note that at each composition, there are multiple structures
with different configurations representing structures at 0, 300, 1000 and 2000 K. The intermetallic
structures contain information about the local structure while high T structures accommodates for
liquid behavior.

and the embedding energy in the form the the BJS function[52] (Eqn. 2.65).

E = Eo [1− γ log ρ] ργ + E1ρ

The code potfit[53] was used to fit the EAM using the force matching algorithm [54]. A global cut-

off radius of 6.5 Åwas set for all pair functions. In our fit, we weighted the total error contributions

from the energies to 300 and that of stresses to 50 with respect to the an error contribution of

weight factor for the forces which is set to 1. In addition, we boltzmann weighted the contribution

of structures (forces,energies and stresses equally) with respect with distance from the convex hull

at that composition, i.e.

wi = 10× e−0.45∆Ei (5.1)
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where ∆Ei = E∗ − Ei, E
∗ is the lowest energy at that composition, Ei is the energy of the ith

structure with the same composition. This ensures that the convex hull structures have a stronger

signal to the total error and it smoothly decays to higher energy structures. The initial fit was

obtained with a non-linear least squares fits of the different analytical functions with the Zr-Cu-Al

EAM potential for the Zr, Cu and Al pair, transfer and embedding functions. Similar fit was made

for Zr-Ni pair and Ni transfer and embedding functions with the Ni-Zr EAM potential. The initial

Al-Ni and Cu-Ni potentials were set to arbitrary but reasonable values which provide energies within

the range of the dataset.

Typically in such high-dimension system, any gradient based iterative algorithm might get stuck

at a local minima. To ameliorate this issue, an initial Simulated Annealing algorithm[55] based of

off the original work by Metropolis et. al.[56] was executed for a coarse grain search of the global

error landscape. Following which a gradient-free optimization algorithm (Powell’s algorithm[57]) was

executed to fine-tune the fit starting from the minimum error parameters obtained in the simulated-

annealing step. The full set of parameters and initial potential and final potential parameters can

be found in Appendix D.
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Figure 5.2: Potential Functions for (a) Morse Pair Potentials[50] for different pair combinations, (b)
Transfer/Charge Density Functions (CSW)[51] and (c) Embedding Energy Functions (BJS)[52].
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5.2.3 EAM structure generation and validation

In this work 10 distinct compositions of the Zr-Cu-Al-Ni systems was studied as a validation

test on the fitted EAM - Zr55Cu20Al10Ni15, Zr55Cu25Al10Ni10, Zr55Cu28Al10Ni7, Zr55Cu30Al10Ni5,

Zr60Cu15Al10Ni15, Zr60Cu20Al10Ni10, Zr60Cu23Al10Ni7, Zr60Cu25Al10Ni5, Zr65Cu10Al10Ni15,

Zr65Cu15Al10Ni10, Zr65Cu18Al10Ni7, Zr65Cu20Al10Ni5.

For each structure, the same computational recipe was followed to (i) generate the ‘liquid‘ structure

followed by (ii) (a) calculation of equilibrium volume at 0 bars and, (b) viscosity calculation according

to the Green-Kubo formalism at different temperatures between 800-1600 K. The timestep in all

calculations was set to 0.001 ps and thermodynamic state of the ensembles were sampled every 5ps.

As a starting template, we used a 32000 atom Zr47Cu46Al7 glass structure. The atoms were re-labeled

at random to obtain the desired composition, followed by a LAMMPS MD with an equilibriation

NPT run at 300 K, 0 bar pressure for 100 ps, followed by a temperature ramp-up to 5000 K at a

heating rate of ∼ 10 K/ns. Finally at the highest temp, we hold the temperature for 200ps.

We used the Green-Kubo (GK) formula[31–33] to relate the ensemble average of the auto-correlation

of the shear stress components of the stress tensor to calculate shear viscosity at each temperature.

η =
V

kBT

∫ ∞

0

⟨σxy(0)σxy(t)⟩ dt (5.2)

A NVT equilibration run for 100 ps followed by a second equilibration at NPT for further 600 ps is

performed. Following this, we calculate the NVT ensemble average of the auto-correlation of the non-

diagonal components of the stress tensor over a time period of 3000 ps with a correlation window

of 400 snapshots, each snapshot sampled every 5th timestep, with the average auto-correlation

evaluated every 2000th timestep (2ps).

For the equilibrium volume calculation, the initial temperature was set to 800 in which a 100 ns

NVT dynamics followed by a 600 ns NVT equilibration run were performed. Following which a NPT

simulation with temperature ramp-up to 1800 K at a rate of ∼ 3 K/ns. In Appendix D, Fig. D.1,

we show a schematic of the different MD schedules.

For pedagogical intent, we emphasize on the necessity of the initial equilibration runs. The pilot

NVT run reduces statistical biases of the initial ’arbitrary’ structure from affecting any statistics we

collect from the simulation. The subsequent NPT run is then intended to reduce bias and obtain

the equilibrium volume at the intended pressure of study (0 atm in study). Once the fluctuations

of the thermodynamic variables has stabilized, production runs as entailed by the specifics of the

simulation is carried out. In case of GK calculations, we switched to NVT, since we intended to

monitor the stress at a constant volume (which was pre-equilibrated to the equilibrium volume at 0

atm).
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5.3 Results and Discussion

RMS deviations of the forces, energy and stress for the EAM fit are 268.96 meV/Å, 242.89 meV

and 0.156 MPa respectively. The average error in formation energy-per atom over all structures

is 0.06 eV for the fitting dataset and 0.14 eV for the test dataset. Since the target application

for this potential is to simulate liquid dynamics; the error is comparable to thermal fluctuations

kBT between 800 − 1800 K. The approximate range of the energy (∼ 5 eV) is comparable to the

difference between the lowest (Zr : −8.51 eV/atom) and the highest (Cu : −3.72 eV/atom) single-

atom energies. In addition to energy, the average error of 0.14 eV/Å over all single-atom force

prediction is a desirable property since accurate forces would be instrumental is capturing physical

stress correlations during viscosity calculations (explained later). In Fig. 5.3 we show the scatter

plot of the predicted formation energy vs. the reference formation energy for the fitting data and

the test data. The diagonal nature indicates an overall good fit for both energies and forces in the
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Figure 5.3: Plot showing Predicted vs Reference energy for (a) fitting dataset, (b) test dataset. The
diagonal nature indicate a good fit. Certain low energy bad predictions are for high Ni structures
which are outside the composition range of interest. The higher energy discrepancy is a result
of the boltzmann weighting of structures measured from the lowest energy structure at any given
composition. The range of ∼ 4 eV is comparable to difference between the species with highest and
lowest single atom energy.

training set. An investigation of the deviation in the bottom left corner of Fig. 5.3a suggest that

those are high Ni structures, which possibly contributed overall less to the error sum due to paucity

of reference structures. The intended composition range for the applicability of our EAM is low

Ni Zr-Cu-Al liquid BMGs and therefore the deviation is not a cause for concern. In Fig. 5.3b,

the higher prediction error in the higher end of the energy and RMS forces could be direct result

of the boltzmann weighting of the energies in the fitting data. Fig. 5.2a indicates the different
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pair potential functions, Fig. 5.2b and Fig. 5.2c, the electron density / transfer functions1 and the

embedding energy function respectively.
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Figure 5.4: Equilibrium volume at 0 bar for different Zr55+xCu30−x−yAl10Ni5+y. Dots are experi-
mental data of Zr-Cu-Al liquids obtained from [58]

To the best of our knowledge, there is no published EAM potential for the Zr-Cu-Al-Ni system.

Most experimental studies are also limited to the low temperature glassy structure and not of liquid

Zr-Cu-Al-Ni alloys probably due to difficulty of accurate measurements and difficult experimental

conditions. To validate our EAM viscosity calculations on the Zr-Cu-Al-Ni liquids, we compare

our calculated viscosity’s with experimental Zr-Cu-Al liquid volume and viscosity calculations from

Yokoyama et. al.[58] and extrapolate the effects of Ni in the Zr-Cu-Al-Ni system.

Fig. 5.4 show the equilibrium volumes at 0 bar for different Zr-Cu-Al-Ni liquid alloy as calculated

by the EAM potential superimposed with the experimental data from [58]. The slopes of the V-T

curve agree with the experimental value. The overall increase in volume can be attributed to the

addition of Ni. It was discerned that with a fixed amount of Zr, replacing Cu with Ni decrease the

molar volume of the liquid which can be explained by the difference of Molar volume of Ni (6.59

cm3mol−1) compared to Cu (7.11 cm3mol−1). Surprisingly, the molar volume argument seems to

fail in cases where increasing Zr at the cost of Cu keeping Al and Ni concentration fixed causes

a decrease in Molar Volume. Similar trend is observed when the mutual concentration of Zr and

Ni is varied keeping Cu and Al concentration fixed. This behavior could probably be explained by

the possibility that deviation from the central Zr55Cu30Al10Ni5 alloy cause deviation from the ideal

glass-forming icosahedral symmetry to some more close packed structure which cause a decrease in

excess free volume[59] of the overall structure.

1in literature these two terms are often used interchangeably
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Figure 5.5: (a) Calculated Viscosity for Zr55+xCu30−x−yAl10Ni5+y structures between 600-2000 K.
The dotted points are experimental reference from Zr-Cu-Al liquids[58]. Note that due to difference
of temperature scale, the calculated and experimental values are not directly comparable beyond
the reasons of compositions; (b) B for different Zr55+xCu30−x−yAl10Ni5+y. The difference of 100 -
10 - %Zr - %Ni defines the x% of Cu.

In Fig. 5.5a, we show the plot of viscosity for all temperature and the fitted Vogel-Fulcher-Tammann

Equation : η = η0e
B/T [60] for each structure. The dotted points superimposed for reference are

from the work of Yokoyama and colleagues[58], the fitted values for the exponential coefficient B, for

different compositions is shown in Fig. 5.5b. Replacing Cu with Ni keeping Zr and Al concentration

fixed increase the viscosity at all temperatures. These trend are in agreement to the results of

Li et. al.[61] where they state that addition of elements of comparable concentration increase the

’confusion effect’[17] and therefore have greater GFA. Similarly, keeping Al and Ni fixed causes

reduction in viscosity with an increase in Zr at the cost of Cu. This could be directly related to

the reduction in GFA, since it has been reported that lethargy of flow promotes vitrification upon

cooling in BMGs[62]. It must be noted that while the trend is akin, the temperature scale of the

MD simulations and experiments are not comparable.

5.4 Conclusion

In this work we fitted a new EAM Zr-Cu-Al-Ni analytical potential built primarily to support

classical MD simulations for liquid alloys. The EAM was validated by testing it on a independent

set of known reference data and we obtained good agreement both in energy and RMS average force.

The equilibrium volume at 0 bar pressure for structures in the neighborhood of Zr55Cu30Al10Ni5 fall

within the range and trends of other experimentally determined Zr-Cu-Al BMG liquids. Likewise,

the trends in the equilibrium volume corroborate with that in the viscosity calculations. The EAM



61

results concur with the empirical correlations between GFA and viscosity. Based on the simulations,

Zr at 55% is a important central composition, furthermore addition of Ni increase viscosity and ergo

GFA. Initial analysis also suggests that equi-molar concentration of the multiple minor elements

promote GFA. Both of which are in agreement to known experimental results. The reported EAM

potential could therefore potentially be of use in accelerating screening of candidate structures in

novel BMGs of the Zr-Cu-Al-Ni family in a high-throughput pipeline.
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Chapter 6

Conclusions

The results from Chapter 3 and Chapter 4 reveal the efficacy of the SQS formalism + short CVM SRO

correction to analyze the thermodynamics of alloys up to a reasonable degree of accuracy within the

CALPHAD framework. Our approach is completely from first-principles and is amenable for incor-

poration into other high-throughput pipelines. The systematic improve-ability of the system alloys

enables the user to obtain a balance between accuracy and speed and thus perform a wide spectrum

of analysis. The possibility of inclusion of experimental data at any point of the analysis to augment

present models imply compatibility with pre-existing data. In Chapter 3, it was convincingly proven

that use of SQS significantly reduce computation cost and is a suitable representation of high-T

disordered phase in the CALPHAD framework with small enough number of atoms for feasible

high-throughput DFT. Using the code sqs2tdb, past experimental/DFT discrepancy regarding sta-

bility of ordered phases at low T was resolved. It was established that disordered alloys predicted to

be stable at 0 K disorder below room temperature due to entropic effects admittedly with sustained

partial ordering. We thus additionally proposed short-range CVM mediated SRO corrections in

Chapter 4 to resolve this low-T discrepancy. The encompassing CVM+SQS+CALPHAD paradigm

provide for accurate CALPHAD thermodynamic assessments of order/partially ordered/disordered

systems in a single phase description. A thermodynamic description for Ir-Ru binary alloy was

generated using this scheme and it was established that even with a short range CVM using the

srocorrection code on top of sqs2tdb analysis re-produced the hcp side of the Ir-Ru binary phase

diagram with good accuracy compared to experimental investigations.

We also constructed a Zr-Cu-Al-Ni Embedded Atom Method (EAM) classical inter-atomic potential

in Chapter 5 using analytical parametric functions for the individual pair, charge density and em-

bedding energy functions. The EAM coefficients were obtained by performing numerical regression

over a set of Zr, Cu, Al and Ni containing binary and ternary intermetallics and liquid structures

calculated from DFT. Evaluation of the EAM performance with a first-principles data-set convey

a good degree of agreement to the liquid phase of Zr-Cu-Al-Ni bulk metallic glass (BMG) forming

66



67

alloy. The EAM analysis confirmed experimental evidence that addition of small amounts of Ni,

enhance the viscosity hence Glass Forming Ability (GFA) of Zr-Cu-Al systems. It also corroborated

reduction in GFA away from 55% Zr compositions. The trends of equilibrium volume and shear

viscosity offer confidence in using the EAM potential in high-throughput kinetic analysis of such

non-equilibrium phase.

All methods above entail approximating free energies with a simple functions (functionals) from

select few first-principle calculations. In this concluding chapter, it is worth discussing some of the

ways in which these techniques can be applied to further scientific advancements and engineering

applications. Generation of phase diagrams without any experimental input is a novelty to the field

of high-throughput alloy design. Especially as the engineering community is increasingly looking at

4-or more elements alloys where experiment focused prototyping is getting increasingly difficult. The

manifestation of short-range ordering with or without the presence of lattice crystalinity is crucial

in establishing the stable structures/energetics and therefore properties of alloys. As an example,

in novel cathode materials for Li-ion batteries, the manifestation of local structure with increasing

amounts of Li correlate directly to the capacity in the charge-discharge cycles[1–4]. Likewise in

perovskite nano-crystals in solar cells materials, it was observed that low amounts of doping modify

the local ordering to improve photoluminescence quantum yields (PLQYs)[5–8]. Unfortunately

studies related to ordering has been limited to indirect analysis via radial distribution functions,

experimental reasoning and empirical models. Attempts using the empirical order parameter is also

defined only up to nearest neighbour order. In the light of these existing gaps, a rigorous multi-

body SRO order assessment would benefit the community manifold. Similarly, in the field of High

Entropy Alloys, the ordering of elements is so far tackled in an heuristic Hume-Rothery like rules.

An accurate SRO estimate has potential in establishing a fundamental footing behind empirical

trends.

A natural extension of CVM to time domain is the Path Probability Method (PPM)[9] which is useful

for predicting transformation and relaxation kinetics[10]. Additionally a Fourier transformed version

of cluster probabilities can be used to study the intrinsic stability of a system[11]. A Continuous

Displacement Cluster Variation Method (CDCVM)[12, 13], which as a continuous generalization

of CVM reformulates cluster probabilities as continuous probability distributions over quasi-lattice

points around the unit-cell lattice sites. These extensions to CVM have been shown promising

results with it’s compatibility to interface with meso-scale Phase Field methods[14–16]. Although

these methods have existed since early 1990’s, recent developments in high dimensional optimization

frameworks might infuse fresh breath to these erstwhile intractable models.

The vast depth of classical inter-atomic potential is not done thorough justice in the work. With

the popularization of high-dimensional non-linear regression in the field of Machine Learning/Ar-

tificial Intelligence, the materials science community has now a zoo of many symmetry-equivariant

descriptors. All of which target to map the structure to the energy/forces to reasonable degree of

accuracy and computational simplicity[17–21]. These extend the energetic interaction beyond pair
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and mean field approximations of EAM to more sophisticated models, involving many-body terms

for greater expressivity. Even deviations from strict analytical functions to spline interpolations on a

grid of points can provide sufficient flexibility for the model to accurately describe the system within

the force-matching methodology. The lack of generalizability of such potentials is also a target for

improvement.
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Appendix A

ATAT Commands used to generate

Ir-Ru Binary phase diagram

To facilitate reproducing the results and help readers undertake their own analysis on other systems,

we here provide the commands of the ATAT package used in this work (we omit ab initio code-specific

commands).

1. To generate the input structures for the ab initio calculations, we use:

sqs2tdb -cp -lv=[1,2,3], -l=[FCC_A1,BCC_A2,...] -sp=Ir,Ru

This creates a set of folder for each phase where the SQS structures up to the desired levels

are copied. We can run our ab-initio code inside these to calculate the electronic ground state

structure and energy.

2. For the phonon calculations:

For every level of a particular phase for which we want to include phonon vibrational entropy

calculations, we can generate symmetrically distinct configurations with specified displace-

ments per atom and distance between the periodic images of the displaced atom (here the

distance between two periodic atom images is in units of nearest neighbour distance. Check

[8] for more details).

fitfc -ernn=4 -ns=1 -dr=0.04

This creates a set of folders vol_*/p* representing every symmetrically distinct perturbed

structures. Calculate energy of each from ab-initio method. Then we can fit the forces to a

specified spring model (here ns=1 indicate a harmonic model), using the code snippet

fitfc -frnn=2 -ns=1 -dr=0.04 -fu
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The -fu tag provides information on the unstable modes if any suggested by the initial fit report

suggestive of the presence of mechanical instability. If any such modes are suspected, we can

read the file vol_*/unstable.out. Re-running the fitting procedure with an addition tag

-gu=[index], creates a supercell representing the mode describing the imaginary mode which

is described in the row matching the [index] at the second column of the vol_*/unstable.out

file . We can then calculate the reaction forces in the direction and include it in the fit. Often

if the instability is an artifact of the fitting process (imaginary modes), this process can solve

the issue. Note that this process might have to be repeated multiple times until we include all

the suspected unstable modes in our fit or unless a true unstable mode is found.

3. Generate Thermodynamic Database file:

We first input to the code the types of interactions (just single atom, binary, ternary etc.) and

to which levels (0,1,2 etc.) in the excess free energy term as per the CALPHAD formalism [9]

in to the terms.in file with the following format

cat <<EOF > terms.in

1,0:1,0

2,1:1,0

EOF

(the example shown is for a two sublattice phase where we include all first order terms (only

level 0 is possible). We also include order 2 terms with 1 level. Note. that the CALPHAD

model only allows greater than 1 order for only one sublattice at a time.)

Then run the command:

sqs2tdb -fit [-sro]

This creates a partial Thermodynamic DataBase (TDB) file containing the function and struc-

ture for the particular phase. The optional parameter -sro can be specified to include short-

range order effects in single-sublattice phases (this was used for the fcc and hcp phases in this

work). It is at this step when the code decides which reference values are to be drawn from

SGTE database or not. These individual TDB files (one for each phase) can be combined in

to a single TDB file for the alloy system using the command.

sqs2tdb -tdb [-oc]

The -oc tag is optional used to create the TDB file in the OpenCalphad format (OC) [10]



Appendix B

List of parameters - CVM SRO

Correction Code

Parameter Name Description Default

Optimization Parameters

no_constraint Flag to disable norm constraint False

constr_tol Maximum accepted constraint violation 1e-5

fit_ordered_only Only calculate ordered correlations and exit False

approx_deriv Flag to enable numerical estimation of derivatives False

no_inter Flag to disable intermediate optimization results False

maxiter Maximum no. of iterations for the optimiser 5000

maxiter_simplex Maximum no. of iterations for the ordered correlation

calculator

1000000

earlystop No. of trials before termination if no new minima is

found

25

xtol tolerance termination by the change of the independent

variable.

1e-12

List of parameters and default values for CVM SRO correction Code. (continued next page . . .)
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Parameter Name Description Default

gtol tolerance for termination by the norm of the lagrangian

gradient

1e-12

trial_variance variance of the gaussian around the disordered correla-

tions from which the trial correlations are sampled

1e-3

initial_tr_radius Initial guess trial radius for the trust-region optimiser 1e-2

global_trials No. of trials to find global minima for each temperature 50

init_trials No. of brute force samples to find appropriate trust

radius

1000

out Name of the output file result.json

toscreen Flag to display output to stdout False

log Name of the log file log

SRO Parameters

Tmin Minimum temperature to perform SRO correction op-

timization

100

Tmax Maximum temperature to perform SRO correction op-

timization

2000

Tstep Temperature steps between Tmin and Tmax 1e-12

inJoules Flag to set energy units to kJ/mol False

coeff_out File name for the output of the coefficients of the SRO

correction vs T fit

sro_coeffs.out

skip_sro_fit∗ Flag to skip the SRO correction vs T fit False

fit_sro_only∗ Flag to fit SRO only with existing optimization if any False

Cluster Description Parameters†

eci File containing the ECI values eci.out

List of parameters and default values for CVM SRO correction Code. (continued next page . . .)
∗These commands are complementary
†to be defined in case of user defined clusters not obtained from maxclus.in or to read from an alternate maximal

cluster file
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Parameter Name Description Default

maximal_clusters File containing the maximal cluster description maxclus.in

clusters File containing the cluster description clusters.out

clustermult File containing the cluster multiplicities clusmult.out

kb File containing Kikuchi-Baker Coefficients kb.out

configmult File containing cluster configuration multiplicities configmult.out

config File containing cluster configuration description config.out

lat File containing lattice description lat.in

Table B.1: List of parameters and default values for CVM SRO correction Code.



Appendix C

Matrix Formulation - Free Energy

function, Jacobian and Hessian

From 2.42, the CVM Free energy function is given by The equation for free energy in the cluster

variation formalism is given by:

F =

clusters∑
i

miJiξi + kBT

configs∑
i

ki

subconfig∑
j

αij

(
corrs∑
c

vijcξc

)
log

(
corrs∑
c

vijcξc

) (C.1)

C.1 Enthalpy

The Enthalpy function:

H =

clusters∑
i

miJiξi (C.2)

can be written in the matrix form as:

H =
∑

Mclus ⊙ E ⊙ ξ

= (Mclus ⊙ E) · ξ
(C.3)

C.1.1 Jacobian - Enthalpy

∂H

∂ξ
=Mclus ⊙ E (C.4)

C.1.2 Hessian - Enthalpy

∂2H

∂ξ∂ξ
= ∅ (C.5)
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C.2 Entropy

Likewise, re-writing the Entropy function

S

kBT
=

configs∑
i

ki

subconfig∑
j

αij

(
corrs∑
c

vijcξc

)
log

(
corrs∑
c

vijcξc

) (C.6)

in the matrix form:
S

kBT
= (K ⊙Mc) · (V ξ ⊙ log |V ξ|) (C.7)

C.2.1 Jacobian - Entropy

Applying chain-rule of differentiation, we get

∂S

∂ξ
=
∂S1

∂ξ
+
∂S2

∂ξ
(C.8)

where

∂S1

∂ξ
= (K ⊙Mc ⊙ log |V ξ|) · ∂(V ξ)

∂ξ

= (K ⊙Mc ⊙ log |V ξ|) · V
= V T (K ⊙Mc ⊙ log |V ξ|)

(C.9)

∂S2

∂ξ
= (K ⊙Mc)⊙ (V ξ) · ∂

∂ξ
log |V ξ|

= (K ⊙Mc)⊙��V ξ
1

��V ξ
· V

= (K ⊙Mc) · V
= V T (K ⊙Mc)

(C.10)

Therefore

1

kBT

∂S

∂ξ
= V T (K ⊙Mc ⊙ log |V ξ|) + V T (K ⊙Mc)

= V T [K ⊙Mc ⊙ (1⊕ log |V ξ|)]
(C.11)
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C.2.2 Hessian - Entropy

∂2S

∂ξ∂ξ′
= V T

ï
(K ⊙Mc)⊙

∂

∂ξ
log |V ξ|

ò
= V T (diag [(K ⊙Mc)⊘ (V ξ)]V )

= (diag [(K ⊙Mc)⊘ (V ξ)]V )TV

(C.12)



Appendix D

Potential Coefficients -

Zr-Cu-Al-Ni EAM potential

D.1 EAM Functions

D.1.1 Pair Functions

De a re

Zr-Zr 0.0 1.0772 10.000

Zr-Cu 0.043 1.492 3.477

Zr-Al 0.054 1.494 3.515

Zr-Ni 0.13 1.383 3.121

Cu-Cu 0.031 1.861 3.064

Cu-Al 0.024 2.005 3.027

Cu-Ni 0.136 1.704 2.781

Al-Al 0.002 1.809 3.927

Al-Ni 0.275 1.437 2.705

Ni-Ni 0.219 1.804 2.616

Table D.1: Coefficients of all pair interaction Morse functions.
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D.1.2 Transfer/Electron density Functions

a α φ β

Zr -0.215 3.078 5.274 3.320

Cu 0.679 2.223 1.177 4.277

Al -0.404 3.249 0.261 3.969

Ni -0.898 2.150 4.919 3.301

Table D.2: Coefficients of all electron density CSW functions.

D.1.3 Embedding energy Functions

F0 γ F1

Zr -9.276 0.881 0.016

Cu -4.311 0.785 0.012

Al -4.541 0.625 -0.036

Ni -2.941 0.234 -0.002

Table D.3: Coefficients of all embedding energy universal BJS functions
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D.2 LAMMPS Molecular Dynamics Schedules

NPT @ 300K; 0 bar

100 ps 200 ps

NPT @ 5000K; 0 bar

NPT @
300-5000K;

0 bar
∼ 10 K/ns

5000 ps

(a)

NVT @ T K

100 ps

NPT @ T K; 0 bar

600 ps

NVT @ T K

3000 ps

(b)

NVT @ 800K

100 ps

NPT @ 800K

600 ps

NPT @
800-1800K;

0 bar
3 K/ns

30000 ps

(c)

Figure D.1: LAMMPS MD schedules for (a) Generating initial structures at each composition
for viscosity and volume calculations, (b) Calculating viscosity for each structure at a particular
temperature T and (c) Calculating equilibrium volume at 0 bar pressure between 800 - 1800 K
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