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Chapter 1 

Introduction and overview 

 

1.1 History of graphene  

Following from the fullerenes of the 1980s and the nanotubes of the 1990s, graphene– 

also known as graphite layer– is one of the allotrope of carbon whose structure is a two-

dimensional atomic layer of sp2-bonded carbon atoms in a honeycomb crystal lattice [1-

3]. Like diamonds and coal, graphene is made up entirely of carbon. But unlike those 

materials, two-dimensional arrangement of carbon atoms in graphene makes it incredibly 

strong and flexible. At the molecular level, it looks like chickenwire, see Figure 1.1. 

 

Figure 1.1: Atomic structure of graphene 
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Acheson [4] had developed exfoliation methods to synthesize graphite layers and these 

exfoliated graphite flakes have been extensively used in electronics devices as a 

conducting point to produce conducting surfaces in vacuum tubes [5] . In 1859, Brodie 

used nitric acid and potassium chromate to produce graphitic oxide, which consists 

graphene layers with oxygen functional groups connected to the carbon atoms [6]. Then 

by immersing graphite oxide into water the individual graphene oxide layers dispersed 

and separate layers were obtained. In 1962, using hydrazine, Boehm reduced monolayers 

of graphene oxide to graphene and for the first time coined term “graphene” as “ene” 

ending refers to hydrogen terminated edges of macromolecules of graphene [7] . Despite 

a long history of discovery of graphene, it took a century that graphene became important 

for its extraordinary electronic properties. But after work of Novoselov and Geim in 2004 

[1], several research activities have been devoted to exploring the exceptional properties 

of  graphene, including high carrier mobilities [8, 9], mechanical strength [10], optical 

transparency [11], and thermal conductivity [12]. Due to its extraordinary transport 

properties [3], it has also emerged as a promising candidate for a variety of novel 

applications that include nanoelectronics [13, 14], spintronic devices[15, 16], 

electromechanical resonators [17], impermeable atomic membranes [18], and quantum 

computing [19, 20]. For the realization of many of these device architectures, large sheets 

of defect-free graphene must be synthesized via a controlled and repeatable process. 

Several methods of production of grapehene have been proposed: Mechanical exfoliation, 

epitaxial growth on silicon carbide, epitaxial growth on metal substrates, and reduction of 

graphene oxide sheet. In order to guide the experimental researches, it is crucial to have a 
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thorough understanding of the nature of materials and their properties. In the following 

we briefly introduce two of these experimental methods and present the atomistic 

simulation methods used in present study to shed light on details of physical/chemical 

phenomena which are happening during the experiments.   

1.2 Synthesis of graphene 

1.2.1 Reduction of graphene oxide 

Historically, graphene oxide (GO) reduction was probably the first method of graphene 

synthesis. Among the several methods that are currently being pursued, one attractive 

route for large-scale production and uniform deposition of graphene is solution 

exfoliation of graphite into individual layers [21-24]. It has been demonstrated that 

efficient exfoliation of graphite can be achieved via chemical or thermal oxidation to 

graphite oxide [25, 26]. Due to its hydrophilic nature, graphite oxide readily disperses 

into individual atomically thin sheets in aqueous media. Recently it has been shown that 

graphite oxide can be deposited in the form of thin films from solution with controllable 

thicknesses [23, 24, 27]. Once deposited, these films can in principle be converted to 

graphene by removing oxygen-containing function groups via chemical [23, 24, 27-29] or 

thermal reduction [30, 31]. Thus, graphite oxide suspensions provide a solution-based 

process for uniform deposition of graphene over large areas on a variety of substrates. 

1.2.2 Epitaxial growth on metal substrates  

Among the methods of production of graphene, the epitaxial growth on transition metal 

substrates (chemical vapor deposition method) seems to be most promising method for 

synthesizing large area graphene with high quality at relatively low cost. Chemical vapor 
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deposition (CVD) technique has been devised that exploits the low solubility of carbon in 

metals such as nickel [32, 33] and copper [34, 35] in order to grow graphene on metal 

foils. Similar to the synthesis of carbon nanotubes (CNT), the CVD growth mechanism 

can be understood by a vapor-liquid-solid or vapor-solid-solid model. CVD is a process 

whereby gaseous mixtures react, usually by an endothermic reaction to form a deposit on 

a heated substrate. The process generally involves the following steps: (1) initial stage (2) 

nucleation stage (3) growth stage until covering the whole area of metal substrate. A 

consequence of this technique is that the large-area graphene sheets typically contain 

grain boundaries, because each grain in the metallic foil serves as a nucleation site for 

individual grains of graphene [34]. 

1.3 Atomistic simulation methods 

Atomic and molecular simulations can provide insights into the structural, electronic, 

physical and chemical properties of nanoscale structures. In recent years, with 

technological advancements these computational tools have been widely used to predict 

the properties of complex and new materials. The ability to manipulate the material at the 

atomic scale can lead to produce devices of unprecedented speed and efficiency. The 

outcome of such efforts is to revolutionize the technologies and materials in ways that 

will enable us to manipulate even individual atoms toward desire properties and features. 

The limitation of atomistic methods to simulating systems containing a small number of 

particles is a pathological problem in spite of continuous progress in pushing the limit 

toward systems of ever increasing sizes. System size is a critical issue when one desires a 

high degree of accuracy in modeling the inter-atomic forces between the atoms 



 

 

5	  

constituting the system with quantum calculation approaches. While small size 

simulation is an issue for prediction of properties of bulk materials, it provides the 

opportunity for understanding the physical phenomena or material properties of the 

structures at micro/nano scales. The last decade have witnessed important theoretical and 

algorithmic advances in material science. Among the computational tools in materials 

science, Monte Carlo (MC) method, molecular dynamics (MD) and density functional 

theory (DFT) calculations have led to great strides in the description of materials 

properties. In the following, a brief review of MD method and DFT calculations, which 

have been used in this dissertation, is presented. 

 
1.3.1 Molecular dynamics method  

One of the promising tools in the theoretical study of materials science is the molecular 

dynamics method. This computational method calculates the time dependent behavior of 

a molecular system.  MD simulations have provided detailed information on the physical/ 

chemical properties of structures and systems.   These methods are now routinely used to 

investigate the structure, dynamics and thermodynamics of materials/molecules and their 

complexes. Alder and Wainwright first introduced the MD method in the late 1950's [36, 

37] to study the interactions of hard spheres. Many important insights concerning the 

behavior of simple liquids emerged from their studies. Later, Rahman carried out the first 

simulation using a realistic potential for liquid argon [38] and the first MD simulation of 

a realistic system was done by Rahman and Stillinger in their simulation of liquid water 

[39]. The goal of this section is to provide an overview of the theoretical foundations of 
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classical molecular dynamics simulations which has been used in the rest of this 

dissertation. The general steps in MD simulations are 

1) Introducing initial positions and velocities of the atoms 

2) Defining the boundary conditions 

3) Selection of potential energy function 

4) Solving the equations of motion during an MD time span 

5) Determining the thermodynamic material properties 

The molecular dynamics simulation consists of the numerical, step-by-step, solution of 

the equations of motion, which for a simple atomic system may be written as 

 (1.1) 

 

where Fi is force exerted on atom i, mi is mass, ri is the position of the atom and V is the 

inter-atomic potential. By knowing the force on each atom and solving the equations of 

motions the acceleration of each atom in the system can be obtained and then using 

integration schemes one can determine the positions and velocities of the particles at next 

time step. Once the positions and velocities of each atom are known, the state of the 

system can be predicted at any time in the future or the past and properties of the system 

can be determined. Thus, in molecular dynamics simulation we need to define inter-

atomic potential, which is a function of position of atoms and determines the way that 

particles interact with each other, and use an integration algorithm to derive the velocity 

and position at each time step. First, we introduce velocity-Verlet integration algorithm 

! 

Fi = mi˙ ̇ r i

Fi ="
#
#ri

V
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used in our molecular dynamics simulations and then a brief review of different types of 

inter-atomic potentials will be presented.  

1.3.1.1 Velocity-Verlet algorithm 

In three-dimensional (3D) systems with N atoms, the potential energy is a function of the 

atomic positions with 3N variables. Due to the presence of such a complicated function in 

equations of motion, it would be very difficult to solve them analytically and; therefore, 

they are solved using numerical methods. Among the numerical algorithms developed for 

integrating the equations of motion, velocity-Verlet is fast and reliable and has been used 

in many MD simulations. The velocity-Verlet method requires current forces be 

calculated before the first time-step, so these routines compute forces due to all atomic 

interactions. Thus, the initial positions and velocities of the atoms must be defined before 

starting the simulations. The equations used in velocity-Verlet algorithm to compute the 

positions and velocities of atoms at each time step are  

 (1.2) 

 

1.3.1.2 Potential energy function 

Selection of the potential function plays an important role in MD simulations. This 

selection depends on the type of materials in the system. On the other hand, potential 

energy used for the simulations determines the accuracy and computational time of 

simulations.   

 

! 

ri(t + "t) = ri(t) + vi(t)"t +
Fi(t)
2mi

"t 2

vi(t + "t) = vi(t) +
Fi(t) + Fi(t + "t)

2mi

"t
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Pair-wise potentials 

The simplest way to introduce the interaction between the particles (atoms) is to use the 

total potential energy of a system as a sum of energy contributions between pairs of 

atoms. These potential functions take the van der Waals forces into account and represent 

the non-bonded interactions between the atoms. Thus, they are mostly useful for rough 

estimation of the behavior of the systems or calculation of properties of materials where 

there is no bonding or weak bonds are present. Two examples of such potential are 

Lenard-Jones (also known as the 6–12 potential) and Morse potentials. 

Many-body potentials 

The development of microscopic models beyond pair potentials made it possible to 

describe more realistic systems. In many-body potentials, the potential energy is not 

defined by a simple sum over pairs of atoms interactions, but is calculated explicitly as a 

combination of higher-order terms. For example, embedded-atom method (EAM) [40] 

and tight-binding [41] potentials consider the electron density of states around each atom 

from sum of contributions of the atoms in the neighborhood, and then calculate the 

potential energy as a function of this sum. EAM potentials have been successfully used 

for modeling the structures, properties and defects of metals and its general form is  

 (1.3) 

 

where φij is a two-body central potential between atoms i and j, rij is the distance between 

atoms i and j, εi is the embedding energy, and  is the electronic density of atom i due to 

the surrounding atoms and is defined as 

! 

V = " i
i
# (n i) +

1
2

$ij (rij )
i% j
#

! 

n i
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 (1.4) 

  

in which ni is the contribution of electronic density of atom i  due to atom j at distance rij. 

Another example of many body potentials is Tersoff potential [42, 43], which has been 

used for carbon, silicon, germanium and some other materials. This potential involves a 

sum over groups of three atoms, and considers the angles between the atoms as an 

important factor. A particularly successful version of Tersoffian potential is reactive 

empirical bond-order (REBO) developed by Brenner [44, 45] (also known as Brenner 

potential), which has been widely used to model the hydrocarbons. The Tersoff potential 

for a system is 

 
(1.5) 

 

where fR is a two-body term, fA includes three-body interactions, rij is the distance 

between atoms i and j, and θijk is the angle between bonds connecting atom i to atoms j 

! 

n i = ni(rij )
i" j
#

! 

V =
1
2

fC (rij )
j" i
#

i
# fR (rij ) + bij fA (rij )[ ]

fC (rij ) =

1 r < R $D

0.5(1$ sin[% (r $ R)
2D

]) R $D < r < R +D
0 r > R +D

& 

' 
( 

) 
( 

fR (rij ) = Aexp($*1rij )

fA (rij ) = $Bexp($*2rij )

bij = (1+ +n,ij
n )

$
1
2n

,ij = fC (rik )
k" i, j
# g(- ijk )exp[$*3

m (rij $ rik )
m ]

g(- ijk ) = . ijk 1+
c 2

d2
$

c 2

d2 + (cos(- ijk ) $ cos(- ijk ))
2

/ 

0 
1 1 

2 

3 
4 4 
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and k. The summations in the formula are over all neighbors j and k of atom i within a 

cutoff distance R + D. The other terms appeared in the equation are some constants that 

depend on type of material.   

Unlike the Brenner formalism that does not include the van der Waals and Coulomb 

interactions that are very important in predicting the structures and properties of many 

systems, ReaxFF [46], which is categorized among empirical or force field (FF) 

potentials, uses the central force concept and takes van der Waals and Coulomb forces 

into account. Whereas traditional FF potentials are unable to model chemical reactions 

because of the requirement of breaking and forming bonds, ReaxFF avoids explicit bonds 

in favor of bond order, which allows for continuous bond formation/breaking. Based on a 

same bond order/bond distance relationship which was previously employed by Tersoff 

[42]  and Brenner [44], ReaxFF allows for accurate description of bond breaking/bond 

formation and a smooth transition from nonbonded to bonded systems. The so called 

bond order is defined as  

 (1.6) 

 

ReaxFF also contains free parameters such as atomic charges and van der Waals 

parameters reflecting estimates of atomic radius, and equilibrium bond length, angle, and 

dihedral. These parameters are obtained using some training set fittings against quantum 

chemical simulations. This potential has originally been developed for use in MD 

simulations of hydrocarbons. 
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1.3.2 Density functional theory calculation 

Bulk structure, surface properties, kinetics and several other properties can be determined 

by the behavior of the ions and electrons that constitute the material. The quantum 

mechanics laws govern the behavior of materials and their properties. To this end, one 

has to solve the Schrödinger equation for the wave function ψ  

 (1.7) 

 

where H is the Hamiltonian of the system with N nuclei and M electros, Tn is the kinetic 

energy of nuclei, Vnn is the potential energy between the nuclei, Te is the kinetic energy 

of electrons, Vne is the nuclei-electrons potential energy, and Vee is the electron-electron 

potential energy. But the use of traditional quantum mechanical methods to understand 

the rich behavior of many particle systems is highly limited; the Schrödinger equation is 

analytically solvable for a few simple systems and exact solutions are available only for a 

small number of atoms and molecules. This is because the computational effort to solve 

the Schrödinger equation for a many body system grows exponentially with number of 

electrons. To overcome this problem, several simplifications have been made. One of 

these simplifications achieved by exploring the great difference in mass between the 

electrons and the nuclei and since the electrons move much faster than nuclei, one can 

assume that the nuclei are frozen in the space and solve the Schrödinger for electrons 

wave function only. This is known as Born-Oppenheimer approximation. But it was still 

difficult to solve the Schrödinger equation for a many-electrons system until Hohenberg 

and Kohn [47], who proved a theorem that is the basis of density functional theory 

! 

H" = E"
H = Tn +Vnn +Te +Vne +Vee
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(DFT), achieved a breakthrough in the calculation of the ground state energy of the 

system and the derivation of a set of equations was given by Kohn and Sham [48]. The 

Hohenberg and Kohn theorem is: The ground-state energy from Schrödinger equation is a 

unique functional of the electron density. This theorem states that there exists a one-to-

one mapping between the ground-state wave function and the ground-state electron 

density. Kohn and Sham showed that the electron density can be expressed in a way that 

involves solving a set of equations in which each equation only involves a single electron 

wave function. The Kohn–Sham equations is 

 
(1.8) 

 

where veff is the effective potential energy, vH is known as Hartree potential which 

describes the Coulomb repulsion between the electron being considered in one of the 

Kohn–Sham equations and the total electron density defined by all electrons in the 

system, vXC is the exchange correlation potential that defines the exchange and 

correlation contributions to the single electron, and vext is the potential energy due to the 

nuclei. The Hartree potential is 

 (1.9) 

 

in which e is the electron charge and n(r) is the electron density defined as  

 (1.10) 
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And vXC is defined as a functional derivative of the exchange–correlation energy 

 (1.11) 

 
where EXC is the exchange–correlation functional appeared in energy relation. Once the 

single-electron wave function is obtained, the total energy that depends on the positions 

of ions through vext(r) is obtained as 

 (1.12) 

 

Here, ε0 is permittivity coefficient. The first term on the right hand is kinetic energy of 

electrons, the second term is the Coulomb interaction between the electrons and nuclei, 

the third term is the Coulomb interaction between the electrons, Eion is the Coulomb 

interactions between nuclei, and the last one is the exchange-correlation term.  

To find the electron density one must know the single-electron wave functions, and to 

know these wave functions Kohn–Sham equations must be solved. To this end, the 

problem is usually solved in an iterative way; the general algorithm is as follows [49] 

1) Define a trial electron density, n(r). 

2) Solve the Kohn-Sham equation using the defined trial electron density and find 

the electron wave functions, ψi. 

3) Calculate the electron density 

4) Compare the new electron density and the previous one and see if they are 

approximately the same. If precision condition is satisfied then the energy of the 

system can be obtained, otherwise one has to repeat steps 1-4 using the new 
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electron density until finding the correct electron density.  

The practical implementation of DFT involves many techniques that have been 

developed through the past decades and their details can be found in DFT texts [49]. 

Density functional theory calculation is a phenomenally successful approach to finding 

solutions to the fundamental equation that describes the quantum behavior of atoms and 

molecules and its application is rapidly becoming a standard tool for diverse materials 

modeling problems in physics, chemistry, materials science, and multiple branches of 

engineering.  

 

1.4 Organization of this thesis 

In this thesis, we combined numerical and experimental methods to analyze the evolution 

of morphology of GO sheets and calculated the thermal transport in polycrystalline 

graphene. To this end, we have performed atomistic simulations that can shed light on 

properties and structural evolution of graphene and graphene oxide and guide the 

experimental researches. The rest of this thesis is organized as follows: In Chapter 2, we 

have used MD simulations to understand the atomic details of structural evolution of 

graphene oxide, then the MD results are validated using DFT calculations. Finally, the 

MD and DFT calculations are supported by FTIR and XPS measurements.  In Chapter 3, 

we have performed MD simulations to calculate the thermal transport across grain 

boundaries of polycrystalline graphene and compared. We have also analyzed the effect 

of size and orientation of grains on thermal conductivity and boundary conductance of 

polycrystalline graphene. The most important results of this thesis are summarized in 

Chapter 4 and possible avenues for future research are discussed.  
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Chapter 2 

Structural evolution of graphene oxide 

during thermal reduction process 

 

2.1 Introduction 

One of promising methods that are currently being used for large-scale production of 

graphene is solution exfoliation of graphite into individual layers [21-24]. It has been 

demonstrated that efficient exfoliation of graphite can be achieved via chemical or 

thermal oxidation to graphite oxide, also called graphene oxide (GO) [25, 26]. 

Chemically derived graphene oxide provides high yield of covalently functionalized 

atomically thin carbon sheets [21, 50]. GO has emerged as a solution processable 

material for large area electronics because it can be readily and uniformly deposited on a 

variety of substrates [51-53]. Various types of devices exploiting the properties of GO 

such as nanoelectromechanical systems (NEMS) [54], flexible transparent conductors for 

photovoltaics [51, 55] and thin film transistors [53] have been successfully realized. GO 

contains saturated sp3 carbon atoms bound to oxygen, making it an insulator. Transition 

to a semiconductor via chemical or thermal removal of oxygen allows it to be 

incrementally reduced so that the electrical conductivity can be tuned over several orders 
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of magnitude [53, 56-58]. However, reduced GO (rGO) still contains residual (~ 8 at%) 

oxygen that is sp3 bonded with approximately 20% of the carbon atoms [52, 56]. 

Presence of these sp3 sites disrupts the flow of charge carriers through sp2 clusters so that 

transport in rGO occurs primarily by hopping rather than near ballistically as in the case 

of mechanically exfoliated graphene [59, 60].  A clear trend between the opto-electronics 

properties (transparency, conductivity and mobility) has been observed with increasing 

sp2 fraction via removal of oxygen in GO. However, virtually all studies in the literature 

using a variety of reduction techniques [52, 56, 61-63], have reported the presence of 

residual oxygen in rGO. Surprisingly, even extreme thermal (heating to 1373K in 

vacuum) and chemical reduction treatments (dipping as-synthesized GO in extremely 

toxic hydrazine) leads to only moderately enhanced properties with residual oxygen still 

remaining in sizable fractions (~ 7 at%). Therefore, the presence of residual oxygen in 

“reduced” GO represents a fundamental limitation that must be overcome if GO is to 

achieve properties resembling those of mechanically exfoliated graphene.  

Crucially, knowledge regarding the bonding configuration or location of the residual 

oxygen is presently lacking. Thus, the atomic structure of rGO must be thoroughly 

elucidated so that optimum reduction process can be devised. Insight into why residual 

oxygen remains despite robust reduction treatments is necessary through identification of 

atomic positions and configurations of persistently remaining oxygen in reduced GO. 

Additional information regarding the density and types of defects such as vacancies that 

are likely to be generated during oxygen evolution as well as the final hybridization states 

of C-C and C-O bonds and their spatial distribution is also lacking.  
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A detailed spectroscopic structural analysis and opto-electronic properties of GO at 

different degrees of reduction has recently been reported [56] that shows the evolution of 

oxygen functional groups and increase in sp2 bonding with annealing temperature. In this 

chapter1, we use molecular dynamics (MD) simulations to uncover the interplay between 

carbon and oxygen and the degree of defects and translational order of the residual atoms 

at different temperatures. This atomistic level study reveals that reduction by thermal 

treatment leads to the formation of carbonyl and ether groups. First-principles 

calculations confirm that both carbonyl and ether groups are thermodynamically stable 

and cannot be removed by further annealing without destroying the parent graphene 

sheet. The MD simulation results are supported by infrared (IR) absorption and X-ray 

photoelectron spectroscopy (XPS) data taken in situ during the thermal annealing 

process. The overall results provide new insight for carefully designing reduction 

treatments to prevent the formation of ether and carbonyl groups to decrease the 

concentration of residual oxygen. 

 

2.2 Computational and experimental methods 

Graphene oxide is an atomically thin sheet of carbon [61, 66, 67], that is covalently 

functionalized by oxygen atoms on either side. The oxygen functional groups on the basal 

plane are generally thought to consist of epoxy and hydroxyl molecules [68] although 

evidence for the presence of ketones and phenols have been found in recent work [50] 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Significant parts of this chapter have been published in 64. Bagri, A., et al., Structural evolution during 
the reduction of chemically derived graphene oxide. Nature Chemistry, 2010. 2(7): p. 581-587, 65. Bagri, 
A., et al., Stability and Formation Mechanisms of Carbonyl- and Hydroxyl-Decorated Holes in Graphene 
Oxide. Journal of Physical Chemistry C, 2010. 114(28): p. 12053-12061.  
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while edges can comprise of carboxyls, anhydrates, lactones, phenols, lactols, pyrones 

and ketones [69, 70]. Even though a variety of models [50, 68, 71-73] have been 

proposed to describe this material, a coherent and detailed explanation of GO structure 

remains to be elucidated. GO is not stochiometric and it is highly hygroscopic [50, 74], 

hence its composition can vary with the synthesis method [50, 75-77] and ambient[74]. 

We have therefore performed MD simulations on GO sheets consisting of unit cells of 

640 Carbon atoms with variable oxygen contents of 16.6% [78], 20% [78], 25% [74, 79] 

and 33% [75, 76, 79], values consistent with those reported in the literature.  

MD simulations were performed using the reactive force field ReaxFF, which is a general 

bond-order-dependent potential that provides accurate descriptions of bond breaking and 

bond formation in hydrocarbon/O2 systems [46].The main difference between traditional 

nonreactive force fields and the one that we employ in this work is that the atomic 

connectivity is determined by bond orders calculated from interatomic distances that are 

updated every MD step. This allows for bonds to break and form during the simulation. 

In order to account for nonbonded interactions such as van der Waals and Coulomb 

interactions for a system with changing connectivity, these interactions are calculated 

between every pair of atoms, irrespective of connectivity, and any excessive close-range 

non-bonded interactions are avoided by the inclusion of a shielding term [46]. The force 

field used in the current work was obtained by using quantum mechanics based training 

sets for oxidation of hydrocarbons. For simulations on a number of hydocarbon/O2 

systems [80, 81], it was found that ReaxFF obtains the energies, transition states, reaction 

pathways, and reactivity trends in agreement with quantum mechanical calculations and 

experiments.  
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To study the evolution of different functional groups on GO during high-temperature 

thermal reduction in an inert atmosphere (i.e. vacuum), we first considered a 4.3 nm × 4 

nm graphene sheet with randomly distributed epoxy and hydroxyl functional groups on 

the two sides of the sheet. We implemented periodic boundary conditions along the 

graphene basal plane in order to avoid any edge effects. Once the initial groups were 

distributed, the GO sheet was slowly heated from 10 K to a typical the reduction 

temperature (in the range 1000K – 3000K) over a time span of 250 fs. The temperature of 

the system was obtained by applying the thermostat to the entire system, i.e. all the 

atoms. Therefore, according to the equipartition theorem, the kinetic energy of any given 

atom is 3/2 kT. Thus, local effects where reactions take place do not influence the results. 

It was then annealed at this temperature for a time period ranging from 25 ps to 250 ps in 

order to identify all possible configurations of functional groups in reduced GO. In most 

of our simulations, we did not find any significant change in the morphology of the sheets 

after the sheets were annealed for about 200 ps. Finally, in order to confirm the stability 

of configurations obtained as a result of high-temperature thermal reduction, rGO sheets 

were annealed at 300 K for 1.25 ps. These simulations were performed in a canonical 

NVT ensemble with a Berendsen thermostat for temperature control and a time step of 

0.25 fs.  

The simulated hydrogen treatment was performed on both sides of the GO sheet. The 

concentration of the hydrogen (H2) was 15% of the carbon atoms in GO. The temperature 

was increased up to 1000 or 1500K in 250fs and held at that temperature for 50ps. The 

hydrogen that did not participate in any chemical reactions and any by products were then 

removed and the system was quenched to room temperature in 1.25ps. Finally, the system 
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was annealed at room temperature for an additional 1.25ps. 

The first principles density functional theory calculations to compute the formation 

energies of epoxy, carbonyl and phenol configurations were performed with a plane wave 

basis set using the ab-initio simulation package, VASP [82, 83]. We used projector-

augmented wave potentials [84] to represent the ionic cores. The generalized gradient 

approximation of the Perdew-Burke-Ernzerhof [85] form was employed for the exchange 

and correlation functional. We implemented a kinetic energy cutoff of 500 eV. To 

compute the total energy of the structures we used a periodic simulation cell with 120 

carbon atoms with a 12 Å thick vacuum region in the direction normal to the graphene 

sheet. The initial structure for an epoxy group was constructed by placing an oxygen 

atom between two carbon atoms at a distance of 1 Å from the graphene plane, while the 

carbonyl pair was constructed by symmetrically placing two oxygen atoms on either side 

of a C-C bond at a distance of 1.5 Å from the graphene sheet. These structures were then 

relaxed using the conjugate gradient algorithm until the atomic forces were smaller than 

0.01 eV/Å. 

For the infrared absorption studies, GO samples were deposited on oxidized Si substrates 

(oxide ~1.5nm thick, wafer polished on both sides), with the dimensions of 3.8 ×1.5 cm 

(1.5 × 0.6 in). The GO thin films used for FTIR and XPS were deposited using the 

vacuum filtration method as reported in Ref. [53] from graphene oxide solution prepared 

using the modified Hummers method, details of which are also included in the 

supplementary information of Ref [53]. The GO-coated Si sample was held by two Ta 

clips (for direct resistive heating) and placed in a vacuum chamber (~10-5 Torr base 

pressure). The measurements were taken by using a ThermoFisher Nicolet 6700 FT-IR 
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spectrometer (KBr beam splitter) with a DTGS detector under constant nitrogen purge of 

20 sccm. The optimum conditions were chosen as having an optical velocity of 0.6329 

cm/sec with an incidence angle of 70° using direct transmission. The samples were 

heated through the current control by using 6010A DC Power Supply (0-200V/ 0-17A, 

1000 W, Hewlett Packard) with a temperature control using Eurotherm. The reference for 

most spectra, unless specifically listed as differential spectra, is the original oxidized Si 

sample. Hence, any perturbation of the original oxide during GO deposition, including 

sample cleaning prior to deposition, is reflected in the spectra, mostly as a loss of SiO2.   

 

2.3 Results and discussion 

The hydroxyl and epoxy groups were randomly distributed over the entire graphene 

sheet. However, we took into account the experimental observation of Cai et al. [86] who 

found that hydroxyl group bonded to a carbon atom was accompanied by an epoxy group 

bonded to a neighboring carbon atom, as shown in Figures 2.1a (i) and (ii). Periodic 

boundary conditions along the graphene basal plane were implemented to avoid any edge 

effects. The ratio of the hydroxyl to epoxy functional groups in the basal plane was also 

varied from 1:1, 3:2 and 2:3. The annealing temperatures (1000K, 1500K, 1600K and 

3000K) were selected to correlate with our previous XPS study so that simulated results 

can be compared with experimental data. The details of the MD simulations are given in 

the methods section. The MD simulations were performed for 250 psec, which is two 

orders of magnitude longer than previously reported studies [87]. The initial 

configurations of GO sheets of varying oxygen concentrations hydroxyl and epoxy 
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Figure 2.1: (a) Initial configuration of hydroxyl and epoxy groups used in the MD calculations 

based on the observations of Cai et al. [86] who found that hydroxyl and epoxy groups are 

bonded to neighboring carbon atoms. The hydroxyl group is shown to be on the same side of the 

basal plane as the basal plane in (i) while it is on the opposite side in (ii). Similarly the epoxy 

group can be on either side of the basal plane (not shown). Simulated GO structures for different 

initial oxygen contents having hydroxyl to epoxy ratio of 3:2 at 300 K. Structures for 20% and 

33% oxygen contents before (b and c, respectively) and after (d-e, respectively) annealing at 1500 

K are shown. Carbon, oxygen and hydrogen atoms are color-coded as gray, red and white, 

respectively.   
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Figure 2.2: Oxygen functional groups and carbon arrangements formed after annealing: (a) a pair 

of carbonyls, (b) carbon chain, (c) pyran, (d) furan, (e) pyrone, (f) 1,2-quinone, (g) 1,4-quinone, 

(h) carbon pentagon, (i) carbon triangle, (j) phenol. Carbon, oxygen and hydrogen atoms are 

color-coded as gray, red and white, respectively.   

 

groups (3:2) are shown in Figures 2.1b and c. In low oxygen content sheets, isolated 

functional groups can be found. As the concentration of oxygen is increased, epoxy and 

hydroxyl groups are in closer proximity. This leads to a dynamic interplay between the 

two types of functional groups during thermal annealing, which can influence the 

reduction process (see discussion below). In an actual GO sheet, the interactions between 

the functional groups play a crucial role in determining the final structure and oxygen 

configuration of reduced GO. The structures of the sheets after annealing at 1500K are 

shown in Figures 2.1d and 1e. It can be clearly observed that significant atomic 

rearrangement takes place and that the GO sheets are left significantly disordered after 

thermal annealing with the highest initial oxygen content structure being the most 

extreme case, as indicated in Figure 2.1e. Formation of such big holes has been reported 

in [88]. Specifically, carbonyls, linear carbon chains, ether rings, such as furans, pyrans, 

pyrones, 1,2-quinones, 1,4-quinones, carbon pentagons, carbon triangles and phenols (as 
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indicated in Figures 2.2a-j) along with increased sheet roughness are evident. These 

structural changes evolve from evolution of various functional groups with temperature. 

To gain insight about the morphological alterations caused by the evolution of the 

functional groups, we analyzed the nanoscale roughness of the carbon basal plane. The 

roughness of pristine GO sheet increases moderately after annealing at ~ 1500-1600K for 

oxygen concentrations of 20% and 25%, and dramatically for oxygen concentration of 

33%, see Figure 2.3.  

 

Figure 2.3: Side views of GO sheets with hydroxyl to epoxy ratio of 3:2 at oxygen concentrations 

of 20% (a,b) and 25% (c,d). (a) and (c) correspond to the configurations before reduction, while 

(b) and (d) are the configurations after reduction at 1500K. 
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A detailed MD simulations analysis reveals that the hydroxyl functional groups require 

lower temperatures for desorption than the epoxy groups, as indicated by the release of 

H2O below 1000K. Above this temperature, the calculations reveal evolution of a small 

amount (~2%) of CO, CO2 and O2. The evolution of oxygen molecules are attributed to 

the desorption of some isolated epoxides while the release of CO2 and CO molecules was 

observed when hydroxyl and epoxy sites were in close proximity, a scenario that was 

readily observed at the highest simulated oxygen concentration (33%) (Figure 2.1c). It is 

also noteworthy that desorption of hydroxyls introduces minimal disorder within the 

honeycomb carbon lattice, as indicated by the lower concentration of vacancies and 

pentagonal carbon rings these site locations (not shown). In contrast, the desorption of 

epoxy groups that are in close proximity to other saturated sp3 carbon bonds, leads to the 

creation of vacancies within the basal plane due to the evolution of CO2 and CO 

molecules above 1500K (as explained below).  

Table 2.1: Simulation results of oxygen concentration after heating (1000K, 1500K) of graphene 

oxide with different initial oxygen concentrations. The values shown in black indicate percentage 

of remaining oxygen after heating (1000K, 1500K) while the values shown in red are after 

introducing H2 and reheating the structure up to thermal reduction temperature (1000K, 1500K). 

The ratio of hydroxyls/epoxides are reported in parentheses for each initial oxygen concentration. 

Initial O% 
Final  O% 

20% (2:3) 20% (3:2) 25% (2:3) 25%(3:2) 33%(2:3) 33%(3:2) 

1000K 18.7 
(11.8)%  

16.3 
(8.9)% 

23.1 
(16.2)% 

20.7 
(13.3)% 

29.7 
(26.5)% 

29.7 
(23.9)% 

1500K 15.4 
(10.1)% 

13.6 
(7.2)% 

20.5 
(16)% 

17.3  
(12)% 

28.9 
(25.3)% 

24.9 
(21.6)% 

 

The residual oxygen remaining in GO is dependent on the initial oxygen concentration, 

hydroxyl to epoxy ratio, and annealing temperature, as indicated in Table 2.1. The 
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reduction efficiency is also indicated in the Table. It can be seen that the efficiency of 

reduction is higher for lower initial oxygen concentrations (16.6% and 20%) and higher 

hydroxyl to epoxy ratio (3:2).  This can be explained by the lower energy required to 

remove hydroxyls relative to epoxides and also from the fact that isolated epoxides are 

very stable (see description below). The concentration of functional groups remaining in 

the annealed GO versus the initial oxygen content is summarized in Figure 2.4. The 

percentage of remaining hydroxyl, carbonyl, ether and epoxy groups are shown as a 

function of initial oxygen content and annealing temperature of 1500K. It can be seen 

that the relative concentration of the residual hydroxyl, carbonyl, and ether groups 

increase at the expense of epoxy groups with initial oxygen content. It should be noted 

that some residual hydroxyls are present as phenols groups (Figure 2.2j), in agreement 

with experiments [89]. However at low initial oxygen concentration (20%), isolated 

epoxy groups remain even after annealing up to 1000K. In particular, at this temperature 

the stability of isolated epoxides can be seen by the remarkably high percentage of 

residual epoxide (up to 63.5% of epoxies versus only 7% of carbonyls and 0% of ethers), 

as shown in Figure 2.4b. 

Close examination of the residual oxygen reveals that the formation mechanism of groups 

such as carbonyls (Figure 2.2a) and ether rings (Figure 2.2c,d), have different origins. 

Overall, carbonyls are created by re-arrangement of epoxide groups and hydroxyls that 

are closely surrounded by saturated carbons (sp3), while substitutional oxygen (C-O-C 

ether rings) formation was more favored at high annealing temperatures. This is 

supported by the data plotted in Figure 2.4b. Considering the concentration of each 

functional group after relatively low temperature (1000K) annealing reported in Figure 
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2.4b, the carbonyls are observed to progressively increase with the initial oxygen content 

(from 7%-15% up to 20%-28%) whereas epoxide concentration decreases (from 40%-

60% down to 37%-42%). The effect is most prominent for GO with hydroxyl to epoxy 

ratio of 2:3 (green filled dots in Figure 2.4b). While the increase of the initial oxygen 

concentration at low annealing temperatures (1000K) led to an increase in carbonyl 

concentration, this was much more pronounced at higher temperatures (from 1500-1600K 

up to 3000K), reaching a saturation value of 50%.  

 
Figure 2.4: Concentrations of oxygen functional group remaining in GO after heating to (a) 

1500K (b) 1000K versus the initial oxygen concentration. The different functional groups are 

denoted by the color: black for carbonyls, blue for hydroxyls, green for epoxides and red for furan 

and pyran. The filled dots indicate initial hydroxyl to epoxy ratio of 2:3 whereas the empty dots 

refer to ratio of 3:2. The lines are guides for the eye. 

 

An important feature of the post-annealing morphology is that the sheet no longer 

remains pristine or defect-free—it is characterized by a large number of holes and other 

defects such as ethers along with residual epoxy and hydroxyl groups that remain on the 

sheet. Interestingly, the holes with carbonyl groups are distributed randomly within the 

GO sheet, in contrast to recent studies that suggest the presence of carbonyl groups only 
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on the free edges of GO sheets [90-92]. Here we focus on the formation of holes 

decorated by hydroxyl and carbonyl functional groups that are found in large numbers on 

the annealed sheets. Furthermore, we find that once these defects are formed, they are 

very stable against dissociation.  The fact that they remain practically intact during 

subsequent annealing suggests that they are favorable from an energetic point of view. 

Next, we consider the structure and formation energies of the carbonyl- and hydroxyl-

decorated holes. 

By comparing the morphology of reduced GO sheets with the initial configurations of 

functional groups on the sheet, we have inferred that both epoxy and hydroxyl groups 

contribute to the formation of the hole-like defects in GO—the holes are always observed 

in the neighborhoods where either two epoxy groups, an epoxy and a hydroxyl group, or 

a cluster of hydroxyl groups were located near each other prior to annealing. Why do 

these holes form and what are the reaction pathways that lead to their formation starting 

from the epoxy and hydroxyl functional groups? To understand the preponderance of 

these defects in the annealed sheet, we first compute the formation energy of an isolated 

carbonyl pair on a graphene sheet using both the ReaxFF potential and first principles 

density functional theory calculations and compare it with the corresponding energy of a 

pair of neighboring epoxy groups.  

The geometric arrangement of relaxed GO configurations consisting of an epoxy pair and 

a carbonyl pair are shown in Figure 2.5. By comparing the total energies of the relaxed 

structures, we find that both the ReaxFF and the first principles calculations predict that 

the configuration with a hole decorated by a carbonyl pair has lower energy than the 

configuration with an epoxy pair. While ReaxFF predicts that the carbonyl pair is 
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Figure 2.5: The atomic structure of relaxed GO sheets with an epoxy pair (a, d), a hole decorated 

by a carbonyl pair (b, e), and a hole decorated by a carbonyl and a hydroxyl group (c, f). The 

configurations (a-c) are obtained using the ReaxFF potential, while (d-f) are obtained by first 

principles methods. In each case, the strain (in %) in the C-C bonds near the functional groups is 

marked in the plan view (top), while the C-O bond lengths (in Å) are shown in the side view 

(bottom). The lengths of the remaining C-C bonds can be determined using symmetry 

considerations. In all the calculations, periodic boundary conditions are enforced along both 

coordinate directions. 

 

favorable by 2.08 eV, VASP predicts a smaller magnitude of 0.87 eV, which is still much 

higher than typical thermal energies at the temperatures at which reduction is carried out. 

The geometric details of relaxed structures obtained by ReaxFF are nevertheless in good 

agreement with the first principles calculations (refer to Figure 2.5). 
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The relative stability of a hole decorated by a carbonyl pair can be explained by 

considering the strain in the basal plane induced by different functional groups. Figure 

2.5 also shows the percentage change in the lengths of all graphene C-C bonds near the 

functional groups relative to the sp2 C-C bonds. It can be clearly seen that the attachment 

of epoxy groups on graphene leads to a non-planar “frustrated” sp3 bonding configuration 

for carbon atoms connected to oxygen, which in turn creates a significant strain in 

neighboring C-C bonds (refer to Figures 2.5a and 2.5d). However, in the case of a hole 

with a carbonyl pair, the bonding configuration remains close to planar sp2 hybridization 

due to the formation of carbon-oxygen double bonds (C=O), leading to small strain in the 

basal plane as shown in Figure 2.5b) and Figure 2.5e. A hole with a carbonyl pair is 

therefore a relatively strain-free structure resulting in a lower formation energy compared 

to the epoxy pair. 

In the above analysis, we restricted attention to a particular placement of the epoxy 

groups. Next, we show that a hole with a carbonyl pair is lower in energy than any pair of 

epoxy groups. Figure 2.6 shows the relaxed structure and the energy of several 

arrangements of these groups obtained by ReaxFF, including the case where the epoxies 

are placed on two sides of a C-C bond (refer to Figure 2.6a). From the computed energies 

of these configurations, it is clear that the formation of the carbonyl pairs is favorable 

over all other arrangements—the energy of the carbonyl pair is lower than all other 

configurations by 2 eV or more.  

It is also interesting to note that the formation energy of the pair of epoxies attached to 

the same carbon atoms (one epoxy group on each side of the sheet) in Figure 2.6a is the 

least favorable compared to all other arrangements including two non-interacting epoxies 
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Figure 2.6: The potential energy map – as predicted using ReaxFF – for the relaxed GO sheet 

with pairs of epoxy and carbonyl groups arranged in different configurations. For each 

configuration, the absolute potential energy of the system in eV is given, while the energy relative 

to state (g), the lowest energy configuration, is noted in parentheses. 

 

located far from each other. On first glance this result is somewhat surprising, 

particularly in light of very recent work [93] that shows that it is indeed favorable to 

attach a new epoxy group to existing epoxy groups. To understand the cause for this 

discrepancy, it is important to recognize that the formation energies of the epoxy groups 

depend strongly on the arrangement of other functional groups in their vicinity. Based on 

the computed formation energies, we find that the attachment of a new epoxy group that 
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is already a part of an “epoxy row” is indeed favorable over the attachment of an epoxy 

far from this row (the energy is lowered by 0.4 eV as shown in Figure 2.7). On the other 

hand, the attachment of a new epoxy group to an existing but isolated epoxy group 

increases the energy by 0.43 eV compared to attaching the new epoxy far from the 

existing epoxy, as shown in Figures 2.6a and 2.6b. An epoxy group leads to the stretching 

of the underlying C-C bond to 1.78 Å and 2.42 Å when it is in isolation and part of an 

epoxy chain, respectively. When a new epoxy group is added in the former case, this 

bond has to be further stretched, which can only by accomplished by creating a 

significant strain in the other bonds in the vicinity. 

 

Figure 2.7: The potential energy map for graphene oxide with a row of ethers and an epoxy 

group (a,b), and a row of ether and a carbonyl pair (c),  as predicted using the ReaxFF potential. 

For each case, the absolute potential energy of the system in eV is given, while the energy 

relative to state (c), the lowest energy configuration, is noted in parentheses. The relative energies 

of these configurations are in qualitative agreement with an earlier first principles study [93]. 

 

It should also be pointed out that the hole formation mechanism proposed in Li. et al [93]. 

relies on the existence of a row of epoxies, see Figure 2.7.  However as pointed out by 

Ajayan and Yakobson [94], it is not clear how isolated epoxy groups fall into ranks to 
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take part in a well orchestrated serial bond-breaking and rebonding process that leads to 

the formation of the epoxy rows. The randomly-bound epoxy groups can only find such 

stable alignments as a result of rapid vacillation between different sites, but this is not 

easy to reconcile with the high energy barriers associated with such a mechanism, which 

can be of the order of 1 eV [95]. In distinct contrast to holes formed at the epoxy chains, 

the holes formed in our simulations arise solely from the random arrangement of epoxy 

and hydroxyl groups.   

In Figures 2.5c and 2.5f we consider the relaxed structure of a different hole-like 

configuration—a hole decorated by a carbonyl and a hydroxyl group; based on these 

calculations, it is evident that the formation of a hole decorated by a carbonyl and a 

hydroxyl group also leads to small strain in the basal plane. While the ReaxFF calculation 

predicts that the structure with a hole decorated by a carbonyl and a hydroxyl is lower in 

energy by 1.09 eV compared to the configuration with a hole, first principles calculations 

reveals no major difference between the energy of these configurations. For this structure, 

first principles calculations show that structure without a hole is lower by 0.06 eV than 

the structure with a hole. Next we describe in detail the reaction pathways and the 

mechanisms that lead to the formation of holes during thermal reduction of GO. 

Now, we elucidate bond-breaking and formation mechanisms by which carbonyl- and 

hydroxyl- decorated holes are created on GO. Based on our molecular dynamics 

simulations of large GO sheets, we have identified three different mechanisms for the 

formation of holes in GO sheets during thermal reduction. To systematically study these 

mechanisms, we have arranged the initial configurations that lead to hole formation on 

small GO sheets (1.3 nm × 1 nm, or 48 carbon atoms in the basal plane). For each 
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mechanism of hole formation, we analyze the variations in the bond lengths and bond 

orders of the bonds near functional groups. By monitoring these quantities, we can 

identify the key steps in the sequence of events that lead to the formation of holes and 

estimate the energies of ephemeral transition states. In what follows, we show that the 

specific initial distributions of epoxy and hydroxyl groups essentially facilitate the 

breaking of C-C bonds and subsequent tearing of the sheets by creating large strain in the 

basal plane. 

In each case, the initial configurations were first created by placing hydroxyl or epoxy 

functional groups adjacent to each other as shown in Figures 2.8a, 2.10a and 2.12a. These 

configurations were subsequently relaxed using the conjugate gradient algorithm until the 

atomic forces were less that 0.01 eV/ Å. The relaxed structures were then slowly heated 

from 0 K to a typical reduction temperature of 2000 K over a period of 250 fs, following 

which they were annealed until the transformation of the initial structure into a 

configuration with a hole was observed. As in the case of thermal reduction of a large GO 

sheets shown in Figure 2.1, we employed a canonical NVT ensemble with a Berendsen 

thermostat [96] for temperature control and a time step of 0.25 fs. In order to understand 

the influence of annealing temperature, this procedure was repeated with different 

annealing temperatures in the range 700 K to 2000 K. In all the cases, the key events in 

the formation of holes (such as transfer of atoms between adjacent functional groups and 

bond dissociation) were observed essentially at all the temperatures—the frequency of 

such events was merely found to be greater at higher temperatures. Finally, by computing 

the potential energies of the initial and final relaxed structures in each case, we confirm 
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that the final configuration is indeed energetically favorable compared to the initial 

configuration.  

 
Figure 2.8: Hole formation in GO due to the interaction of epoxy and hydroxyl groups during 

thermal reduction at 2000 K. The snapshots present a chronological evolution of the structure at 

3.5 ps, 3.6 ps, 4.0 ps, and 4.25 ps. Carbon, oxygen and hydrogen atoms are color-coded as gray, 

red and white, respectively. 
 

1. Hole formation due to interaction of epoxy and hydroxyl groups  

The first mechanism that we consider involves an epoxy group and a hydroxyl group 

located on opposite sides of the basal plane, as shown in Figure 2.8. In equilibrium 

(Figure 2.8a), these groups create significant distortion of the C-C bonds in their vicinity 

as evidenced by the bond orders and bond-lengths in the configuration shown in Figure 

2.9a—the bond lengths between the atoms C1-C2 and C2-C3 in Figure 2.8a are close to 

1.55 Å (compared to 1.44Å for C-C bonds in graphene) while their bond order of 

approximately 1 indicates a bonding configuration that is closer to an sp3 bond rather than 
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the sp2 bonding in graphene. Upon annealing, the events that lead to the formation of the 

hole in the graphene sheet (in Figure 2.8d) can be identified as follows: 

1) Stretching of the C2-C3 bond:  As the simulations progress, we find that the C2-C3 

bond undergoes large oscillations in bond length, stretching up to 1.77 Å (22% stretch) 

indicating that the lattice distortion induced by the arrangement of functional groups 

leads to significant weakening of this bond.  We find that the stretching of this bond acts 

as a precursor to the creation of holes. 

 

Figure 2.9: Variations in the bond lengths and bond orders of the most relevant bonds during 

hole formation in GO due to the interaction of epoxy and hydroxyl groups given in Figure 2.8. 

C1, C2, C3, and O4 correspond to the carbon and oxygen atoms marked in Figure 2.8a. 
 

2) Breaking of the C3-O4 bond: The stretching of the C2-C3 bond also influences one leg 

of the epoxy bonds, namely C3-O4. As the carbon atom C2 is also part of the nearly 
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tetrahedral bonding arrangement (arising from the presence of the hydroxyl group on the 

atom C1), the C2-O4 bond does not stretch to any significant degree. On the other hand, 

we find the C3-O4 bond undergoes oscillations of larger amplitude and breaks, leading to 

a double bond between C2-‐O4 (as evidenced by the bond order of 1.5 in Figure 2.9c) 

yielding an intermediate high energy configuration. The potential energy of this 

intermediate configuration is approximately 0.75 eV greater than the configuration shown 

in Figure 2.8a. 

3) Breaking of the C1-C2 bond: The breaking of the bond C3-‐O4 also facilitates further 

out-‐of-‐plane distortion of the carbon atoms C1 and C2 resulting in an increase in bond 

length from 1.55 Å to 1.75 Å and the reduction in bond order from 1 to 0.7 as seen Figure 

2.9d.  The weakened C1-‐C2 eventually breaks, creating a hole in the sheet (Figure 2.8d) 

that is decorated by a carbonyl and a hydroxyl group on the two sides of the sheet. This 

configuration remains stable upon further annealing. We find that the potential energy of 

this configuration is favorable over our initial configuration by 1.1 eV.  

 

2.   Formation of holes by interaction of hydroxyls 

Here we consider holes that can be formed by the interaction of pairs of hydroxyls 

connected to the two sides of the sheet as shown in Figure 2.10. Here, we find that the 

bond between carbon atoms C1 and C2 is stretched to 1.7 Å —a 17% increase in bond 

length compared to the sp2-‐connected carbon atoms (see Figure 2.11a).  Upon annealing 

this configuration, we observe the following sequence of events that lead to the formation 

of a hole with a carbonyl pair along with the release of two water molecules.  
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1) Breaking of the C1-C2 bond:  As the sheet is annealed, the C1-C2 bond oscillates 

between 1.5 Å and 1.8 Å until it eventually breaks, as shown in Figure 2.10b.  

 
Figure 2.10: Hole formation in GO due to the interaction of hydroxyl groups during thermal 

reduction at 2000K. The snapshots present a chronological evolution of the structure at 0.75 ps, 

1.0 ps, 1.1 ps, and 3.5 ps. Carbon, oxygen and hydrogen atoms are color-coded as gray, red and 

white, respectively. 
 

2) Formation of water molecule via hydrogen bonding: Once the C1-C2 bond breaks, to 

satisfy the electron valence, the bond order between these carbon atoms and the 

connected oxygen atoms increases. For example, as seen in Figure 2.11b, when the C1-

C2 bond breaks, the bond order between C2 and O4 increases from 0.9 to 1.3. This 

essentially weakens the bond between the oxygen and hydrogen atoms in the hydroxyl 

groups (for example, O4-‐H6).  The eventual dissociation of the hydroxyl group (O4-‐H6) 
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is facilitated by weak hydrogen bond interactions between the adjacent hydroxyl groups 

(see Figure 2.10b).  As a result of these interactions, the hydrogen atom H6 migrates to 

the neighboring hydroxyl group, leading to the formation of a carbonyl group and a water 

molecule. The newly formed water molecule eventually escapes the sheet as indicated in 

Figure 2.10c. In a similar manner, the hydroxyl group connected to the carbon atom C1 

also dissociates via the mechanism discussed above, giving rise to the carbonyl pair and 

an additional water molecule as shown in Figure 2.10d.  

 
Figure 2.11: Variations in the bond lengths and bond orders of the most relevant bonds during 

hole formation in GO due to the interaction of hydroxyl groups given in Figure 2.10. C1, C2, C3, 

and O4, O5 and H6 refer to the carbon, oxygen and hydrogen atoms marked in Figure 2.10a. 
 

The final structure with the carbonyl pair is energetically favorable—the combined 

potential energy of this structure and the water molecules is lower by approximately 0.2 

eV compared to the configuration in Figure 2.10a. We note that, if there is only one 
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hydroxyl group on one side of the sheet shown in Figure 2.10a, it will give rise to one 

water molecule and a hole decorated by a carbonyl and a hydroxyl group—a 

configuration very similar to the one which forms as a result of the interaction between 

an epoxy group and a hydroxyl group shown in Figure 2.8.  Finally, we find that the 

energy difference between the initial configuration and the state where the C1-C2 bond is 

stretched to 1.8 Å (Figure 2.10b) to be 1 eV, which provides an estimate for the energy 

barrier for hole formation. 

 

3.   Hole formation due to interaction of epoxy groups 

Figure 2.12 demonstrates the formation of two holes and two carbonyl pairs from the 

neighboring epoxy groups. As discussed earlier, epoxy groups on graphene sheets alter 

the bonding environment in their vicinity and give rise to significant deformation of the 

sheet. The degree of distortion depends on the relative positions of the groups. For 

example, for the configuration in Figure 2.12a, where two neighboring epoxy groups are 

connected to the opposite sides of the graphene sheet, the carbon bonds C1-C3 and C1-

C2 are stretched by 17.5% compared to the sp2 bonds in graphene. Below we discuss how 

carbonyl pairs are created as this structure is annealed. 

1) Breaking of the C3-O5 bond and the formation of a lone oxygen bond: The sequence 

of reactions that transform neighboring epoxy groups to a carbonyl pair begins with the 

weakening of bonds C1-‐C3 and C3-‐O5 (refer to Figure 2.12b). As a consequence of large 

local strain and thermal fluctuations, the bond C3-‐O5 breaks, resulting in a high-‐energy 

intermediate configuration with carbon atom C1 connected to three neighboring carbon 
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atoms as well as the lone oxygen atom O5 (refer to Figure 2.12c).  We estimate that the 

potential energy of this configuration is greater than the configuration shown in Figure 

2.12a by approximately 0.75 eV. 

 

Figure 2.12: Hole formation in GO due to the interaction of epoxy groups during thermal 

reduction at 2000 K. The snapshots present a chronological evolution of the structure at 0.4 ps, 

0.55 ps, 0.7 ps, 1.12 ps, 1.2 ps and 5.0 ps. Carbon and oxygen atoms are color-coded as gray and 

red, respectively. 
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Figure 2.13: Variations in the bond lengths and bond orders of the most relevant bonds during 

hole formation in GO due to the interaction of epoxy groups given in Figure 2.12. C1, C2, C3, C4 

and O5 and O6 refer to the carbon and oxygen atoms marked in Figure 2.12a. 
 

2) Breaking of the C1-C2 bond and the formation of a carbonyl group: The high-‐energy 

configuration with the lone oxygen bond gives way to a lower energy configuration 

(Figure 2.12d) by breaking the strained C1-‐C2 bond, as evidenced from the sudden 

decrease in the bond order shown in Figure 2.13c. As soon as the bond C1-‐C2 breaks, the 
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bond order for C1 and O5 increases to 1.5 (see Figure 2.13d), denoting the formation of a 

carbonyl group.  In the end, the neighboring epoxy group C2-‐O6-‐C4 also transforms to a 

carbonyl group resulting in a configuration with a hole decorated by a carbonyl pair, as 

shown in Figure 2.12e. The formation of this configuration is indeed energetically 

favorable—the energy is lowered by 2.3 eV as a result of the transformation from a pair 

of neighboring epoxies to the carbonyl pair. The second pair of epoxies shown in Figure 

2.12a also transforms to the carbonyl pair shown in Figure 2.12f via the mechanism 

discussed above. 

We note that the mechanisms for the creation of holes in graphene oxide that we have 

discussed here do not involve any migration of functional groups along the graphite 

sheet—the holes are created solely as a consequence of local bond dissociation and 

reformation. This feature is in contrast to an earlier molecular dynamics study [97] where 

the formation of holes was observed to be preceded by the migration of epoxies along the 

graphene sheet at high temperatures. Finally, our molecular dynamics simulations reveal 

that a different arrangement of epoxy groups in the initial configuration in Figure 2.6f, 

where the neighboring epoxy groups are located on the neighboring hexagonal ring 

instead of the same hexagonal ring in Figure 2.8a, also yields a pair of carbonyl groups 

via the same mechanism discussed above. 

As discussed above, the formation of carbonyls can be linked to the interplay between 

hydroxyl and epoxy groups or to two epoxides bonded with two neighboring carbon 

atoms and facing opposite side of the sheet. The four different initial configurations of 

the oxygen groups that lead to formation of carbonyl- and hydroxyl- decorated hole-like 

configurations are summarized and shown in Figure 2.14. The generation of carbonyls in 
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such configurations is thermodynamically favored as evidenced by the reduction in the 

total energy (as indicated by the corresponding energy values given for each transition 

computed using first principles calculations described in the methods section) of the 

system upon formation of these functional groups (Figure 2.14).  

 

Figure 2.14: Initial configuration of hydroxyl and epoxy groups (top) leading to formation of 

carbonyl and hydroxyl decorated holes (bottom).  In (a) transfer of hydrogen between 

neighboring hydroxyl groups (indicated by arrows) leads to the formation of a carbonyl pair. In 

(b-d) strain created by epoxy groups leads to the creation of carbonyl and phenol groups that relax 

the strain the neighboring carbon atoms. The energy difference (Ei – Ef in eV) between the initial 

configurations (top) and the final configurations (bottom) in each case obtained using DFT 

calculations (refer to methods section for details). Note that formation of these holes is 

energetically favorable in all cases. Carbon, oxygen and hydrogen atoms are color-coded as gray, 

red and white, respectively. 

 

The attachment of epoxy groups on graphene leads to a non-planar “frustrated” sp3 

bonding configuration for carbon atoms connected to oxygen, which in turn creates a 

significant strain in neighboring C-C bonds, enhancing their IR activity (IR absorption by 

the C-C stretch modes at ~1550 cm-1). However, in the case of a hole with a carbonyl 

pair, the bonding configuration remains close to planar sp2 hybridization due to the 
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formation of carbon-oxygen double bonds (C=O), leading to small strain in the basal 

plane. The transition states along with energy barrier of creation of these carbonyl- 

phenol- decorated holes are shown in Figure 2.15. These calculations are performed using 

the nudge-elastic band (NEB) method implemented in VASP [82, 83]. The nudged elastic 

band (NEB) is a method for finding saddle points and minimum energy paths between 

known reactants and products. The method works by optimizing a number of 

intermediate images along the reaction path. Each image finds the lowest energy possible 

while maintaining equal spacing to neighboring images. This constrained optimization is 

done by adding spring forces along the band between images and by projecting out the 

component of the force due to the potential perpendicular to the band. 

Multiple interactions between several hydroxyl and epoxy groups, especially for high 

initial oxygen contents (25%, and 33%), can also lead to stable highly oxygenated 

hexagons, such as pyrones, 1,2-quinones and 1,4-quinones  (Figures 2.2e-g). 

 
Figure 2.15: Energy barriers and transition states for the formation of (a) a carbonyl pair from a 

pair of epoxies and (b) a phenol-carbonyl pair from a hydroxyl and epoxy groups. The transition 

states in both cases are characterized by “atop” oxygen atoms on the basal plane. 
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A distinct mechanism for in- plane incorporation of oxygen has been observed. Loss of 

CO and CO2 accompanied by the generation of carbon vacancies allows incorporation of 

oxygen into the basal plane. The initial configurations and the key events that lead to 

oxygen incorporation in the basal plane are shown in Figures 2.16 and 2.17. In the initial 

configuration shown in Figure 2.16a, the interactions between hydroxyls and epoxides 

lead to the creation of a pyran. For the initial configuration shown in Figure 2.17a, pyrans 

are created by interaction of epoxides in close proximity. Also, while CO2 is formed as a 

byproduct in the former case (mechanism shown in Figure 2.16), CO is formed in the 

latter case (Figure 2.17). The individual bond-breaking and bond-formation events that 

lead to the incorporation of the oxygen atoms in the basal plane and the production of the 

CO and CO2 molecules is presented in the Figures 2.16 and 2.17. Here, we note that the 

key steps in these reactions involve 1) formation of the carbonyl groups, 2) transfer or 

hopping of hydrogen atoms between different hydroxyl and carbonyl groups and 3) 

formation of new bonds between oxygen atoms that are part of carbonyl groups and 

under-coordinated carbon atoms in the basal plane.  

Carbon vacancy generation requires higher barrier energy in comparison to carbonyl 

formation and hence it occurs at higher temperatures.  Evidence of this is the presence of 

larger amounts (18%) of residual furans and pyrans for low oxygen contents (16.6%-

20%) after annealing at 3000K (not shown), as compared to ~ 1-2% and <1% for 1500 K 

and 1000K, respectively (Figure 2.4a,b). In the case of 33% initial oxygen concentration, 

60% epoxy and annealing at 1600K, highly distorted honeycomb lattice was observed 

due to the evolution of ~ 2% of carbon atoms. This leads to the formation of carbon 
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pentagon rings as well as ether rings. In such cases, the overall concentration of 

remaining oxygen was found to have 10% ether rings and 55% carbonyl groups. 

 

Figure 2.16: (a) Initial configuration with hydroxyl and epoxies that leads to the incorporation of 

an oxygen atoms in the basal plane (f). The ephemeral intermediate configurations seen in the 

MD simulations are shown in panels (b-e). The sequence of events resulting in the incorporation 

of the oxygen molecule in the basal plane are: 1) Formation of a carbonyl –phenol hole (b), 2) 

Transfer of hydrogen via hydrogen bonding (b-c), 3) Formation of carboxyl group (d) Hydrogen 

migration and release of CO2 (e-f). 

 

Based on our MD simulations, it can be summarized that hydroxyls desorb at low 

annealing temperatures, leaving the graphitized lattice intact. The epoxides require higher 

energy for desorption and thus are likely to remain if isolated, even for annealing at 

moderate temperatures. Interplay between epoxides and hydroxyls leads to incorporation 

of oxygen in plane as ether groups or out of plane as carbonyl groups. Also, an increase 

in the annealing temperature does not lead to an enhancement in the rate of oxygen
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Figure 2.17: (a) Initial configuration with epoxies only that leads to the incorporation of oxygen 

atom in the basal plane (f). A CO molecule is produced as a byproduct of this reaction (refer 

panel (e)). The ephemeral intermediate configurations that facilitate the formation this molecule 

and the pyran configuration are indicated in panels (b-e).  The sequence of events shown in this 

figure are: 1) breaking the C-O bonds shown arrows in (b) leading to the creation of a hole 

decorated by carbonyl pair shown in (c). 2) formation of an atop C-atom leading to  C-C bond 

breaking and creation of an out-of-plane C=O configuration as shown in (d). 3) connection of the 

oxygen which is part of carbonyl to the under-coordinated carbon atom in (e) resulting in the 

formation of a CO molecule as shown in (f). 

 

release. On the contrary, at high annealing temperatures, the probability of oxygen 

incorporation, as stable carbonyl groups and ether rings was found to be higher.  This is 

consistent with our recent experimental results [56] that indicated that the rate of oxygen 

removal above 723K decreased substantially, reaching an almost constant value versus 

exponential decrease between 723 – 1373K. Thus, from our calculations, it is clear that 

high temperature annealing does not always lead to oxygen desorption. Incorporation of 

oxygen into the basal plane, in thermodynamically stable configurations such as carbonyl 

and ether groups hinders the possibility of complete regraphitization.  
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In light of the MD simulation results, we monitored the presence and evolution of oxygen 

species in GO using infrared absorption (IR) spectroscopy.  The GO thin films utilized 

for IR and XPS analysis in this work are identical to those analyzed in detail in 8. Each IR 

spectrum (i-iii) was measured at 333K, after a thermal treatment lasting 5 minutes as 

indicated in Figure 2.18a and its caption. The initial absorbance spectrum (spectrum i) is 

obtained after a mild anneal (423K) to remove solvents and physisorbed species (e.g. 

H2O).  The two areas highlighted in yellow indicate a spectral region that is uncertain due 

to changes in the SiO2 substrate (spectrum iv) onto which the GO was deposited. After 

this mild anneal (423K), the pristine GO is composed of hydroxyls (broad peak at 3050-

3800 cm-1), carbonyls (1750–1850 cm-1), carboxyls (1650-1750 cm-1) [[69, 70, 98]], C=C 

(1500-1600 cm-1), and epoxides and/or ethers (1280–1000 cm-1). After annealing to 448K 

for 5 minutes, the differential spectrum (ii) in Figure 2.18a indicates that the carboxyl 

groups (from sample preparation and/or edge termination) are removed. Importantly, the 

intensities of the bands assigned to epoxides and hydroxyls weaken substantially. 

Correspondingly, close examination of the intensity of the carbonyl modes at ~1800 cm-1 

indicates that it appears to increase.  The horizontal dotted lines show the baseline in the 

differential spectra (i) in Figure 2.18a, so that the positive band corresponding to the 

formation of carbonyl groups at 423K can be clearly seen. Indeed, the formation of 

carbonyls is clearly seen as positive contribution within a large temperature range. The 

loss of epoxide and carboxyls could be observed at this temperature range as well. 

Experimental observations are therefore consistent with the mechanism proposed from 

the calculations. At higher temperatures (from 448K up to 1023K, shown in spectrum iii), 
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hydroxyls continuously disappear and some ether groups are formed. Hydroxyls are not 

detected in IR at temperatures above 773 K. 

 
Figure 2.18: In-situ transmission infrared and XPS spectra of GO:  (a) (i) Absorbance spectrum 

of single-layer GO after annealing at 423 K, referenced to the bare oxidized silicon substrate, 

showing hydroxyls (broad peak at 3050-3800 cm-1), carbonyls (1750-1850 cm-1), carboxyls  

(1650-1750 cm-1), C=C (1500-1600 cm-1), and epoxides and/or ethers (1280–1000cm-1). (ii) 

Differential spectrum after annealing to 448 K referenced to spectrum (i), indicating epoxide loss, 

carbonyl formation and hydroxyl desorption. (iii) Differential spectrum after annealing to 1023 K 

referenced to spectrum at 448 K anneal, showing ether formation (1000-1060 cm-1 and 1080-1240 

cm-1) and hydroxyl desorption. (iv) Absorbance spectrum (referenced to H-terminated Si), 

showing the full SiO2 absorption of the oxide (750-1500 cm-1 range), characterized by 

longitudinal optical (LO, 1250 cm-1 ) and transverse optical (TO, 1060 cm-1 ) vibrational modes. 

(b) O1s XPS spectra collected on one layered GO thin film deposited on Au  

(10nm)/SiO2(300nm)/Si  and annealed in UHV at the indicated temperatures for 15 min. By 

deconvolving, the O 1s peaks collected after heating at 573 K and 723 K, two component have 

been identified as C-O bonds (533 eV) and C=O (531.2 eV) [74, 99] bonds. It has been found that 

50% of the oxygen atoms are in C=O configurations. 
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The energy mode found from MD simulations for ether functional groups was compatible 

with substitutional oxygen in hexagonal and pentagonal rings, consistent with structures 

such as pyrans and furans, respectively. While it is not possible to isolate the 

contributions from these species in the IR spectra, the broad intensity increase between 

1000 and 1280 cm-1 is consistent with the formation of pyrans and furans.  After high 

temperature annealing at 1023K, residual oxygen is observed in the form of ether groups 

(1000-1060 cm-1 and 1080-1240 cm-1), as suggested from MD simulations. This ether 

group region is difficult to analyze because of the interference caused by changes in the 

LO (1250 cm-1) and TO (1060 cm-1) modes of the SiO2 substrate, where the peaks of GO 

ether groups are located.   

The amount of oxygen forming double bonds to carbon estimated by XPS is also 

compatible with amount predicted by MD simulations. By deconvolving the O1s peak 

(Figure 2.18b), collected from single layered GO thin film after heating at 573 K and 723 

K, it has been found that 50% of the oxygen is incorporated as C=O. This concentration 

is higher than what is expected for carbonyls and carboxyls present only at the edges of 

GO sheets. Excluding contamination, as the annealing has been performed in UHV (10-10 

mbar of pressure) and the fact that FTIR clearly shows complete desorption of acetone 

and H2O below 423 K, carbonyls formation is likely to be consistent with MD simulation 

observations (Figure 2.4a) described above which indicate an average carbonyl 

concentration of 45% after annealing at 1500-1600K.  Carbonyls and hydroxyls in the 

form of ketone and phenol groups have also been observed in NMR studies reported by 

Szabo et al. [50], providing further confirmation of our theoretical predictions. 
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Figure 2.19: Evolution of residual oxygen groups during annealing of reduced GO in hydrogen 

atmosphere. (i) The epoxy group labeled 1 in (a) evolves to a hydroxyl group (1’) in (b). (ii) The 

hydroxyl group labeled 2 leaves the basal plane in the form of a water molecule (2’). (iii) The 

carbonyl labeled 3 in (a) is converted to a hydroxyl (3’). (iv) The carbonyl labeled (4) leaves the 

basal plane in the form of a water molecule (4’) leading of the healing of the hole and the 

restoration of sp2 bonding in the basal plane. 

 

Based on our detailed calculations, several pathways for more efficient reduction of 

graphene oxide to limit the formation of carbonyl and ether groups can be suggested. The 

calculations clearly point to the highly strained epoxy groups as the primary cause for the 

evolution of CO and CO2, leading to holes and the formation of stable planar residual 

oxygen in reduced GO. Therefore if the concentration of epoxy groups in as-synthesized 

GO can be reduced in favor of hydroxyl groups, then evolution of oxygen during 

reduction can occur with minimal perturbation to the graphene basal plane. Specifically, 

we have found that more efficient reduction along with healing of the reduced graphene 

oxide can be achieved via hydrogen treatment. From the data in Table 2.1, it can be seen 

that the oxygen concentration can be decreased even further by reheating the reduced GO 

up to 1000 and 1500K in a hydrogen atmosphere (see Methods). There are three 

mechanisms for the enhancement in reduction using hydrogen, as indicated in Figure 

2.19. The first is the evolution of residual cabonyl pairs via the formation of water 
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molecules and hydroxyl groups and rearrangement of the carbon atoms in the graphene 

sp2 configuration leading to the healing of holes formed by the carbonyl pair (see Figure 

2.19a-c). The second is the formation of hydroxyl groups with residual ether and epoxy 

groups in the presence of hydrogen atmosphere (see Figure 2.19b) and the subsequent 

evolution of the hydroxyl functional groups by thermal annealing without introducing 

additional defects. Finally residual hydroxyl groups are released from the basal plane by 

formation of water molecules (Figure 2.19b). The structure of rGO annealed in hydrogen 

atmosphere is shown in Figure 2.20. Although annealing as-synthesized GO in hydrogen 

atmosphere has been shown to yield mixed results [51, 100, 101], reheating reduced GO 

in hydrogen has not been reported in the literature to the best of our knowledge. The 

insight gained from our theoretical work suggests that the opto-electronic properties of 

reduced graphene oxide can be significantly improved with careful design of the 

reduction treatment. 

 
Figure 2.20: Improvement in reduction efficiency upon annealing of reduced GO in a hydrogen 

atmosphere. (a) Initial configuration before with hydroxyl to epoxy ratio of 3:2 at 300 K (b) 

structure after annealing at 1500 K (c) structure after annealing the reduced configuration from 

(b) in hydrogen. 
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Finally, in addition to clarifying the nature of residual functional groups, we also observe 

the formation of stable linear chains of sp-bonded carbon atoms in the simulated reduced 

GO structure (see Figure 2.2b). These carbon linear chains have been experimentally 

obtained via chemical route [102] as well as by high-temperature and high-pressure 

treatment [103]. Additionally, their formation and stability has been predicted by DFT 

simulations [104] of heating pristine nanoflakes of graphene at high temperatures. Very 

recently, stable and rigid carbon atomic chains were experimentally realized by removing 

carbon atoms row by row from graphene through the controlled energetic electron 

irradiation inside a transmission electron microscope [105].  The observation that carbon 

linear chains are formed during the deoxygenation of GO is interesting and could be a 

route for accessing their fundamental properties using the graphene sheet as a parent 

phase. In addition to the chains, other interesting features such as triangular and 

pentagonal arrangements of purely carbon atoms have been observed (Figure 2.2h,i). 

 

2.4 Summary of the chapter 

In summary, we report a molecular dynamics study of the evolution of graphene oxide 

structure upon thermal annealing. Our results provide insight into the fundamental 

problem limiting the device performance of GO, the nature of persistent residual oxygen 

that remains in GO despite aggressive chemical and thermal treatments. The MD 

simulations clearly reveal the formation of carbonyl and ether groups via transformation 

of the initial hydroxyl and epoxy groups during thermal annealing. The calculations 

reveal that hydroxyl groups desorb at low temperatures without altering the graphene 
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basal plane. Isolated epoxy groups are relatively more stable but substantially distort the 

graphene lattice upon desorption. The simulations indicate that removal of carbon from 

the graphene plane is more likely to occur when the initial hydroxyl and epoxy groups are 

in close proximity to each other. The reaction pathway during thermal annealing between 

two nearby functional groups leads to the formation of carbonyl and ether groups, which 

are thermodynamically very stable. The theoretical results are corroborated by FTIR and 

XPS experimental results. There is very good agreement between the calculations and 

experimental results. Our analysis suggests that careful reduction processes must be 

designed if highly ordered (“graphitized”) graphene is to be achieved from graphene 

oxide. 



	  

 

56	  

Chapter 3 

Thermal transport across twin grain 

boundaries in polycrystalline graphene 

 

3.1 Introduction 

The continuing demand for integration and micro-minimization is pushing the evolution 

of material science and technology. With the development of improved synthesis and 

fabrication technologies, the characteristic lengths of electronic and mechanical devices 

are approaching nanometer scales, which increase the power dissipation per unit area. 

While copper has a thermal conductivity of ~ 400 W/mK, the thermal conductivity of 

copper thin film, which is currently used as electrical interconnects, is below 250 W/mK 

[106]. Since the reliability and speed of the electromechanical devices strongly depend on 

temperature, materials with high thermal conductivity are in demand to spread the heat 

generated in such devices and scientific understanding of nanoscale thermal transport 

mechanism can help improve thermal management. Because of the covalent bonding 

between carbon atoms, which results in a large contribution of phonons in thermal 

transport, the allotropes of carbon such as diamond, graphite, carbon nanotubes and 

graphene have very high thermal conductivity. This makes them ideal for high speed 
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electromechanical devices and; therefore, it is important to understand the heat transport 

and dissipation in such materials.  

Due to its high mobility, graphene has been proposed to show great promise for high 

speed switching in microwave and terahertz devices [107-109] and terahertz plasmon 

amplification [110]. Graphene exhibits exceptional electronic, thermal, optical and 

mechanical properties [3, 111]. Growing large-area, single-layer graphene sheets, 

however, remains a major challenge. Recently, a chemical vapor deposition (CVD) 

technique has been devised that exploits the low solubility of carbon in metals such as 

nickel [32, 33] and copper [34, 35] in order to grow graphene on metal foils. A 

consequence of this technique is that the large-area graphene sheets typically contain 

grain boundaries, because each grain in the metallic foil serves as a nucleation site for 

individual grains of graphene [34]. Thus in applications that employ large area CVD-

grown graphene, the effect of grain boundaries on the fundamental physical properties 

must be understood. 

The structures of grain boundaries in graphene have recently been studied both 

theoretically [112-115] and experimentally [116, 117]. The influence of grain boundaries 

on the electronic [112] and mechanical [115] properties of graphene has also been 

considered. However, to date, there are no studies that consider the role of grain 

boundaries on the thermal conductivity of polycrystalline graphene. Some experimental 

and theoretical studies have been done to measure or predict thermal conductivity of 

small scale structures; however, the contribution of individual defects such as impurities, 

grain boundaries, etc., still remains unclear. Therefore, molecular dynamics (MD) 

simulation method can provide an alternative technique to calculate thermal conductivity 
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and to understand effect of individual defects. In this chapter1, we study heat transport 

across tilt grain boundaries in graphene using molecular dynamics simulations. We 

observe a sharp jump in the temperature across the grain boundary that is typical of an 

interface between regions with differing thermal properties. By relating the jump in 

temperature to the heat flux, we are able to extract the thermal boundary resistance (also 

called Kapitza resistance [119, 120]) of the grain boundaries.  

 

3.2 Computational method 

In this work, we compute the thermal conductivity using the reverse non-equilibrium 

molecular dynamics (RNEMD) simulations [121, 122]. The idea of the method is to 

impose a heat flux through the structure under study and to determine the temperature 

gradient that develops as a consequence of the imposed flux. As shown in Figure 3.1, the 

heat flux is introduced by continuously transferring energy from a “cold” slab, located at 

the ends of the simulation cell, to the “hot” slab, located at the middle of simulation cell. 

 

Figure 3.1: Geometry of the RNEMD simulation box. The cold slabs are placed at the ends of the 

simulation cell, while the hot slab is located in the middle of the cell. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Most of the parts of this chapter are published in 118. Bagri, A., et al., Thermal transport across 
Twin Grain Boundaries in Polycrystalline Graphene from Nonequilibrium Molecular Dynamics 
Simulations. Nano Letters, 2011. 11(9): p. 3917-3921. 
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This is accomplished by exchanging the velocities of the hottest atom in the cold slab 

with the coldest atom in the hot slab. The heat flux from the cold region to the hot region 

due to the exchange of the atoms is given by 

 

(3.1) 

 

where q is the heat flux, t is the total time over which the simulations are carried out, Ayz 

is the cross-sectional area perpendicular to the direction of heat flow, m is the mass of the 

atoms, vhot and vcold are the velocities of the hottest atom of the cold region and the 

coldest atom of the hot region, respectively. The factor 2 in the denominator arises 

because of the periodicity of the system. When the heat flow in the structure reaches the 

steady state regime, averaging over the heat flux and temperature gradient and using the 

Fourier’s heat conduction equation, the thermal conductivity can be obtained from 

 
(3.2) 

 

in which k is the thermal conductivity and T is the temperature. The brackets, <>, indicate 

the average of the quantities over time as well as over the particles in the simulation cell.  

The above approach for computing the thermal conductivity of a homogenous system can 

also be generalized to the case of a system with defects. In the case of grain boundaries 

we consider here, imposing a heat flux leads to a “jump” in temperature across the 

boundary. The jump gives a measure of the boundary conductance (Kapitza conductance) 

G of the grain boundary through the relation [123] 
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 (3.3) 

 

Furthermore, the temperature profiles that develop across the grains can be analyzed to 

obtain their thermal conductivity as a function of their orientation.  

The structures of tilt grain boundaries in zigzag-oriented graphene are shown in Figure 

3.2 for different grain boundary angles. The grain boundaries consist of repeating five- 

and seven-membered ring pairs (5-7 pairs) that are separated by several hexagonal rings 

(hex rings). As the grain boundary angle increases, the number of hex rings separating the 

5-7 defects decreases, with the ultimate limit occurring at 21.7° when only a single hex 

ring separates the periodic 5-7 defects. Therefore, more severe grain boundary angles are 

composed of higher defect densities. The repeating defect pairs can also be thought of as 

an array of edge dislocations with horizontal Burgers vectors where the five-membered 

rings represent the extra plane of atoms.  In our simulations, periodic boundary 

conditions are employed both along the direction of heat flow (x) and perpendicular to the 

direction of heat flow (y). The atomic interactions are defined by a modified version of 

the Tersoff potential [124] which has been recently shown to yield values of the acoustic-

phonon velocities that are in excellent agreement with measured data. The potential also 

provides lattice thermal conductivity values in single-walled carbon nanotubes and 

graphene that are considerably improved compared to those obtained from the original 

parameter sets [125, 126]. The atomic coordinates and the overall periodic dimensions of 

the simulation cell is first optimized using the gradient-based minimization method 

implemented in the Large-Scale Atomic/Molecular Massively Parallel Simulation 

(LAMMPS) molecular dynamics package [127] in a microcanonical NVE ensemble until 
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the forces on atoms are less than 10-8 eV/Å. RNEMD simulations are then carried out on 

the relaxed structure at room temperature with a time step of 0.5 fs. Before the 

temperature profiles are computed to infer thermal conductivity, the system is allowed to 

evolve for 44,000,000 MD steps during which the velocities of the atoms in the hot and 

cold region are exchanged every 100 MD time steps. After reaching the steady state 

regime, the temperature gradient through the structure is obtained by averaging over 

8,000,000 MD steps. The temperature profiles are determined by dividing the structure 

into slabs that are approximately 10Å wide.  

 
Figure 3.2: Structure of tilt grain boundaries with misorientation angles of (a) 5.5 (b) 13.2 and (c) 

21.7 degree. 
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Figure 3.3: Typical temperature profile through the geometry of (a) graphene and (b) graphene 

with grain boundaries obtained by using the RNEMD method. 

 

3.3 Results and discussion 

First, we validate our approach by computing the thermal conductivity of defect-free 

graphene. The temperature variation obtained in our calculations in this case is shown in 

Figure 3.3a. The temperature profile is nonlinear near the hot and cold ends due to finite 

size effects as noted in previous work [128] and the high thermal conductivity of 

graphene. Similar temperature profiles have also been noted in carbon nanotubes (CNTs) 

[129]. Care must be taken in the extraction of thermal conductivity from this nonlinear 

profile, which indicates that thermal transport is not fully diffusive. To obtain the correct 

diffusive thermal conductivity [129] we take the temperature gradient of the middle 

portion between the thermostats to avoid edge effects. Even with this correction, the 

thermal conductivity inferred from NEMD calculations depends on the size of the 

system. We find that the conductivity of cells with periodic lengths of 50nm, 100nm, and 
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250nm, are 532, 898, and 1460 W/mK, respectively. To calculate the thermal 

conductivity of 2-D graphene sheets, the cross-sectional area is defined as Ayz=wd, where 

w is the width of the sheet and d is the thickness (chosen as the interplanar distance in 

graphite =3.35 Å).  The dependence of the thermal conductivity on the length of the 

simulation cell can be understood by noting that the mean free path of phonons in 

graphene is of the order of 775nm [130], which is bigger than the size of our simulation 

cells. Therefore, in addition to phonon-phonon scattering, scattering at the heat baths (or 

boundaries) of the system must be considered. Based on the kinetic theory of phonon 

transport [131], the thermal conductivity is proportional to the mean free path for phonon 

scattering. In the case where phonons scatter at the heat reservoir, the effective mean free 

path is given by 

 
(3.4) 

 

where lph-ph denotes phonon-phonon scattering length and lg is scattering length due to the 

boundaries in a finite system and can be approximated to be the length of the simulation 

box. Based on this relation, the thermal conductivity satisfies the relation 

 
(3.5) 

 

which implies that a plot of the inverse of thermal conductivity, k, versus the inverse of 

the system size lg, should be a linear curve, the intercept being the thermal conductivity 

of the infinitely large system. Indeed, the plot of the inverse of the thermal conductivity 

as a function of the size of the system in Figure 3.4 confirms this scaling relation. The 

scaling approach we use here has also been used in earlier work on 3D systems [128, 
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132]. From the intercepts of the plot in Figure 3.4, we find the thermal conductivity of 

defect-free graphene along the zig-zag direction to be 2650 W/mK. This result is in 

excellent agreement with the result (2600 W/mK) obtained using the same potential we 

use here, but a different approach, namely the non-equilibrium molecular dynamics 

(NEMD) method [126]. Furthermore, our results agree with the theoretical [133, 134] and 

experimental [12, 135] values, which lie in the range 2000-5000 W/mK. Our results for 

the thermal conductivity of finite-sized graphene also agree with the results reported in 

Ref. ([136]), where NEMD has been used and the thermal conductivity of graphene of 

length 29.5nm was found to be 256 W/mK. 

 
Figure 3.4: Inverse of thermal conductivity for zigzag-oriented graphene as a function of grain 

orientation versus the inverse of grain size (lg). The intercepts for the case of zig-zag graphene, 

5.5, 13.2, and 21.7 degree oriented grains are 37x10-5, 45 x10-5, 42 x10-5 and 42 x10-5, 

respectively. 

 

Next, we consider the temperature profile in the case of graphene with tilt grain 

boundaries (Figure 3.3b). We find a nearly linear temperature profile in the grains, but 

observe a jump in the temperature at the grain boundaries. A plot of the thermal 
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conductivity of grains (inferred from the slope of the linear part of the temperature 

profile) of different orientations as a function of size is plotted in Figure 3.5. As in the 

case of zigzag oriented grains, the inverse of the thermal conductivity decreases linearly 

with the size of the simulation cell. The intercepts of the curves in Figure 3.4 show that 

thermal conductivity is anisotropic, but only weakly depends on the orientation of the 

grains (k= 2220, 2380, 2380 W/mK for 5.5, 13.2, and 21.7 degree grains, respectively). 

 

Figure 3.5: Thermal conductivity of graphene grains of different sizes (25, 50, and 125 nm) 

versus the orientation of the grain. 

 

The jump in the temperature across the grain boundary can be used in Equation 3.3 to 

obtain the boundary conductance of the grain boundaries. A summary of these 

temperature jumps as a function of the grain sizes and angles is given in Table 3.1. Using 

the measured jumps, we find that the boundary conductance for the grain boundaries we 

have considered fall in the range 1.5x1010-4.5x1010 W/m2K (refer to Figure 3.6). These 

values are 6-to-12, 10-to-50, and 6-to-30 times larger than the boundary conductance’s 

reported for grain boundaries in ultra-nano-crystalline diamond thin films with grain 
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boundaries on the (001) plane [137], silicon-silicon (001) ∑29 grain boundaries [123, 

138], and the Si-Ge interface with the <100> orientation [139], respectively. Note that the 

boundary conductance decreases with increasing the misorientation angle of the grain 

boundaries. This can be qualitatively understood by considering the defect density as a 

function of grain boundary angle – the higher the misorientation angle the larger is the 

density of 5-7 defect pairs per unit length of the boundary, which can lead to increase of 

scattering of phonons and hence a drop in the boundary conductance. We also observe 

that computed conductance depends slightly on the size of the grains. A similar 

dependence of the boundary conductance on size has also been reported in Refs. ([123]) 

and ([139])  for Si-Ge and silicon grain boundaries. This has been attributed to scattering 

of long wavelength phonons at the heat reservoirs and at the boundaries [131, 140], but a 

scaling of the conductance with length has not been provided.  

 

Table 3.1: Temperature jumps at the grain boundaries and heat flux (given in parentheses) for 

different grain sizes and angles. Units for the given temperature and heat flux values are Kelvin 

and Watt per square meter, respectively. 

Grain size (nm) Grain orientation 
angle (degree) 

25 50 125 
5.5 8.13 (1.95x1011) 6.18 (1.89x1011) 4.40 (1.89x1011) 

13.2 12.17 (2.15x1011) 8.97 (2.13x1011) 7.36 (2.19x1011) 

21.7 12.98 (2.12x1011) 10.24 (2.21x1011) 7.63 (2.13x1011) 

 

Note that when grains are very large in size, the scattering of phonons within the grains 

will primarily determine the thermal conductivity of the polycrystalline graphene, but 

with decreasing grain size the contribution to thermal conductivity due to scattering from 
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grain boundaries will become more significant. For the polycrystalline graphene sheet in 

Figure 3.2 with grain spacing , the thermal conductivity  can be written as  

 (3.6) 

 

where is the thermal conductivity of the grain. Using this expression and the computed 

values of boundary conductance for the tilt boundaries, we can now estimate the critical 

size of grains below which the contribution from the grain boundaries becomes 

comparable to the scattering from the grains. This length scale is simply the ratio of the 

thermal conductivity to the boundary conductance. For the tilt boundaries considered 

here, this length scale is of the order of 0.1 microns. While a systematic study of the 

scaling of the thermal conductivity of polycrystalline graphene as a function of grain size 

has not been reported, the thermal conductivity of exfoliated graphene [141] is generally 

observed to be higher than the thermal conductivity of CVD-graphene [12]. Experiments 

on graphene with well controlled grain sizes and orientations can help verify the 

predictions of this study, namely, the scaling of the boundary conductance (Equation 3.6) 

and the computed value of boundary conductance as a function of the grain boundary 

angle. The former can be studied by measuring the overall thermal conductivity of 

polycrystalline graphene for different grain sizes, while the latter will involve 

measurement of temperature drop across individual boundaries (once they have been 

identified using appropriate microscopy techniques). 
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Figure 3.6: Boundary conductance of grain boundaries as a function of orientation. The curves 

are labeled by the size of the grains used to compute the boundary conductance. 

 

2.4 Summary of the chapter 

In summary we have studied thermal transport across tilt grain boundaries in 

polycrystalline graphene. As in the case of interfaces in the dissimilar materials, we find a 

jump in temperature at grain boundary when a constant heat flux is applied. We have 

used this information to extract the boundary conductance, which lies in the range of 

1.5x1010-4.5x1010 W/m2K in the case of tilt grain boundaries. Based on this information, 

we have identified a critical grain size of about 0.1 microns below which the contribution 

of tilt boundaries becomes comparable to that of the contribution from the grains 

themselves. We also note that here we have considered the most common type of tilt 

boundaries reported in the literature [112-115]; future work on thermal conductance of 

other types of grain boundaries can shed further light on the thermal transport properties 

of polycrystalline graphene. Recent experiments have shown that defects such as 

vacancies and voids tend to segregate at grain boundaries [116, 117]. These defects can 
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be expected to further lower the thermal conductance of the boundaries.  We hope to 

consider the effect of these defects in forthcoming publications.  
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Chapter 4 

Concluding remarks 

 

Having deep knowledge of nature of materials and their properties is crucial to guide the 

experiments and make new devices. In this regard and to reduce the costs of experiments, 

researchers have tried to use analytical and numerical tools in modeling and simulation of 

the processes and calculation of the material properties. In this thesis, the combinations of 

atomistic simulations and experimental measurements have been used to elucidate the 

atomic evolution of graphene oxide structure during thermal reduction process. We also 

have used molecular dynamics simulations to calculate the thermal conductance across 

boundaries of polycrystalline graphene and analyzed the effect of size and orientation of 

the grains. The main conclusions of this work are as follows 

Structural evolution of graphene oxide during thermal reduction process  

Using MD and DFT calculations in conjunction with experimental measurements the 

following results have been revealed about the atomic details of reduced graphene oxide. 

1) Transformation of the initial hydroxyl and epoxy groups during thermal annealing 

can lead to formation of carbonyl and ether groups. 
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2) Hydroxyl groups desorb at low temperatures without altering the graphene basal 

plane. 

3) Isolated epoxy groups are relatively more stable but substantially distort the 

graphene lattice upon desorption. 

4) The simulations indicate that thermal reduction may result in removal of carbon 

from the graphene plane when the initial hydroxyl and epoxy groups are in close 

proximity to each other. 

Our simulations suggest that careful reduction processes must be designed if highly 

ordered graphene is to be achieved from graphene oxide. To this end, one may consider 

using chemical reactants other than hydrogen gas to remove further functional groups. 

Also, the effects of remaining functional groups on optoelectronic and thermomechanical 

properties of graphene oxide must be investigated.  

 

Thermal conductance across grain boundaries of polycrystalline graphene 

We have simulated polycrystalline graphene with different size and orientation of grains 

and performed MD calculations to determine the thermal conductance across grain 

boundaries. The summary of our results is 

1) We find a jump in temperature at grain boundary when a constant heat flux is 

applied. 

2) The boundary conductance extracted from these temperature jumps lies in the 

range of 1.5x1010-4.5x1010 W/m2K in the case of tilt grain boundaries. 
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3) We have identified a critical grain size of about 0.1 microns below which the 

contribution of tilt boundaries becomes comparable to that of the contribution 

from the grains themselves 

4) Results show that when the size of structure is much less than phonon mean free 

path both thermal conductivity and boundary thermal conductance of 

polycrystalline are size dependent properties.  

5) MD simulations revealed that thermal conductivity of graphene is anisotropic, but 

only weakly depends on the orientation of the grains. 

While we considered the most common type of tilt boundaries reported in the literature, 

future works on thermal conductance of other types of grain boundaries can shed further 

light on the thermal transport properties of polycrystalline graphene. Also, other type of 

defects such as vacancies and voids, which tend to segregate at grain boundaries, may 

have significant effect on thermal conductance of graphene and may be considered as 

future works. Further investigations for the analysis of the temperature and functional 

groups effects are also needed.  
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