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Preface 

 

What is the “lithosphere-asthenosphere boundary”? 

 

The lithosphere-asthenosphere boundary is the world’s most ubiquitous plate boundary 

system, separating the high viscosity lithosphere from the underlying convecting mantle 

asthenosphere.  Thoroughly characterizing the properties of the lithosphere-

asthenosphere boundary can help us to improve our understanding of the behavior of 

tectonic plates and the attendant issues surrounding plate tectonic theory, mantle 

dynamics and the evolution of continents and oceans. 

 

To date, there is still considerable uncertainty in our understanding of many aspects of 

the lithosphere-asthenosphere boundary.  Debate currently exists over the depth and 

gradient of the boundary, as well as how the boundary varies across tectonic 

environments and with age.  The lithosphere-asthenosphere boundary has often been 

defined as a thermal boundary layer, where heat transport transitions from conduction (in 

the lithosphere) to convection (in the asthenosphere).  However, other lines of evidence 

suggest that the lithosphere-asthenosphere boundary can be defined as a chemical 

boundary layer, characterized by a change in composition and/or hydration.  It has also 

been suggested that the difference in rheological properties may stem from a change in 

melt content. 
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Work to constrain which physical properties are responsible for the contrast in rheology 

is often conducted using geophysical or petrological data.   Heat flow can be used to infer 

the location of the thermal boundary layer, discussed above, while mantle xenoliths can 

provide information about both the geothermal structure of a region as well as 

composition, and changes in electrical resistivity are often thought to be indicative of a 

change in hydration or melt content.  Seismic wave velocities are dependent on a number 

of properties, including temperature, composition, hydration, melt content and grain size 

and are commonly used to make inferences about the physical state of the upper mantle, 

including the lithosphere-asthenosphere boundary, which is characterized by a transition 

from fast velocities in the lithosphere to slow velocities in the asthenosphere.   

 

The most fundamental questions that this dissertation explores are 1) what are the seismic 

properties of the lithosphere-asthenosphere boundary and 2) what do these results imply 

about the physical properties of the mantle at the boundary?  The bulk of the work 

presented in this dissertation, and used to address the two questions above, was produced 

using Sp scattered wave receiver function analysis.  This method has become an 

increasingly popular tool for imaging the lithosphere-asthenosphere boundary because of 

its sensitivity to variations in gradient structure, which can in turn be used to differentiate 

between candidate physical mechanisms.   

 

In chapter one, we use Sp scattered wave receiver function analysis to image and 

characterize the seismic and physical properties of the lithosphere-asthenosphere 

boundary beneath Australia. Variations in the seismic structure of the lithosphere-
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asthenosphere boundary are explored across three regions of distinct tectonic age.  

Forward modeling of Sp receiver function analysis constrains the range of possible 

velocity gradients, and in the process, helps us to better understand the physical 

properties of the lithosphere-asthenosphere boundary beneath Australia. 

 

Chapter two addresses a different set of questions than those listed above, although the 

results have bearing on how we utilize Sp receiver functions to image discontinuity 

structure, such as the lithosphere-asthenosphere boundary.  More specifically, this 

chapter addresses the effects of seismic anisotropy, which is thought to be an important 

property of the upper mantle, on Sp receiver function analysis.  We find that the effect of 

anisotropy on Sp receiver functions is complicated, and is a function of both the 

orientation and type of anisotropy present in the earth and the polarization of the incident 

S-wave.   

 

While much of this dissertation assumes that velocity structure is a direct proxy for 

viscosity structure in the upper mantle, chapter three directly explores the relationship 

between the two beneath cratonic North America.  To do this, shear wave velocity 

profiles from a number of surface wave tomography models are mapped into viscosity by 

considering the effects of temperature on velocity and then using olivine flow laws to 

translate temperature into viscosity.  In the process, assumptions regarding cratonic 

lithosphere composition are explored. 
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Chapter 4 (and the associated Supplementary Materials in Appendix A) explores 

systematic variations in the strength of the lithosphere-asthenosphere boundary phase 

across the San Andreas fault system in California.  The findings discussed in this chapter 

have important implications not just for the nature of the lithosphere-asthenosphere 

boundary, but for our understanding of the extent and geometry of the San Andreas fault 

system within the deep mantle lithosphere. 

 

Unwrapping the secrets of the cratons 

 

Cratons are a unique feature of continents in large part because of their longevity.  

Although they are often described as “boring” because of their imperviousness to recent 

tectonic activity, their presence provides us with one of the few opportunities to look at 

the evolution of earth.  An important secondary theme of this dissertation is what the 

seismic structure within, and at the base of, cratons might tell us about the formation, 

evolution and preservation of cratonic lithosphere. 

 

This theme was not obvious at the outset, but arose organically from work conducted in 

the first chapter, where evidence for discontinuity structure observed within the cratonic 

lithosphere prompted us to ask questions about the formation and evolution of the cratons 

in central and western Australia.  Evidence of similar discontinuity structure in North 

America, in conjunction with observed changes in azimuthal anisotropy at similar depths 

from surface wave tomography, prompted us to ask if the discontinuity structure 
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observed in North America is the product of a boundary in anisotropy.  The results of this 

analysis are discussed in chapter two. 

 

One of the most enigmatic aspects of cratonic lithosphere is its ability to remain stable, 

despite being cold and dense.  Chemical depletion is often invoked to help explain the 

stability, since increased depletion reduces density.  Understanding the effect these 

parameters have on seismic velocity has also helped to explain why velocities within the 

cratonic mantle lithosphere are so high.  However, in several cases, such as demonstrated 

in chapter three, the observed velocities are larger than what is expected when accounting 

for variations in temperature and composition.  This suggests that while our 

understanding of the cratons is improving with time, there are still significant gaps in our 

knowledge of the properties of the cratonic lithosphere. 
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Abstract 

Sp and Ps scattered wave receiver functions were calculated for nineteen stations 

across Australia and the island of Tasmania in order to image the lithosphere-

asthenosphere boundary and layering within the lithosphere. Within Phanerozoic eastern 

Australia and the eastern margin of the South Australia Craton, prominent Sp phases 

from a negative velocity contrast were found at depths of 61±11 km to 131±9 km, 

consistent with the lithosphere-asthenosphere boundary depth range from surface wave 

tomography. These phases imply significant velocity drops over depth ranges of 30-40 

km or less, and thus cannot be explained by a lithosphere-asthenosphere boundary that is 

controlled by temperature alone.  Rather, they imply that the asthenosphere is hydrated 

with respect to a drier, depleted lithosphere or contains a small amount of partial melt.  

The shallowest Sp phases have the largest amplitudes and occur in regions with the most 

recent, voluminous volcanism, strengthening the link to partial melt at the base of the 

lithosphere. In contrast, no significant negative Sp phases were found at the base of the 

thick cratonic lithosphere at stations in central and western Australia, implying that the 

cratonic lithosphere-asthenosphere velocity gradient is distributed over more than 50-70 

km in depth.  This gradient may be purely thermal in origin, although gradational changes 

in composition or melt content cannot be ruled out.  A negative Sp phase was observed at 

depths of 69±8 km to 85±14 km at stations in central and western Australia, indicating 

the presence of a drop in velocity internal to the lithosphere.  This interface within the 

lithosphere may be a relic of cratonic mantle formation, or the result of alteration by melt 

and metasomatism.  
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1.  Introduction 

 Although the lithosphere is commonly defined as the strong, thermally conducting 

outer shell of the earth, its physical and chemical properties, its formation and evolution, 

and the mechanism for it’s stability, are still poorly understood, particularly beneath 

continents. Insight on these issues may be gained by determining the depths of the 

lithosphere-asthenosphere boundary (LAB) and any discontinuities internal to the 

lithosphere, the seismic velocity gradients associated with these discontinuities, and their 

variation among tectonic provinces. In this study, we focus on the continental lithosphere 

of Australia. 

 

1.1. Overview of Australian tectonics 

 The continent of Australia can be divided into three principal tectonic regions 

(Figure 1), which include the predominantly Archean West Australia Craton, the largely 

Proterozoic North and South Australia Cratons in central Australia, and the Phanerozoic 

accreted terranes located in the eastern portion of the continent. 

 The West Australia Craton is the product of accretion of two Archean cratons, the 

Pilbara and Yilgarn, during the paleo-Proterozoic [Barley et al. 1998; Betts et al., 2002; 

Cawood and Tyler, 2004]. The North Australia and South Australia Cratons, located in 

central Australia, are amalgamations of Archean and Proterozoic terranes that assembled 

during the Proterozoic [Betts et al., 2002; Giles et al., 2001; Tyler, 2001].  A long-lived 

accretionary margin along the southern edge of the North Australia Craton resulted in 
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collision with the West Australia Craton and with portions of the South Australia Craton 

during the paleo-Proterozoic [Betts et al., 2002]. 

 During the Phanerozoic, accretion continued along the eastern margin of the 

Precambrian craton(s) in a series of subduction related events [Betts et al., 2002].  The 

Tasman Line, first defined by the work of Hill [1951] through outcrop mapping, was 

thought to be a boundary dividing Proterozoic craton from Phanerozoic basement.  

However, more research has led to a number of different proposed locations and 

interpretations of the Tasman Line and a recent review has concluded that the accretion 

of eastern Australia onto the craton cannot be defined by a single line [Direen and 

Crawford, 2003].  In addition to accretion, more recent Cenozoic volcanism (perhaps 

associated with mantle plumes [e.g. Wellman, 1983]) has impacted much of the eastern 

margin (Figure 1).  Magmatic ages from central volcanoes follow a well-established 

decrease from north to south, whereas lava field volcanism follows no known trend in 

age [Johnson et al., 1989; Wellman and McDougall, 1974].  Over the last 10 My, the 

largest volumes of magmatism have occurred at the southern and northern reaches of 

eastern Australia (Figure 1), with eruptions as recently as 4600 years ago within the 

Newer Volcanics in the south and 13,000 years ago in the north [Johnson et al., 1989]. 

 

1.2. Results from surface wave tomography 

 At the continental scale, surface wave tomography has indicated dramatically 

thicker lithosphere beneath cratonic Australia (150-250 km) than beneath Phanerozoic 

eastern Australia (as thin as 50 km) [Debayle and Kennett, 2000; Fichtner et al., 2009, 

2010; Fishwick et al. 2005, 2008; Simons and van der Hilst, 2002, 2003; Simons et al., 
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1999].  However, more detailed estimates of lithospheric thickness and its correlation 

with crustal age differ between these studies.  Although surface wave tomography is 

excellent for imaging volumetric heterogeneity, it cannot distinguish between differences 

in vertical mantle velocity gradient thicknesses that occur over depth ranges of 50 km or 

less. S-to-P (Sp)  and P-to-S (Ps)  scattered waves are a good alternative for studying the 

nature of the LAB and other mantle interfaces because of their ability to more precisely 

constrain boundary depths and vertical velocity gradients.  

 The LAB has been inferred in a variety of tectonic settings from Ps receiver 

functions [e.g., Chen et al., 2006; Collins et al., 2002; Li et al., 2000; Ozacar et al., 2008; 

Rychert et al., 2005; Rychert and Shearer, 2009; Snyder, 2008; Wolbern et al., 2006] and 

Sp receiver functions [e.g., Abt et al., 2010; Hansen et al., 2007, 2009; Heit et al., 2007; 

Kumar et al., 2005a, 2005b, 2007; Li et al., 2004, 2007; Mohsen et al., 2006;  Oreshin et 

al., 2002; Sacks et al., 1979; Sodoudi et al., 2006; Vinnik et al., 2005] or a combination 

of both [e.g. Kawakatsu et al., 2009; Rychert et al., 2007; Wittlinger and Farra, 2007].  

Reviews may be found in Rychert et al. [2010] and Fischer et al. [2010].  In Australia, a 

number of studies using Ps receiver functions have imaged the seismic crust-mantle 

boundary (Moho) [e.g. Clitheroe et al., 2000a, 2000b; Reading and Kennett, 2003; 

Reading et al., 2003, 2007].  A Sp receiver function study by Kumar et al. [2007] 

observed a negative phase at four stations in Australia and interpreted it as the LAB at 

depths ranging from 90 km to 207 km.  In contrast, a Ps study by Rychert and Shearer 

[2009] identified a negative phase at five stations at depths of 71-106 km and interpreted 

it as the LAB off the craton or a mid-lithospheric discontinuity within the craton. Our 

study more completely characterizes the LAB and mid-lithospheric discontinuities 
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throughout Australia with Sp receiver functions at that sample all three primary tectonic 

regions. 

 

2.  Method  

2.1. Ps and Sp receiver functions 

The basic premise of the receiver function method is that the deconvolution of the 

parent phase (e.g., P for Ps; SV for Sp) from the daughter component (e.g., SV for Ps; P 

for Sp) removes source and instrument effects, enhancing information regarding seismic 

structure beneath the station of interest.  Although Ps receiver function analysis has been 

successfully used for many years to image the Moho and relatively deep mantle 

discontinuities such as those in the transition zone, interpretation of phases in terms of 

shallow upper mantle structure requires great care due to the presence of crustal multiples 

which can contaminate direct arrivals; these effects are typically most pronounced at 

depths of less than 200-250 km [e.g. Bostock, 1998; Rychert et al., 2005, 2007].  In Sp 

receiver functions, reverberations associated with the crust arrive after the direct S phase, 

while scattered Sp phases arrive before the direct phase.  This separation prevents 

contamination by crustal multiples, making Sp scattered waves a useful tool for imaging 

upper mantle discontinuities such as the lithosphere-asthenosphere boundary.  

Limitations of Sp phases include possible interference with SKS and SKSp at distances 

greater than 75° and with P-wave phases, such as pPPP, pPPPP, and sPPPP, for events at 

depths greater than 300 km [Wilson et al., 2006], and the fact that they are not produced 

at mantle depths for distances of less than roughly 55˚ [Yuan et al., 2006].  In addition, Ps 

waves are often better at resolving the depth extent of vertical velocity gradients that are 
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distributed over less than 20-30 km, due to their typically higher frequency energy 

content. Moreover, because the paths of incoming Ps phases are closer to vertical than Sp 

paths for a given source-station distance, they sample a smaller region around the station, 

reducing the potential for averaging of laterally-varying discontinuity structure.  

As a result of the above considerations both Ps and Sp were analyzed, with 

distance limits of 35°-80° for Ps and 55°-75° for Sp (Figure 2), and a depth limit of less 

than 300 km for Sp.  Receiver functions were binned by epicentral distance in order to 

differentiate phases of interest from crustal multiples in Ps and unwanted teleseismic 

phases in Sp.       

 

2.2. Data preparation 

Receiver functions were calculated for nineteen permanent broadband stations located in 

Australia and on the island of Tasmania.  An event list was compiled from the USGS 

National Earthquake Information Center (NEIC) global event catalog and included events 

with an Mw>=5.8, an epicentral distance of 35°-80° and no restrictions in depth, 

occurring through March 2009.  Waveform data was obtained from the Incorporated 

Research Institutions for Seismology (IRIS) Data Management Center (DMC) and 

included data from networks AU, G, II and IU.  The number of waveforms used varies 

between stations due to differences in quality as well as station operation time (Table 1).  

A free surface transfer matrix [Bostock, 1998; Kennett, 1991] was used to transform the 

recorded waveforms into the P and SV components that would have been incident on the 

free surface, assuming a given ray parameter and surface Vp and Vs.  To optimize the 

free surface transformation, the surface Vp and Vs for each station were determined using 
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an automated procedure that is detailed in Abt et al. [2010].  Essentially, the parent phase 

on each waveform (P for Ps or SV for Sp) was windowed around its arrival time, and a 

search was performed over a range of Vp and Vp/Vs to find the value(s) that minimized 

the correlation of the parent phase with its corresponding window on the daughter 

component (SV for Ps and P for Sp).  For each station, all cross-correlation surfaces with 

well-defined minima were stacked, and the best free-surface velocities for the station 

were defined as the minimum of this stack.  During this process, checks were put into 

place to ensure that only quality waveforms were included in the analysis.  These 

measures included rejecting waveforms with signal-to-noise ratios below a selected value 

(5 for Ps and 2 for Sp) and whose observed arrival-times differed from the predictions of 

the AK135 velocity model [Kennett et al., 1995]  by more than 5 seconds for Ps or 10 

seconds for Sp.  

 

2.3. Deconvolution and migration 

We employed two different deconvolution techniques in order to ensure that 

phases observed on the receiver functions were not artifacts of a given deconvolution 

approach.  In the first method, all waveforms for a given phase (Sp or Ps) and station 

were simultaneously deconvolved and migrated in the frequency domain, using a best-

fitting regularization parameter (i.e. water-level) to stabilize the deconvolution [Bostock, 

1998]. In the second approach, iterative time domain deconvolution [Kikuchi and 

Kanamori, 1982; Ligorría and Ammon, 1999] was applied to individual Sp or Ps and 

waveforms; waveforms for a given phase (Sp or Ps) and station were then migrated and 

stacked.  Prior to deconvolution the waveforms are bandpass filtered (0.03-1 for Ps and 
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0.03-0.5 for Sp). The 1-D velocity models used for migration vary between stations.  

Crustal thickness and Vp and Vs values were obtained from H-k stacking [Zhu and 

Kanamori, 2000] of Ps waveforms.  H-k stacking results were considered robust if the 

estimated Moho depth fell within the error bars of the Moho phase selected from the Ps 

receiver function.  Complicated crustal structure at FORT, where H-k stacking was 

unable to constrain a single best pick, required a fixed crustal model constructed using 

estimates of Moho depth from Clitheroe et al. [2000].  AK135 [Kennett et al., 1995] was 

assumed for the mantle at all stations.  This choice of 1D mantle velocity model does not 

account for possible variations in mantle Vp/Vs and may produce systematic errors in 

phase depth estimation.  We estimate that the resulting uncertainty in inferred mantle 

discontinuity depths is on the order of 10 km or less.  For example, Rychert et al. [2007] 

demonstrated that changing Vp/Vs from 1.7 to 1.8 could vary the depth of a phase 

located at approximately 90 km in a Sp receiver function by roughly 6-8 km.  Abt et al. 

[2010] migrated Sp and Ps data using two different mantle velocity models, AK135 and 

1D profiles extracted from 3D Vs [Yuan and Romanowicz, 2010] and Vp [Burdick et al., 

2008] models for North America, and found that differences in inferred discontinuity 

depths in the 50 to 115 km range were 6 km or less.  Kaiho and Kennett [2000] observed 

as much as a 6% Vp/Vs decrease with respect to AK135 in parts of northern Australia at 

depths of 35-120 km.  If a 6% Vp/Vs drop is assumed, Sp phases that would appear at 

130 km in an AK135 mantle would instead be located at 140 km.  A discontinuity at a 

depth of ~75 km would only be perturbed by 5 km. 

For a given depth in the migration, a waveform was included only if a direct, pre-

critical phase was predicted to exist for the direct phase ray parameter, assuming the 1D 
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velocity model for the given station.  This step reduces the number of events at a given 

depth in addition to eliminating deeper portions of some Sp receiver functions.  For 

example, at a depth of 380 km only events with a ray parameter of 0.105 (70° epicentral 

distance) or smaller are included, whereas at a depth of 150 km, the largest ray parameter 

that can be included is 0.120 (55° epicentral distance).  Ps phases do not reach post-

critical incidence over the range of epicentral distances and depths included in this study.   

In order to understand the uncertainties associated with each receiver function, 

error bars were calculated using a bootstrap test in which 20% of the waveforms were 

randomly replaced with another random 20%.  The replacement and recalculation was 

repeated 100 times in order to determine the mean and standard deviation. 

 

3.  Results 

Ps and Sp receiver functions were calculated for the nineteen stations shown in 

Figure 1 using the frequency- and time-domain deconvolution techniques. At fourteen 

stations, these methods produced consistent Sp and Ps receiver functions.  For example, 

at station ARMA (Figure 3) the depth to the large, positive (Moho) phase is very similar 

on the Sp receiver functions generated by the different deconvolution methods.  

Moreover, the largest negative phase present on the frequency-domain receiver function 

is found at a depth of 93±16 km while the largest negative phase on the time-domain 

receiver function is found at a depth of 81±18 km; each estimate is within the error bars 

of the other.  Receiver functions that varied greatly between the time- and frequency- 

domain (e.g. negative phases not within error of each other) were discarded, whereas 

stations where the two methods yielded receiver functions with comparable shape and 
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phase depths were included in the interpretation. Moho and upper mantle discontinuity 

depths measured from the frequency-domain receiver functions are listed in Table 1. 

For each station, Moho depth was found from the largest positive phase on the 

single-binned Ps receiver function.  Measured Moho depths were in general consistent 

between Ps and Sp receiver functions and agree with crustal thickness estimates from H-k 

stacking where the latter exist (Table 1).  In Phanerozoic Australia, Moho depths range 

from 32 ± 2 km at TAU to 40 ± 2 km at CTAO.  On the craton, Moho depths vary from 

32 ± 2 km at MBWA to 53 ± 2 km at MUN. 

Phases associated with upper mantle discontinuities were interpreted from Sp 

receiver functions. Most of the Ps receiver functions also contain negative energy at 

depths similar to the negative phases seen in Sp receiver functions.  However, strong 

reverberations in Ps receiver functions, including apparent reverberations from 

intracrustral layering that exhibit negligible moveout with epicentral distance, complicate 

the interpretation of possible upper mantle discontinuities, leading us to report and 

interpret mantle phases only from Sp receiver functions.  At station TOO both Ps and Sp 

receiver functions have strong, well-resolved negative phases (Figure 4a, b) found within 

error of each other.  It is possible that the negative phase in Ps is the result of an upper 

mantle discontinuity; however, influence from a midcrustal discontinuity cannot be ruled 

out.  At station FORT the presence of shallow crustal layering produces reverberations 

that could potentially interfere with upper mantle phases within the Ps receiver function 

(Figure 4c).  The strong negative arrival observed at 79 ± 6 km on the Sp receiver 

function for FORT does not suffer from reverberation contamination (Figure 4d). 
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At mantle depths, Sp receiver functions are in general dominated by a single 

negative phase over the depth range imaged (300 km).  We interpret this phase and report 

its depth in Table 1 when it is reasonably consistent across epicentral distance bins at a 

given station (e.g. Figure 5) and between frequency- and time-domain decovolution 

results.  Although smaller arrivals also appear in the Sp receiver functions, they are less 

consistent between stations and often also less consistent as a function of epicentral 

distance.  In order to determine whether our negative phase pick from the Sp receiver 

function is the LAB or some other upper mantle discontinuity we compared the depth of 

our pick for a given station to the corresponding absolute shear wave velocity profile 

(from 75 to 300 kilometers) constructed from the updated shear wave velocity model of 

Fishwick et al. [2008a, 2008b]. For the negative phase pick of the Sp receiver function to 

be interpreted as the LAB, it must fall within the depth range between the minimum Vs 

beneath the Moho (which presumably lies within the asthenosphere) and the next 

maximum in Vs in the upward direction (which presumably lies within the lithosphere). 

At three stations in eastern Australia (COEN, CTAO, and TOO) the minimum Vs lies at 

75 km, which corresponds to the top of the Fishwick et al. [2008a, 2008b] model; in these 

cases the potential LAB depth range is assumed to be from the Moho to 75 km. If the 

depth of the negative phase is above the LAB depth range, then it is considered to be a 

mid-lithospheric discontinuity (MLD).  Station BBOO is the one exception, as discussed 

in section 3.2.     

 

3.1. Phanerozoic Australia 

 Of the nine stations within Phanerozoic Australia, six were found to have consistent 
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Sp receiver functions from time- and frequency-domain deconvolution methods (e.g. 

station ARMA, Figure 3). In regard to the other three, at MOO and TAU constraints on 

Moho depth were obtained from Ps receiver functions and H-k stacking (Table 1); at 

CAN, even crustal structure was not well constrained.  Station COEN (Figure 5) is 

representative of other stations located along the eastern margin of the continent. The Sp 

receiver function contains a strong negative phase at 67±8 km that lies within the 

potential LAB depth range and is interpreted as the lithosphere-asthenosphere boundary. 

 Sp receiver functions for the six Phanerozoic stations show well-resolved negative 

phases that range in depth from 61±11 km at TOO to 93±16 km at ARMA (Figure 6b and 

Table 1).  All of these phases fall within the potential LAB depth range defined from the 

shear wave model of Fishwick et al. [2008a, 2008b] and are interpreted as the LAB.  

 

3.2. Cratonic Australia 

 Within the Proterozoic and Archean portions of the Australian continent, Ps and 

Sp receiver functions were calculated for ten stations.  Of these stations eight have 

interpretable mantle Sp phases, while at BLDU and MUN only crustral structure was 

obtained.  Figure 6 (c and d) shows two profiles of the Sp receiver functions in southern 

and northern Australia that intersect Archean, Proterozoic and Phanerozoic terranes.   

 Stations STKA and BBOO are located near the eastern edge of cratonic Australia 

(Figure 1).  At STKA, the largest significant negative phase in Sp is located at a depth of 

104±9 km and is consistent between bins of epicentral distance (Figure 5).  The negative 

phase falls within, but near the edge of, the potential LAB depth range for the absolute Vs 

profile beneath STKA and is interpreted to be the LAB (Figure 6c).  To the west of 
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STKA, station BBOO’s deepest, most statistically significant negative phase is found at 

131±9 km (Figure 6c).  This depth falls outside of the potential LAB depth range 

estimated from the Vs profile and the phase could be interpreted to represent a mid-

lithospheric discontinuity (MLD).  However, the negative phase lies only 10 km outside 

of potential LAB depth range.  In addition, its depth is considerably greater than the 

MLD phases observed at other cratonic stations.  Thus we interpret the negative phase to 

be the LAB, while acknowledging the ambiguity of this choice.  If the negative phases at 

STKA and BBOO are interpreted to be LAB, then an argument could be made for a 

dipping boundary that increases in depth to the west (Figure 6c).    

At the remaining stations within cratonic Australia, a prominent negative Sp 

phase is observed within the cratonic lithosphere (a MLD), but no clear arrival is 

observed from depths comparable to the LAB (Figure 6c and 6d).  Station WRAB is 

located well within the interior of the North Australia Craton.  A large negative phase at a 

depth of 81±14 km appears in the single-binned receiver function and is also consistent 

between bins of epicentral distance (Figure 5).  The inferred LAB depth range at WRAB 

from Fishwick et al. [2008a, 2008b] is 175-200 km, which is significantly deeper than the 

largest negative phase on the Sp receiver function, leading to the latter’s interpretation as 

a MLD.  No significant negative phase occurs in the LAB depth range at WRAB.  

Elsewhere in the craton along the northern profile (Figure 6d), the largest negative phases 

at FITZ and MBWA are similar in depth to the negative phase at WRAB.  They also lie 

above the potential LAB depth range and each is inferred to be a MLD. Along the 

southern margin of the craton at stations FORT, KMBL, and NWAO (Figure 6c) the 

negative Sp phase depths are too shallow to be the LAB when compared to the respective 
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shear wave velocity profile and are each taken to be a MLD.  No significant negative 

phase occurs within the LAB depth range at these stations. 

It should also be noted that although the receiver functions are displayed to depths 

of 250 km, both Ps and Sp receiver functions were calculated to 400 km for all stations 

and were examined to determine whether significant, well-constrained phases existed at 

greater depths.  In Sp receiver functions, depths greater than approximately 250-300 km 

are often noisy and poorly constrained, with large differences in time and frequency-

domain deconvolution methods.  This is due to the small number of waveforms included 

as a result of our removing waveforms from depths for which no direct, pre-critical phase 

was predicted to exist.  Although we cannot rule out the possibility of a significant 

negative Sp phase at depths of 250-400 km, such an arrival would lie well below the 

potential LAB depth range from the Fishwick et al. [2008a, 2008b] velocity model. 

   

3.3. Large-scale correlation in depth and amplitude estimates 

 In order to better visualize how the LAB and MLD vary between stations, two 

plots of smoothed Sp conversion points, color-coded as a function of depth and 

amplitude, are shown in Figure 7 (see figure caption for smoothing details).  From this 

point forward, stations whose negative phase is interpreted to be the LAB will be referred 

to as stations of eastern Australia.  It should be noted that these stations sample mantle 

beneath both cratonic (STKA and BBOO) and Phanerozoic (COEN, CTAO, EIDS, 

ARMA, YNG, TOO) regions.  Stations that are referred to as being located in central and 

western Australia are cratonic stations and have a negative phase interpreted to be a 

MLD. 
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In eastern Australia, a large variation occurs in the depth and amplitude of the 

LAB phase (Figure 7), and depth and amplitude are negatively correlated.  Where the 

LAB is found to be relatively shallow, its amplitude is larger (Figure 8).  Intriguingly, the 

locations of the shallowest, strongest amplitude, negative phases fall in or near regions of 

the most recent, voluminous volcanism (see Figure 1).  The relationship between these 

observations is further discussed in section 4.3.  In contrast, the depths and amplitudes of 

the MLD phases observed in central and western Australia are more tightly clustered 

(Figure 8) and no observable variation exists between cratonic blocks.  

 

4.  Discussion 

4.1. Comparison to other receiver function studies 

 Previous receiver function studies in Australia have used Ps scattered waves to 

determine crustal structure [Clitheroe et al., 2000; Reading and Kennett, 2003; Reading et 

al., 2003, 2007].  A continent-wide study of crustal structure by Clitheroe et al. [2000] 

found crustal thickness values at/near several stations in our study, including CTAO, 

ARMA, CAN, KMBL, NWAO, and WRAB [see figure 8, Clitheroe et al., 2000].  At 

these locations the Moho depth from our results and the results of Clitheroe et al. [2000] 

are within error of each other.  More recent work by Reading et al. [2003] found that the 

crustal thickness of the Yilgarn Craton varies slightly from west to east, but is 

approximately 35 to 40 km, which agrees well with our results at stations NWAO and 

KMBL.  Reading and Kennett [2003] found that Moho depth is 30±2 km in the Pilbara 

Craton, in agreement with our measured Moho depth of 32±2 km at station MBWA. 
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Turning to the mantle, a Sp receiver function study by Kumar et al. [2007] 

interpreted the depth of the LAB at stations NWAO, WRAB, and STKA to be 164 km, 

180 km, and 207 km respectively. In contrast, we did not find any significant negative 

phase at these depths at NWAO and WRAB.  At STKA, a small amount of negative 

energy does appear around 200 km, but its amplitude is much smaller than the phase we 

observe at 104 ± 9 km.    Our results are more consistent with the conclusions of Rychert 

and Shearer [2009] based on Ps receiver functions.  Rychert and Shearer [2009] found 

discontinuity depths of 71 to 106 km for three of the same stations as our study, both on 

and off the craton. At NWAO they observe a negative phase at 71 kilometers, which 

comes close to the negative phase at 81±8 kilometers observed from our Sp receiver 

function. At stations WRAB and CTAO, Rychert and Shearer [2009] identified negative 

phases at 106 and 86 km, respectively, which are 11 and 9 km outside of the error bars 

for the Sp arrivals we observe at those stations.   

 

4.2. Estimating the gradient thickness and velocity contrast at a boundary 

 To better understand the mechanism(s) that may responsible for producing a 

boundary in seismic velocity, it is important to constrain the velocity gradient parameters 

that describe the boundary.  In the case of the negative Sp phases considered in this study, 

the parameters are the velocity drop and the gradient thickness (the depth range over 

which the velocity drop is distributed).  To more completely constrain the gradient 

parameters, detailed inverse modeling is needed [e.g., Rychert et al., 2005; Rychert et al., 

2007].  However, simple forward modeling can still be useful in constraining the gradient 

and in differentiating between possible mechanisms. 
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 For each modeled receiver function, velocity gradient parameters were 

systematically varied to determine the parameter ranges that provide acceptable fits to the 

observed LAB or MLD.  The tested velocity models contained the specific crustal 

structure for the given station and an LAB or MLD described by velocity drop and 

gradient thickness values. Gradient thicknesses of 0 km to 90 km were tested at 10 km 

increments.  Velocity decreases of up to 10% were considered; 10% is greater than the 

total shear velocity drop from lithosphere to asthenosphere typically seen in surface wave 

models [Gaherty et al., 1999; Nettles and Dziewonski, 2008; Romanowicz, 2009; Yuan 

and Romanowicz, 2010].  A propagator matrix method [Keith and Crampin, 1977] was 

used to generate synthetic waveforms that were turned into receiver functions using the 

same processes that were applied to the observed seismograms. In the data, the dominant 

period of the incident S waveform was 10-11 seconds, and a source-time function with a 

dominant period of 10.5 seconds was employed in the synthetics.  In addition, the number 

and distribution of ray parameters in the synthetic seismograms duplicated the 

distribution of events in the observed receiver functions.  The results of the modeling are 

discussed in sections 4.3, 4.4. and 4.5.    

 

4.3. The lithosphere-asthenosphere boundary in eastern Australia 

The negative Sp phase observed at depths of approximately 61±11 km to 131±9 

km beneath stations in eastern Australia is interpreted to be the LAB based on 

comparison with shear wave velocity structure [Fishwick et al., 2008a, 2008b].  To 

constrain the velocity gradient associated with the LAB, the LAB Sp phases were 

modeled for station COEN which has the largest amplitude LAB phase, ARMA which 
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has the smallest amplitude LAB phase on the eastern margin of Australia, and BBOO 

which has the smallest amplitude LAB phase overall.  

For station COEN, the best fitting velocity gradients vary from a 7% velocity 

decrease over 0 km, to a 10% decrease in velocity over 20 km (Figure 9), but all models 

with gradient thicknesses of 40 km or more or velocity drops of 4% or less failed to 

match the observed receiver function to within two standard deviations.  At station 

ARMA, the best fitting gradients vary from a 4% velocity drop over 0 km, to a 7% 

velocity drop over 10 km and a 10% drop in velocity over 20-30 km (Figure 9).  At 

ARMA and BBOO, a gradient thickness of 40 km for a 10% velocity drop grazes the 

lower amplitude two standard deviation limit of the observed Sp phases.  Overall, for 

stations representing the range of LAB Sp phase amplitudes in eastern Australia, gradient 

thicknesses of 40 km or less are required, and smaller gradient thicknesses provide better 

fits. 

 In geodynamical models for cratonic lithosphere and surrounding continental 

margins [Cooper et al., 2004; King and Ritsema, 2000; Korenaga and Jordan, 2002] 

temperature gradients between the lithosphere and asthenosphere occur over at least 50-

70 km.  In contrast, the modeling of eastern Australia LAB Sp phases in this study rules 

out velocity gradient thicknesses of more than 40 km.  We thus conclude that the LAB in 

eastern Australia cannot be the result of a change in temperature alone.   

 Another possible explanation for the velocity drop is that the lithosphere is more 

dehydrated and depleted relative to a hydrated and fertile asthenosphere [Hirth and 

Kohlstedt, 1996; Karato and Jung, 1998].  Mg numbers for the mantle of the Phanerozoic 

Australia lithosphere lie in the range of 90-91 [Gaul et al., 2000], relatively close to 
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values expected for the asthenosphere (88-89), with the result that depletion alone could 

reduce velocities by less than 1% [Lee, 2003].  However, hydration in the asthenosphere 

could create a drop in velocity of roughly 4.5% across the LAB [Rychert and Shearer, 

2009], and thus could explain the eastern Australia LAB Sp phases, with or without 

depletion effects, assuming that the velocity gradient occurs over 10 km or less.   

 Alternatively, a small fraction of melt in the asthenosphere could produce a large 

drop in velocity.  The exact percent melt needed to produce a given percent change in 

seismic wave speed depends on melt geometry [e.g., Hammond and Humphreys, 2000; 

Takei, 2002; Takei and Holtzman, 2009], but 1-2% appears to be sufficient [Hammond 

and Humphreys, 2000; Kawakatsu et al., 2009].  The xenolith-based southeast Australia 

(SEA) geotherm [O’Reilly et al., 1997] is thought to reflect the present-day geotherm in 

high heat flow areas like north Queensland (e.g., COEN), east-central Queensland (e.g., 

CTAO) and western Victoria (e.g., TOO) [O’Reilly et al., 1997].  O’Reilly et al. [1997] 

inferred that the SEA geotherm crossed the dry peridotite solidus at a depth of 

approximately 120±20 km, significantly deeper than the negative velocity gradient 

indicated by the Sp phases.  However, reduction of the asthenospheric solidus 

temperature due to hydration [e.g. Grove, 2006; Hirschman et al., 2009] creates the 

possibility that the eastern Australia LAB coincides with the damp solidus and that the 

LAB velocity gradient reflects partial melt within the asthenosphere.  Alternatively, small 

degrees of carbonatite melt may exist in the asthenosphere [Dasgupta and Hirschmann, 

2007].   

 A link appears to exist between eastern Australia LAB properties, lithospheric 

temperature, and present-day partial melt.   The highest heat flow areas [O’Reilly et al., 
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1997] coincide with regions of recent and voluminous volcanism (Figure 1) and with 

stations COEN, CTAO, and TOO, where the lithosphere appears to be thinner and the 

amplitude of the LAB phase is larger than at other eastern Australia stations (Figure 7).  

An interesting question is whether the zones of thinner lithosphere created [e.g., Ebinger 

and Sleep, 1998], or were created by, focused mantle flow and melting. 

 

4.4. The lithosphere-asthenosphere boundary in central and western Australia 

In the craton, surface wave tomography models indicate that the transition from 

seismically fast lithosphere to slow mantle asthenosphere occurs at depths of 

approximately 150-250 km in Australia [Fishwick et al., 2008a, 2008b].  The absence of 

significant negative energy in Sp receiver functions at LAB depths is a striking feature of 

stations in central and western Australia.  At cratonic stations near the coast, it is possible 

that the negative phase found at depths of 69±8 km to 85±14 km, and interpreted to be a 

MLD, is actually the LAB and that the edge of the thick lithosphere is further inland than 

resolved by surface wave tomography. However, this explanation is highly unlikely at 

stations in the continental interior, such as WRAB.  It is also possible that the lack of a 

negative phase at potential LAB depths could reflect the lack of an asthenospheric layer 

that contains isotropically slow velocities [Gaherty and Jordan, 1995; Pedersen et al., 

2009; Revenaugh and Jordan, 1991].    

Assuming that an asthenospheric low velocity zone does exist beneath the 

Australian craton [Cammarano and Romanowicz, 2007; Fishwick, 2005; Romanowicz, 

2009], modeling with synthetic Sp receiver functions for periods of 10.5 s, comparable to 

dominant periods in the observed receiver functions, indicates that increasing gradient 
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thickness from 0 km to 50 km produces a 70% reduction in the amplitude of the Sp phase 

produced by the discontinuity.  For velocity drops of no more than 10%, gradient 

thicknesses of 60 km or more could easily prevent the observation of Sp phases when 

typical noise levels are taken into account. Sp receiver functions for stations WRAB, 

FITZ, MBWA and NWAO were re-calculated decreasing the low-pass filter that 

increased the average dominant period of the individual waveforms from ~10.5 seconds 

to ~20 seconds.  Even with these larger dominant periods, no Sp phases from LAB depths 

were observed.  We conclude that if a significant reduction in velocity occurs at the base 

of the cratonic lithosphere, it must be distributed over 60-90 km or more.  Such velocity 

gradients could be produced by geotherms typical of models where no change in 

composition or melt content occurs, although comparably gradual vertical variations in 

composition or melt cannot be ruled out (Figure 10).  

 

4.5. A discontinuity within the cratonic lithosphere 

The negative Sp phase at 69±8 km to 85±14 km imaged throughout central and 

western Australia is interpreted to be a negative velocity contrast internal to the 

lithosphere (a MLD).   This feature correlates with a layer of low shear wave velocity in 

surface wave models, seen in central Australia at 75 km depth by Fishwick et al. [2005] 

and more broadly in cratonic Australia by Lekic and Romanowicz [submitted]. A 

decrease in velocity within the cratonic lithosphere at similar depths has also been 

observed in receiver functions from North America [Abt et al., 2010] and globally in Ps 

receiver functions [Rychert and Shearer, 2009], surface wave tomography [Romanowicz, 

2009] and long-range seismic profiles [Thybo, 2006 and references therein]. 
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Discontinuities in the 70-100 km depth range in the continental lithosphere have 

sometimes been associated with the Hales discontinuity.  However, the original definition 

of this discontinuity was a velocity increase with depth [Hales, 1969], and subsequent 

citings have included both positive discontinuities [Revenaugh and Jordan, 1991] and 

anisotropic boundaries [Bostock, 1998; Fuchs, 1983; Levin and Park, 2000; Mercier et 

al., 2008].  

To test whether the negative isotropic velocity gradients associated with MLDs 

represent averages of an azimuthally anisotropic boundary, the Sp receiver functions 

were binned in 60° increments as a function of back-azimuth.  No consistent back-

azimuthal patterns in timing or amplitude were observed for the MLD phases (or for LAB 

Sp phases at eastern Australia stations), although a lack of events in a number of back-

azimuth bins hindered the analysis. We conclude that anisotropic layering is not evident, 

but it cannot be ruled out.  Binning by back azimuth was also used to look for variations 

in Sp phase depth at stations near regions of apparent rapid transitions in LAB depth (e.g. 

COEN, STKA, and BBOO) inferred from surface wave tomography [Fishwick et al., 

2008].  However, robust trends in Sp phase depth internal to the data for a single station 

were not resolved. 

Using synthetic Sp receiver function modeling, we determined that a single 

negative phase similar in amplitude and depth to the observed MLD phases can be 

produced by isotropic models for the cratonic lithosphere that contain either a thin low 

velocity layer (< 6 km in vertical extent) or a localized drop in velocity (for example a 0 

km thick gradient) followed by a gradual increase in velocity of equal magnitude (>50 

km thick gradient).  Given that aspects of these structures are very localized in depth, 
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they are likely related to factors such as composition or grain size and fabric, rather than 

vertical variations in temperature.  Partial melt could produce sufficiently sharp vertical 

boundaries, but temperatures estimated for the cratonic lithosphere in Australia [O’Reilly 

et al., 1997] lie beneath the peridotite solidus, even allowing for the presence of water 

[Grove et al., 2006]. 

Layering in composition or texture could date to the formation of the cratonic 

lithosphere, perhaps related to imbrication of originally thinner lithosphere during mantle 

accretion.  Stacking of lithospheric layers has been suggested in the Canadian shield 

[Bostock, 1998; Chen et al., 2009; Mercier et al., 2008; Snyder, 2008], although the 

discontinuity dips apparent in these studies are not obviously consistent with the 

relatively uniform depth of the MLD observed in Australia. Another possibility is that the 

MLD represents the top of a melt cumulate layer (such as a low-velocity pyroxenite 

[Behn and Kelemen, 2006]) emplaced in the cratonic lithosphere during an earlier time 

when lithospheric temperatures were higher. 

 

5.  Conclusions 

A strong, coherent negative Sp phase at 61±11 km to 131±9 km in eastern 

Australia is interpretable as the lithosphere-asthenosphere boundary (LAB).  The drop in 

velocity required to produce the observed phases is too localized in depth (< 40 km) to be 

produced by models in which seismic velocities depend solely on temperature.  Rather, 

the asthenosphere must be made weak relative to the lithosphere by other properties, for 

example greater water content or a small amount of partial melt.  The strongest and 

shallowest LAB Sp phases correlate with regions of high heat flow and the most recent 
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large volume magmatic eruptions in Australia, suggesting a link between LAB 

topography and mantle melting processes.  

The absence of a negative Sp phase associated with the LAB in cratonic Australia 

implies that the velocity drop associated with the cratonic LAB is very gradual 

(distributed over 60-90 km or more) or very weak.  Such a gradual boundary could be 

produced by temperature alone, although gradual variations in mantle composition or 

melt content cannot be ruled out.  The only significant negative Sp phase for stations in 

central and western Australia is a mid-lithospheric discontinuity found at depths of 69±8 

km to 85±14 km.  This boundary could represent vertical variations in mantle 

composition, grain size or fabric, for example a low velocity melt cumulate layer. 
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Figure 1.  (a) Overview of major tectonic provinces within Australia; solid black lines 
outline the seven major geophysical domains [Wellman, 1998].  Region with inclined 
lines is the West Australia Craton (WC); horizontal lines indicate the North (NC) and 
South Australia (SC) Cratons; dots indicate the presence of Phanerozoic basement 
inferred from the Tasman Line (Gunn et al., 1997).  The nineteen stations for which Ps 
and Sp receiver functions are calculated are marked with an inverted triangle.  Black 
inverted triangles indicate the receiver functions are included in later interpretation.  (b)  
Volcanism related to central and lava field volcanism (from Johnson et al. [1989]).  
Volcanic age is indicated by color and volume is shown by size of the symbol.  Star and 
oval show location of most recent volcanism. 
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Figure 2.  Distribution of events used to calculate Ps (blue circles) and Sp (red circles) 
receiver functions for station WRAB.  A total of 523 events from epicentral distances of 
35°-80° were used for Ps at WRAB and 121 events from epicentral distances of 55°-75° 
were used for Sp at WRAB. 

WRAB
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Figure 3.  Comparison of single binned Sp receiver functions for station ARMA 
calculated using frequency-domain (a) and time-domain (b) deconvolution methods.  The 
thick, solid black line is the mean calculated receiver function from the bootstrap test.  
The mean is virtually identical to the single-stacked receiver function.  The solid grey 
lines on either side of the mean are the two standard deviations.  The receiver functions 
are similar in form, with a strong positive phase at a depth of 34±5 km in the frequency 
domain and 33±5 km in the time domain, which is interpreted as the Moho.  At 93±16 
km (a) and 81±18 km (b) a robust negative phase corresponds to the estimated LAB 
depth from the shear wave velocity model of Fishwick et al. [2008a, 2008b].  A phase is 
only considered robust if there is good agreement between the time and frequency 
domains. 
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Figure 4.  Example of single bin Ps and Sp receiver functions calculated for stations 
TOO (a and b) and FORT (c and d).  The Ps receiver function for TOO (a) exhibits a 
strong, well-defined positive phase at 34±3 km indicating a velocity increase with depth, 
interpreted as the Moho. A negative phase is observed at 56±2 km and is consistent with 
the negative phase in Sp (b) at a depth of 61±11 km.  The Ps receiver function at FORT 
(c) has complicated crustal structure with numerous reverberations, in contrast to the Sp 
receiver function at FORT (d), which exhibits a clear signal, with a strong negative phase 
indicating a velocity decrease with depth at 79±6 km.  This negative phase is not apparent 
on the Ps receiver function (c), which may be due to interference from reverberations.  
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Figure 5.  Example of Sp receiver functions for three tectonically distinct regions.  The 
thick, solid black line is the mean calculated receiver function from bootstrapping, where 
the solid grey lines on either side of the mean are the two standard deviations.  (a-b) 
WRAB is located well within the interior of the Proterozoic North Australia Craton and is 
characterized by a negative phase at 81±14 km that is interpreted to be mid-lithospheric 
discontinuity.  (c-d) STKA is found along the ambiguously defined Proterozoic margin.  
The Sp receiver function is characterized by a well-constrained negative phase at 104±9 
km inferred to be the LAB.  (e-f) The results at station COEN are typical of many 
receiver functions for stations along the eastern margin of the continent.  A negative at 
67±8 km is interpreted to be the LAB.  
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Figure 6.  (a) Lines demonstrating location of cross-sections of Sp receiver functions A-
A’, B-B’ and C-C’.  (b thru d) The mean of the bootstrapped receiver functions are 
shown in solid black in cross-sections A-A’, B-B’ and C-C’.  The receiver functions are 
plotted to the same scale in each cross section and the statistically significant portions are 
represented in either red (positive) or blue (negative).  Depths are shown to 250 km, but 
individual receiver functions were examined to 400 km to ensure that no identifiable 
phases existed at greater depths.  Black horizontal lines mark the location of the largest 
significant negative phase, and the surrounding grey box indicates the two standard 
deviations.  Solid grey and black circles indicate the range of potential LAB depths from 
surface wave tomography [Fishwick et al., 2008a, 2008b].  If the negative phase from the 
receiver function falls within the potential LAB depth range, the phase is interpreted to be 
the LAB; otherwise it is characterized as a MLD. 
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Figure 7.  Smoothed conversion depths (a) and amplitudes (b) of selected negative Sp 
phases.  Negative phases are selected based on the largest, statistically significant 
negative peak within a given receiver function. The smoothed conversion point locations 
are created by first calculating the theoretical piercing points of the selected negative 
phase for each station using the respective H-k stacking crustal model combined with 
AK135 [Kennett et al., 1995] for the mantle.  The piercing points were then placed onto a 
0.05° x 0.05° grid and were averaged if more than one piercing point fell onto a single 
element.  The piercing points were then smoothed with a circular filter, which produced a 
new spacing of 0.3°. Upside-down black triangles indicate seismic station location. The 
thick dashed black line is used to graphically illustrate the separation between stations 
imaging the LAB and stations imaging a (MLD). 
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Figure 8.  Plot of amplitude versus depth of the negative phase interpreted to be the LAB 
(solid black squares) and the MLD (black and white squares) shown with two standard 
deviation error bars.  Black line shows the best fit through the LAB phases. 
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Figure 9.  (a) Solid black line is the mean of the single-binned receiver functions for 
station COEN and the dashed lines are two standard deviations.  The colored lines are the 
synthetic receiver functions calculated for a 10% velocity dropped over a gradient 
thickness of 0 to 50 km.  (b) Same as part (a) but for station ARMA.    
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Figure 10.  Schematic cross-section through Australia intersecting Archean, Proterozoic 
and Phanerozoic terranes.  LAB depth estimated from surface wave tomography 
[Fishwick et al., 2005] and Sp receiver functions (this study). 
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  Events  Crustal Velocity Model  Phases and Interpretation 

Net STA #Ps #Sp  Model Moho Vp Vp/Vs  Moho 
Negative 

Phase 
LAB depth 

range Boundary 
AU ARMA 199 112  H-k Stack 34 6.42 1.72  36±3 93±16 <150 km LAB 
AU BBOO 192 58  H-k Stack 41 6.55 1.77  42±3 131±9 150-175 km LAB  
AU BLDU 13 2  H-k Stack 35 6.42 1.73  36±2 - - - 
AU COEN 266 70  H-k Stack 37 6.47 1.7  38±2 67±8 Absent Lid LAB 
AU EIDS 209 112  H-k Stack 35 6.51 1.7  37±3 76±12 <150 km LAB 
AU FITZ 279 59  H-k Stack 41 6.45 1.71  44±5 81±8 125-225 km MLD  
AU FORT 169 44  Fixed 40 6.45 1.85  40±9* 79±6 125-200 km MLD  
AU KMBL 294 64  H-k Stack 37 6.46 1.73  38±1 85±14 125-225 km MLD  
AU MOO 84 39  H-k Stack 33 6.27 1.68  33±3 - - - 
AU MUN 151 34  H-k Stack 51 6.42 1.87  53±2 - - - 
AU STKA 333 97  H-k Stack 43 6.47 1.68  46±3 104±9 100-175 km LAB 
AU TOO 216 91  H-k Stack 33 6.43 1.77  34±3 61±11 Absent Lid LAB 
AU YNG 184 79  H-k Stack 34 6.57 1.83  33±2 70±8 <150 km LAB 
II TAU 313 120  H-k Stack 31 6.18 1.74  32±3 - - - 
II WRAB 523 121  H-k Stack 48 6.58 1.74  49±2 81±14 175-200 km MLD 
IU CTAO 619 251  H-k Stack 39 6.51 1.7  40±2 73±6 Absent Lid LAB 
IU MBWA 349 129  H-k Stack 31 6.51 1.69  32±2 69±8 100-200 km MLD 
IU NWAO 372 176  H-k Stack 38 6.46 1.78  41±3 81±8 100-175 km MLD 
              

Table 1.  Summary of receiver function results at the nineteen stations used in the study.  The velocity model used for the migration for all but FORT was created 
using a crustal model from Ps H-k stacking for the respective station and a mantle model from AK135.  The Moho phase depths listed in the table were obtained 
from Ps receiver functions, except for FORT* which was obtained from the Sp receiver function.  The largest statistically significant negative phase for each 
station was selected from Sp receiver functions.  Phase depth uncertainties correspond to the maximum range of depth in between where the bootstrap two 
standard deviations have the same amplitude as the phase peak of the bootstrap mean.  A negative phase is not listed for stations where the time domain and 
frequency domain deconvolution methods yielded significantly different receiver function results.  The potential “LAB depth range” was determined from the 
shear wave velocity model [Fishwick et al., 2008a, b] and corresponds to the depth range between the minimum Vs beneath the Moho up to the next local 
maximum in velocity.  Stations where there is no high velocity lid present beneath 75 km are designated with the label “Absent Lid” and the LAB depth range is 
assumed to be between the Moho and 75 km. If the negative phase pick from the Sp receiver functions falls within the LAB depth range, the phase is interpreted 
as the LAB otherwise it is interpreted to be a mid-lithospheric discontinuity (MLD).  BBOO is the one exception.  See section 3 for a more detailed discussion.    
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Abstract 
 

Sp receiver functions have become a commonly used method for imaging upper mantle 

structure.  However, there has been little work done to understand the effects of 

anisotropy on Sp receiver functions, despite the evidence for anisotropic discontinuities 

in the upper mantle.  Using synthetic seismograms calculated for a number of simple 

anisotropic upper mantle models, we illustrate the effects of layered azimuthal and radial 

anisotropy on Sp receiver functions and compare the Sp results to Ps receiver functions.  

We find that vertical variations in azimuthal anisotropy produce distinct back-azimuthal 

patterns in Sp receiver functions, which could be useful in identifying anisotropy in 

observed Sp phases.  However, we also document a strong dependence of Sp receiver 

function on the initial polarization of the direct-S phase, a complexity that does not exist 

with Ps receiver functions.  Resulting Sp receiver functions that include radial anisotropy 

with a vertical symmetry axis do not have the same dependence on back azimuth and 

incident polarizaition; instead a coherent positive or negative phase is produced, 

depending on whether the vertical axis is fast or slow. 

 

Sp receiver functions observed within the Canadian craton, including stations newly 

analyzed in this study, contain evidence for a mid-lithospheric discontinuity, which 

appears to have a negative amplitude (using the Ps polarity convention) indicative of a 

velocity decrease with depth if only isotropic structure is considered.  At station FCC, 

located within the craton, observed SKSp receiver functions show a negative phase at 

depths of ~125 km.  The back-azimuthal signature of this phase is matched by synthetic 

SKSp receiver functions for an anisotropic model based on the SAWum_NA2 long-
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period waveform tomography of Yuan et al. (2011).  In this model, the negative SKSp 

phase is produced by a vertical change in the orientation and strength of azimuthal 

anisotropy, rather than a decrease in isotropic velocity. This result opens the door to an 

interpretation in which the mid-lithospheric discontinuity observed widely in the craton 

represents layering in azimuthal anisotropy, as opposed to the top of mid-lithospheric low 

velocity layer.   
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1.  Introduction 

 

Receiver function analysis is a seismic imaging technique that is used to identify 

discontinuity structure in the crust, upper mantle and mantle transition zones (e.g., 

Vinnik, 1977). The technique uses the partial scattering of a primary P- or S- seismic 

phase at a boundary in seismic properties, into an S- or P- wave, respectively, to infer 

information about the scatterer.  The term “receiver function” arises from the process of 

removing source effects, through deconvolution, to isolate information about seismic 

structure beneath the receiver.  Assuming a velocity structure, receiver functions can be 

migrated and the depth of the scatterer can be determined.  Additional analysis, such as 

modeling of the receiver functions, can constrain information regarding the seismic 

velocity gradient associated with the boundary (e.g., Rychert et al., 2007; Ford et al., 

2010) and binning receiver functions as a function of back-azimuth can aid in the 

identification of azimuthal anisotropy. 

 

The behavior of Ps receiver functions in the presence of anisotropy has been well 

documented (e.g., Bostock, 1998; Fredericksen and Bostock, 2000; Levin and Park, 

1997; Savage, 1998) and used to confirm the existence of anisotropic structure in a 

number of tectonic settings (e.g., Bostock, 1998; Mercier et al., 2008; Ozacar and Zandt, 

2009; Savage, 1998; Schulte-Pelkum et al., 2005; Snyder, 2008; Wirth and Long, 2012).  

Receiver functions have a distinct advantage over shear-wave splitting methods, which 

rely on the path-integrated observations of anisotropy and therefore cannot directly image 

boundaries in anisotropy (e.g., Silver and Chan, 1991; Silver, 1996; Savage, 1999).  
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Similarly, while surface wave tomography has the ability to delineate variations in 

anisotropy with depth (e.g., Yang and Forsyth, 2006), its vertical resolution of sharp 

velocity gradients (velocity interfaces) is not as precise as receiver function analysis, 

which typically has an uncertainty of ±10 km in depth  (Lekic et al., 2011). 

 

One large limitation of Ps receiver function imaging is the appearance of crustal 

reverberations, which often arrive in the same time window as upper mantle phases.  In 

contrast, the converted P-wave in Sp receiver functions is separated from the 

reverberations by the primary S-phase.  As a result, Sp receiver function analysis does not 

suffer from issues of reverberation contamination, making the method ideal for imaging 

upper mantle structure, such as the lithosphere-asthenosphere boundary (LAB) (e.g., Li et 

al., 2007; Rychert et al., 2007; Abt et al., 2010; Miller and Eaton, 2011; Lekic et al., 

2011; Kind et al., 2012; Kumar et al., 2012; Levander and Miller, 2012). 

 

Despite the rising popularity of Sp receiver function analysis, and the observation of 

boundaries in anisotropy in the upper mantle (e.g. Bostock, 1998), the interaction of Sp 

phases and receiver functions with anisotropic structure has only begun to be explored 

(Bourguignon, 2009).  To improve our understanding of these effects, we calculated 

synthetic Sp receiver functions for a range of simple anisotropic models, testing the 

impact of anisotropy strength and geometry, and comparing these results to Ps receiver 

functions.  Using the information gained from our simple modeling, we then evaluated 

whether the negative mid-lithospheric phase commonly observed in Sp receiver functions 

within the Canadian craton can be explained by invoking vertical variations in 
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anisotropy.  To test this hypothesis, we calculated synthetic SKSp receiver functions for a 

velocity model that represents a simplified version of the azimuthally and radially 

anisotropic SAWum_NA2 model (Yuan et al., 2011) for station FCC, located within the 

Canadian craton, and we compared the synthetics to the observed SKSp receiver function 

for station FCC. 

 

    

2.  The interaction of Sp receiver functions with anisotropic structure 

 

2.1 Generating synthetic seismograms 

In order to characterize the behavior of Sp receiver functions in the presence of 

anisotropy, we first calculated synthetic seismograms for a range of simple models using 

a propagator matrix method (Keith and Crampin, 1977), which allows for wave 

propagation through an n-layered, horizontally stratified medium, with anisotropic and/or 

isotropic elastic coefficients.  The synthetic seismograms were calculated for cases at 

distances of 75° and 110° (corresponding to epicentral distances of S- and SKS- phase 

arrivals respectively), depths of 0-300 km, and back-azimuths of 0-360°.  Since the initial 

polarization direction for the S-phase is dependant on focal mechanism, which varies 

between earthquakes, we also vary the amount of incident SV-SH energy present. 

  

2.2 Elastic coefficients 

Although the upper mantle is primarily composed of olivine and orthopyroxene, both of 

which are orthorhombic, studies of naturally- and experimentally-deformed olivine 
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aggregates indicate that assuming a hexagonal symmetry is reasonable (Mainprice and 

Silver, 1993; Bystricky et al., 2000; Mehl et al., 2003; Michibayashi et al., 2006).  

Therefore, we employ hexagonal anisotropy, which requires only five independent elastic 

coefficients, in all of the simple models examined in this section.  (A more general 

anisotropic symmetry is employed when modeling structure beneath station FCC in 

Canada in the next section.)   The elastic coefficients employed in this section (listed in 

Table 1 as “SPB – full” ) were taken from Schulte-Pelkum and Blackman (2003) and are 

thought to be representative of upper-most mantle velocities.   The amount of P 

anisotropy in SPB is set at 10% and the S anisotropy is set at 9.5%.  This value is 

considered to be at the high-end of the possible range in upper mantle anisotropy inferred 

from observations (e.g., Smith and Ekström, 1999), and is used in this paper for 

illustrative purposes only. In the elastic coefficient case labeled “SPB – half”, the amount 

of anisotropy is reduced by half by diluting the original elastic coefficients with the 

equivalent isotropic coefficients that have the same Voigt-averaged velocity (Babuska 

and Cara, 1991).  The strength of anisotropy in the second case is closer to values that 

have been measured in the upper mantle (e.g. Forsyth et al. 1998; Lin et al., 2010; Yuan 

and Romanowicz, 2010; Yuan et al., 2011).  Table 1 lists the elastic coefficients, 

thickness of layers, and the azimuth and plunge of the fast-axis in layers with anisotropy.  

For both SPB-full and SPB-half, the axis of symmetry is the fast axis.  In section 3.3, we 

explore the effects of a slow symmetry axis on radial anisotropy.  

 

2.3 Calculating synthetic receiver functions 
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For this study, we calculated Ps, Sp and SKSp receiver functions.  Waveforms were 

filtered with a band-pass of 0.03 to 0.5 Hz, windowed around the parent phase (S for Sp; 

SKS for SKSp; P for Ps), and rotated into P, SV and SH components using a free surface 

transfer matrix (Kennett, 1991) in which the values of Vp and Vs are set to match the 

velocities of the crustal layer used to construct the synthetic seismograms (Table 1). The 

component containing the scattered phase was then deconvolved by the corresponding 

parent phase using a simultaneous frequency domain technique (Bostock, 1998) and 

migrated to depth.  For Ps receiver functions, the P component is deconvolved from the 

SV component.  For the SKSp cases and most of the Sp examples, the SV component 

was deconvolved from the P component (“radial component” receiver functions).  

However, in a few cases “transverse component” Sp receiver functions were also 

generated (SH deconvolved from P). The polarity of the Sp and SKSp receiver functions 

was flipped in order to match the sign of the Ps receiver functions. 

 

3.  Synthetic receiver function results 

 

3.1 Comparison to Ps receiver functions 

Our first modeling case, Model 1 (Table 1b), uses the full strength hexagonal anisotropy 

coefficients from Schulte-Pelkum and Blackman (2003) for the mantle layer and the 

mantle half-space.  However, the fast-axis direction between the two layers is offset by 

90°, so that the fast-axis in the top mantle layer is oriented N-S, and the fast-axis in the 

mantle half-space is oriented E-W (Fig. 1).  For the Sp case here (Model 1) and in 
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Models 2-4, incident S motion is SV and the Sp receiver functions are shown for SV 

deconvolved from P. 

 

Both the Ps (Fig. 2a) and Sp (Fig. 2b) receiver functions have a positive Moho phase at 

36 km and a phase located at 100 km due to the interface in anisotropy in Model 1 (Fig. 

1).  The Ps receiver function also exhibits a clear set of crustal reverberations at depths of 

~150 km and ~190 km, which demonstrates the potential difficulty with using Ps receiver 

functions to image upper mantle structure. 

 

For both Ps and Sp, there is a periodicity in the mantle phase at 100 km every 180° in 

back-azimuth.  The periodicity in Ps receiver function amplitudes has been well 

documented by others (e.g., Levin and Park, 1998; Savage, 1998), and is often referred to 

as a sin(2θ) pattern.  An isotropic dipping interface can also produce variations in back-

azimuth. However, careful comparison, which includes the use of the P-SH receiver 

functions, can help to distinguish between boundaries in anisotropy and dipping 

interfaces (e.g., Wirth and Long, 2012). 

 

The second modeling case, Model 2 (Table 1b) uses the same geometry as Model 1, but 

with elastic coefficients that have been diluted (SPB – half); incident S particle motion 

remains SV.  The overall behavior in Ps and Sp is similar to that with Model 1, however 

the change in amplitude and depth is more subtle in both Ps and Sp receiver functions 

(Fig. 2c and 2d).  In particular, the back-azimuthal variation in depth is significantly 
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smaller in Sp, and may be difficult to observe in a real world data example.  The 

amplitude variation in Ps although smaller, is still pronounced. 

 

3.2 Variations in anisotropy geometry 

In the next two modeling cases, Models 3 and 4, we used SPB - half and SV incident S 

particle motion, while varying the azimuth and plunge of the fast-axis (Fig. 4).  In Model 

3, the top mantle layer retains the same fast-axis direction of N-S, while the mantle half-

space now has a fast-axis direction of 45° (NE-SW).  Both layers maintain a fast-axis 

plunge of 0°.  The resulting Ps receiver function (Fig. 4a) has a pattern similar to what is 

observed in Models 1 and 2, with the difference being that there is a back-azimuthal shift 

in the zero crossing of the sin(2θ) amplitude pattern.   

 

In contrast, there is a striking change in the Sp receiver functions (Fig. 4b) when the fast-

axis azimuth offset of between the two layers is changed from 90˚ to 45˚.  The new Sp 

receiver function pattern in back-azimuth is characterized by a rapid change in the sign of 

the phase at back-azimuths of 45° and 225°, and more gradual changes between 90- 130° 

and 270-310°.  This variation in amplitude can be thought of as a cot(2θ) pattern.  The 

difference in behavior between Models 1-2 and Model 3, demonstrates the potential 

utility in using Sp receiver functions to differentiate between models with varying fast-

axis azimuth. 

 

The assumption of anisotropy with a plunging symmetry axis in the upper mantle is a 

reasonable one, since plunging anisotropy has been invoked to explain observations in a 



! 53!

number of tectonic settings (e.g. Bostock, 1998; Mercier et al., 2008; Snyder, 2008; 

MacDougall et al., 2012).  In Model 4, the azimuths of the fast-axes are the same as in 

Model 3, with the only difference being that the plunge of the fast-axis is changed from 

0° to 20° in the top mantle layer, with the plunge downward to the north.  The resulting 

difference in both Ps and Sp receiver functions (Fig. 4c and 4d) is the loss of the 180° 

periodicity, which was observed in Models 1 through Model 3.  In both Ps and Sp cases, 

the amplitude of the phase from the interface at 100 km is reduced in the direction of a-

axis plunge.   

 

We do not consider the possibility of a dipping interface, either isotropic or anisotropic, 

but synthetic examples can be seen in numerous studies for Ps receiver functions (e.g. 

Fredericksen and Bostock, 2000; Mercier et al., 2008; Wirth and Long, 2012) and in 

Bourguignon (2009) for Sp receiver functions.      

 

3.3  Sp receiver functions in the presence of radial anisotropy 

In Models 5 and 6 we investigate the effects of radial anisotropy with the axis of 

symmetry oriented in the vertical direction.  Radial anisotropy exists in the upper layer, 

and In contrast to Models 1-4, the half space of Models 5 and 6 correspond to the 

isotropic Voigt-averaged velocities of the anisotropic coefficients from the same model.  

Additional epicentral distances (57.5-77.5°) are also included.  In Model 5, the elastic 

coefficients of SPB – half are used for the anisotropic layer, and the Voigt-averaged 

coefficients (SP1 – iso) are used in the half space.  In Model 6, the anisotropic 

coefficients correspond to the “hexagonal slow” coefficients given in Schulte-Pelkum and 
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Blackman (2003), and diluted by 50% (Fig. 1).  We label these coefficients as SPB – 

slow, since the axis of symmetry is the slow direction, and the plane perpendicular to the 

slow direction is fast.  The isotropic half space in Model 6 is the equivalent Voigt-

averaged velocities (SP2 – iso). The coefficients for SP1 – iso, SP2 – iso, and SPB – slow 

are listed in Table 1. 

 

In Models 5 and 6, and in contrast to Models 1-4, there is no change in amplitude with 

back azimuth (Fig. 3) as is expected for radial anisotropy with a vertical symmetry axis. 

For the case of an all-SV incident phase in Model 5, where the elastic coefficients in the 

anisotropic layer are oriented so that the fast axis is vertical, the observed phase at 100 

km depth is positive.  The corresponding phase observed in Model 6 is negative (Fig. 3), 

due to the differing form of anisotropy (slow axis vertical).      

 

3.4 Coupling between P, SV and SH 

In a purely isotropic system with non-dipping interfaces, energy is coupled between P 

and SV, but not with SH.  However, when anisotropy (or a dipping interface) is 

introduced, P-SV-SH coupling can occur.  Ps receiver functions have utilized this 

interaction by examining the SH/Transverse component of Ps receiver functions (e.g., 

Levin and Park, 1997; Bostock, 1998; Fredericksen and Bostock, 2000).   In contrast, 

while the interaction between incident SV and SH particle motion in Sp receiver 

functions was noted by Bourguignon (2009), it has not been as extensively explored. In 

this study we consider the anisotropic interaction between P, SV and SH in Sp synthetic 

receiver functions by determining the impact that differing amount of incident SV and 
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SH energy can have on Sp receiver functions, and by calculating both radial and 

transverse component Sp receiver functions. 

 

The amount of SV and SH particle motion in a given Sp phase varies according to the 

source mechanism radiation pattern, although anisotropy along the path, on both the 

receiver- and the source- side, can also introduce variations in the ratio of SV to SH 

energy.  To understand the effect that incident SH versus SV has on Sp receiver functions 

we tested two end-member cases, where the amount of incident SV to SH particle motion 

varies from all SV, to all SH, as well as an intermediate case where the incident SV and 

SH amplitudes are equal.  These cases are all calculated using Model 3, where the offset 

in fast-axis direction between the two mantle layers is 45°, but where the fast-axes are 

aligned horizontally.   

 

Striking differences are observed as a function of the ratio of incident SV and SH particle 

motion.  In the all-SV incidence case for the radial receiver function (SV deconvolved 

from P) (Fig. 5a), the phase at ~100 km is most prominent (larger amplitudes over a 

larger range of back-azimuths) when negative.  It is also “concave up” in the sense that 

the depth of the phase decreases with increasing back-azimuth over every 180˚.   In 

contrast, the phase in the all-SH incidence radial receiver function (Fig. 5b) case appears 

most prominent when positive, and is “concave down.”  The change in sign also occurs at 

different back-azimuths in the all-SH case relative to the all-SV case.  In the all-SH case, 

the component used in the deconvolution (SV) is opposite of the incident (SH) particle 

motion, and hence represents energy that was wholly polarized from SH to SV by the 
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interaction of the wave with anisotropic structure.  The pattern in back-azimuth for the 

case of equal parts SV and SH (Fig. 5c) is again very different, and in this case manifests 

180˚ periodicity in which the negative and positive polarities occupy comparable ranges 

of back-azimuth. Bourguignon (2009) also tested cases of all-SV and all-SH incident 

polarization direction in Sp receiver functions, deconvolved with the radial component, 

and found systematic differences in the resulting receiver functions. 

 

The right-hand column in Figure 5 illustrates the cases for Model 3 in which the SH 

component is used in the deconvolution from P (transverse receiver functions).  Each row 

again assumes a different incident particle motion: SV (Fig. 5b), SH (Fig. 5d) and equal 

SV and SH (Fig. 5f).   In all three cases, the transverse receiver functions show 

systematic differences from their radial receiver function counterparts. In the case of 

incident SV energy, the phase at 100 km appears to be dominated by positive amplitudes 

(Fig. 5b), in contrast to the predominantly negative phase observed in the corresponding 

radial receiver function (Fig. 5a); the dominant phase on the transverse receiver function 

is also deeper. In the case of incident SH energy, the dominant negative polarity of the 

phase from 100 km on the transverse receiver function is also reversed from the 

corresponding (positive) radial receiver function phase although an argument could be 

made for a multi-lobed positive-negative-positive phase (Fig. 5d).  In the all-SH case the 

dominant arrivals on the radial and transverse receiver functions are at comparable 

depths.  In the case of the equal SH and SV particle motion, the transverse receiver 

function shows alternating negative and positive phases at ~100 km (as does the radial 

receiver function for this case) but the polarity flips occur at different back-azimuths.  
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Significant back-azimuthal variations in the depth and amplitude of the Moho phase exist 

in the all-SV and all-SH transverse receiver functions, and in the polarity of the Moho 

phase for the equal SH and SV transverse receiver function. 

 

The effect of the ratio of SV to SH incidence energy was also tested on the radially 

anisotropic models, Models 5 and 6. Because SH incident waves do not convert to P at 

the base of an anisotropic layer with this geometry of anisotropy, the cases with a pure 

SV incident polarization and mixed SV and SH incident polarization yield identical Sp 

receiver functions (Fig. 3). Because of this lack of dependence on initial particle motion, 

Sp conversions from the base of a layer of radial anisotropy with a slow vertical 

symmetry axis will in general produce a negative phase at all back-azimuths, and a layer 

of radial anisotropy with a fast vertical symmetry axis will produce a positive phase. 

 

3.5 Strategies for addressing initial particle motion dependence 

Although the interplay between SH, SV and P at an anisotropic boundary has the 

potential to significantly complicate Sp receiver functions, it also produces unique 

patterns that could be useful in characterizing anisotropic structure.  One caveat though, 

is the difficulty in measuring the amount of incident SV and SH particle motion in a real 

phase scattering at a boundary in anisotropy.  Without the ability to measure this ratio 

directly beneath the discontinuity, our next best option is to approximate the initial 

polarization direction. One option would be to calculate the polarization pattern emitted 

from the moment tensor and to bin phases by their SV/SH ratio.  Another option would 

be to employ a phase, such as SKS, which is naturally polarized SV.  The limitation to 
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both methods however, is that any anisotropy along the path encountered prior to the 

receiver-side upper mantle discontinuity structure can change the ratio of SV to SH 

energy. 

 

In this paper, we explore the use of SKS phases to constrain initial polarization direction.  

To test the feasibility of using SKSp to image anisotropic structure, we generate 

synthetics for an epicentral distance range of 110°, which is within the SKS phase 

distance range.  The results of the synthetic SKSp radial receiver function are shown in 

Figure 6b, which are compared to the corresponding Sp radial receiver function generated 

using the same model (Model 3) (Fig. 6a).  Both Sp and SKSp are calculated using 

incident SV polarization.  Generally, there is very good agreement between the Sp and 

SKSp receiver functions.  Differences in the amplitude of the Moho and mantle phase are 

due to differences in incidence angle between the direct-S and SKS phases.  As expected, 

the more vertically oriented SKS phase generates scattered phases with smaller 

amplitudes. 

 

4.  Data example 

 

4.1 Craton structure and formation 

In global tomography models (e.g., Cammarano and Romanowicz, 2007; Kustowski et 

al., 2008; Lebedev and van der Hilst, 2008; Nettles and Dziewonski, 2008; Dalton et al., 

2009; Romanowicz, 2009; Lekic and Romanowicz, 2011; Ritsema et al., 2011) the 

lithosphere of cratons is often found to be seismically faster and/or thicker than off-craton 
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continental or oceanic lithosphere.  In a number of recent Sp receiver function studies of 

North America, little evidence is found for a phase associated with the boundary between 

the cratonic lithosphere and underlying asthenosphere (Kumar et al., 2012; Levander and 

Miller, 2012; Abt et al., 2010), although some studies have argued for a weak arrival 

from the lithosphere-asthenosphere boundary depth range (Miller and Eaton, 2010).  

Instead, the most prominent feature is a negative phase observed at depths thought to be 

within the mantle lithosphere.  Evidence for discontinuity structure within the lithosphere 

has also been observed in Ps receiver functions (Bostock, 1998; Snyder, 2008; Mercier et 

al., 2008; Rychert and Shearer, 2009) as well as in long-range seismic profiles (Thybo, 

2006).  In some models of surface wave tomography, variations in azimuthal anisotropy 

at mid-lithospheric depths are suggestive of layered structure within the lithosphere 

(Yuan and Romanowicz, 2010; Yuan et al., 2011).  These variations often fall within the 

same depth range as mid-lithospheric discontinuity phases imaged by Sp receiver 

functions (Abt et al., 2010).  

 

Such discontinuities have been interpreted to be a result of craton formation, which could 

either be explained by a more dehydrated, depleted cratonic core underlain by a less 

depleted mantle lithosphere (Yuan and Romanowicz, 2010) or by the stacking of 

lithospheric layers (Bostock, 1998; Mercier et al., 2008; Snyder, 2008).  It has 

alternatively been suggested that the layer may reflect a melt cumulate resulting from 

melt migration or metasomatism (Ford et al., 2010).  Despite these conjectures, the origin 

of the intra-lithospheric layering remains uncertain. 
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4.2 Deconvolution and migration 

Building on the earlier work of Abt et al. (2010) we calculated single station Sp receiver 

functions using data from the Canadian National Seismograph Network (CN), POLARIS 

Network (PO) and the Global Seismograph Network (II), totaling 12 stations (Fig. 6).  

Events were requested for all back-azimuths, epicentral distances of 55-80° and depths of 

less than 300 km.  As in Abt et al. (2010) and Ford et al. (2010), waveforms were filtered 

with a band-pass of 0.03 to 0.5 Hz, windowed around the S phase, and rotated into P and 

SV components using a free surface transfer matrix (Kennett, 1991).  All the waveforms 

for a given station were then simultaneously deconvolved and migrated in the frequency 

domain, using a best fitting water-level to stabilize the deconvolution (Bostock, 1998). At 

each station, crustal parameters used in the migration were calculated using an H-k 

stacking method (Zhu and Kanamori, 2000).  At stations SCHQ and EDM, the H-k 

stacking method failed to determine reasonable values of crustal thickness and/or Vp/Vs 

ratio, therefore a fixed model was used (Table 2).  For mantle parameters, the migration 

model at each station was constructed by calculating 1D average profiles from the three 

dimensional models of Vp from Burdick et al. (2008) and Vs from Yuan and 

Romanowicz (2010) (Table 2). Station RES fell outside of the region modeled by 

Burdick et al. (2008), and as a result, the one-dimensional earth model, ak135 (Kennett et 

al., 1995) was used instead.  

 

4.3 Results 

Moho depth, calculated using Ps receiver functions, was found to range from 36-44 km 

beneath the 12 stations where Sp receiver functions were also calculated. A negative 
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phase, observed on the Sp receiver functions, is found between 62 and 109 km depth 

(Table 2; Fig. 6), and corresponds to a velocity decrease with increasing depth, if 

assumed to be caused by isotropic changes in velocity. At each of these stations, the 

depth of the negative phase falls short of the potential lithosphere-asthenosphere depth 

range, which is broadly defined as the depth range from the first peak in shear wave 

velocity beneath the Moho, downwards to the largest minima in shear wave velocity, 

determined using the shear-wave velocity model of Yuan and Romanowicz (2010).  As a 

result, we interpret the negative phases to be mid-lithospheric discontinuities. 

 

4.4 Comparison to previously modeled receiver functions 

If we assume that the mid-lithospheric discontinuity is the result of an isotropic change in 

velocity, simple forward modeling for similar structure in Australia suggests that the 

negative phase may be the result of a thin low velocity layer, or the result of a rapid drop 

in velocity followed by a gradual increase (Ford et al., 2010).  Another possibility is that 

the negative phase is a product of a boundary in anisotropy. Models 1 and 2 presented 

earlier in this paper produce robust negative phases in both the single-binned radial 

receiver function, and in back azimuth binned radial receiver functions (Fig. 2).  Models 

3 and 4 generate a negative phase in the single-binned receiver function, however polarity 

changes exist in the back azimuth binned receiver functions (Fig. 4).  Model 6, a radial 

anisotropy model with a slow symmetry axis, also produces a negative phase in both the 

single- and back azimuth- binned transverse receiver function, and in this case no 

dependence on back-azimuth or incident polarization exists, suggesting radial anisotropy 

might be particularly easy to observe in Sp receiver functions (Fig. 3).  Evidence of 
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vertical slow radial anisotropy in the mantle lithosphere beneath continents (e.g., 

Gaherty, 2004; Gaherty and Jordan, 1995; Nettles and Dziewonski, 2008; Yuan et al., 

2011) further suggests radial anisotropy may be a plausible explanation.   However, one 

caveat regarding radial anisotropy with a slow vertical symmetry axis is that creating 

such a layer through crystallographic alignment of olivine crystals would require 

deformation scenarios not typically considered plausible for the continental lithosphere 

(Rychert et al., 2007).  Taken together, these modeling results suggest that the mid-

lithospheric discontinuity observed in Sp receiver functions within the North American 

craton could be the result of a boundary in azimuthal or radial anisotropy. 

 

4.5 Comparison to tomography results 

At several of the stations, the depth range over which negative phase energy is observed 

is significant and persists over depth ranges of more than 50 km (Fig. 6).  Most 

interestingly, these broad regions of apparent velocity decrease often overlap with the 

change in fast-axis direction observed within the craton in the model of azimuthal 

anisotropy (Fig. 6), SAWum_NA2, constructed through the joint inversion of long-period 

surface waves and SKS splitting measurements  (Yuan et al., 2011).  This overlap 

suggests that the observed mid-lithospheric discontinuity in the Sp receiver functions 

may be the result of a vertical change in anisotropy.  To test the hypothesis we calculated 

SKSp receiver functions, binned by back-azimuth, for station FCC and compare these 

results to a set of synthetic receiver functions produced from a simplified version of the 

SAWum_NA2 model for the same station.  SKSp receiver functions are used in order to 

minimize incident SH particle motion, since, as we have shown, the ratio of incident SV 
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and SH particle motions has a significant effect on Sp receiver functions. 

 

4.6 FCC SKSp receiver functions 

Station FCC (CN Network) is found along the western edge of Hudson Bay, well within 

cratonic North America (Fig. 6).  A total of 1102 individual waveforms, from epicentral 

distances of 90-120°, were used.  The rotation, deconvolution and migration operations 

performed on the observed waveforms were identical to those described in the previous 

section for the observed Sp receiver functions. 

 

Receiver functions were binned according to back-azimuth, in 5° increments (Fig. 8a).  

The distribution of events is limited to a relatively narrow back-azimuth range of 240-

360°.  This range is large enough however, to observe variations in back-azimuth.  The 

most notable feature, other than the presence of a Moho phase, is a negative phase at 

~125 km depth whose apparent depth decreases from back-azimuths of ~250˚ to ~360˚.  

This phase is prominent in both the back-azimuth binned, and the single binned, SKSp 

receiver functions.  A negative phase at ~55 km depth, and a positive phase at ~85 km 

depth are present as well.   

 

To determine the robustness of the SKSp receiver functions for station FCC, we 

bootstrapped each back-azimuth bin (Fig. 7b).  The negative phase at ~125 km depth in 

the FCC SKSp receiver function is still a robust feature (negative even at two standard 

deviations) when bootstrapped.  The negative and positive phases at depths of 55 and 85 
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km are present at certain back-azimuths but are no longer significant features across all 

back-azimuth bins (Fig. 10). 

 

To determine whether or not the phase information contained in our SKSp receiver 

function for station FCC is related to anisotropic structure, we compute synthetic receiver 

functions for the same location, using information from the radially and azimuthally 

anisotropic model SAWum_NA2 (Yuan et al., 2011) to guide us in our model creation. 

 

4.7 Model parameterization  

 The SAWum_NA2 model (Yuan et al., 2011) is a model of three-dimensional variations 

in shear-wave velocity and anisotropy in the upper mantle beneath North America 

obtained by inverting a combination of long-period waveforms and SKS splitting 

measurements.  Figure 9 (black line) illustrates one-dimensional variations in fast-axis 

azimuth (ψ), percent azimuthal anisotropy (G), radial anisotropy (ξ) and isotropic shear-

wave velocity (Vs), from SAWum_NA2 beneath station FCC.  To produce synthetic 

receiver functions, we discretized the SAWum_NA2 model for FCC into four mantle 

layers (including a half-space), and an isotropic crust (Table 3 and red lines in Figure 9).  

The interface between mantle layers 1 and 2 and between layers 2 and 3 correspond to 

steps in Vs and ξ, while the azimuthal anisotropy properties remain constant.  Between 

layers 3 and 4, there is a change in azimuthal anisotropy but not in Vs or ξ.  

 

Three significant differences exist between SAWum_NA2 and its simplified 

parameterization used for the synthetic SKSp receiver function calculations.  First, the 
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depths of the first two interfaces shown in our preferred model do not align with 

SAWum_NA2 gradients in Vs.  Rather, the low velocity zone with a maximum at ~100 

km in SAWum_NA2 is shifted to a shallower depth to better match the negative and 

positive phases observed in the FCC SKSp receiver functions at ~55 km and ~85 km, 

respectively, under the assumption that receiver functions can better constrain the depth 

of an interface than can tomography.  Second, the percent of azimuthal anisotropy (G) 

was doubled, in agreement with the conclusion of Yuan et al. (2011) that SAWum_NA2 

underestimates azimuthal anisotropy at mantle depths  Third and finally, the drop in shear 

velocity and slight rotation of azimuthal anisotropy below 150 km depth in the 

SAWum_NA2 model are not included in our simplified model for FCC.  These velocity 

gradients are thought to be representative of the lithosphere-asthenosphere boundary.  

Since no phase is observed in Sp receiver functions from the LAB depth range, either at 

FCC or in our results from cratons in general (Abt et al., 2010; Ford et al., 2010), velocity 

gradients in this depth range are likely to be as gradual in depth as they appear in the 

SAWum_NA2 model.   Even if these gradual gradients were explicitly added to the 

simplified model, they would not significantly alter the predicted Sp receiver functions.  

Overall, our simplified FCC model should be thought of as a hybrid structure which 

utilizes information from both receiver function analysis and tomography.   

 

4.8 Translating model parameters into elastic coefficients 

In order to translate the SAWum_NA2 model (as described by Vs, ξ, ψ and G) into the 

6x6 tensor of elastic coefficients, Cij, used to generate our synthetic seismograms, we 

employ the empirical relationships assumed in the SAWum_NA2 inversion to scale 
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between Vs, ρ (density) and Vp, where Vs and Vp are the Voigt average isotropic 

velocities, and to scale between radial anisotropy (! = !!"!
!!"!

), ϕ!(= !!"!
!!"!
), and η (= !

!!!!) 

(Montagner and Anderson, 1989). 
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These parameters were then used to solve for the Love coefficients A, C, F, L and N, 

which are independent of azimuth (Love, 1927). 
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! = !!!"!           (6) 

 

! = !!!"!           (7) 

 

! = !!!"!           (8) 
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! = !(! − 2!)         (9) 

 

The azimuthal anisotropy parameters in the SAWum_NA2 model (G and ψ) are derived 

from the 2θ azimuthal terms, GC and Gs, of Montagner and Nataf (1986). 

 

! = ! !!! + !!!         (10) 

 

!! = 0.5 tan!!(!! !!)        (11)!

 

 

If the 4θ terms for azimuthal anisotropy are assumed to be zero, and the fast-axis 

direction, ψ, used in the 2θ terms, is set to 0°, Cij can be described as: 

 

! + !" ! − 2! ! + !"
! − !" ! − !"

!

!!!!!!! !!!!!!!!!! !!!!!0
!!!!!! !!!!!!!!!! !!!!!0
!!! !!!!!!!!!! !!!!!0
! − !" 0 !

! + !" !
!

    (12) 

 

The other 2θ azimuthal terms in Montagner and Nataf (1986), BC,S and HC,S, were not 

solved for in the SAWum_NA2 inversion.  Therefore, we obtained values for AB and HF 

by scaling them from the SAWum_NA2 LG values using the relationships between LG, 

AB and HF found in the Schulte-Pelkum and Blackman (2003) coefficients used earlier 

in this paper.  However, any other reasonable set of coefficients could be used. The 
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coefficients marked as “X” were set to zero, since no information on these coefficients 

was obtainable (Montagner and Nataf, 1986).  The complete set of elastic coefficients for 

our model of FCC can be seen in Table 3.  

 

4.9 Computing and comparing synthetic SKSp receiver functions 

Similar to the simple synthetic cases computed earlier, we use the elastic coefficients 

from our FCC model to compute synthetic seismograms using a propagator-matrix 

method (Keith and Crampin, 1977).  To model SKSp, we assume initially SV incident 

particle motion and use an epicentral distance of 110°, which falls within the range of 

SKS.  The results of this synthetic example are shown in Figure 10.   

 

Beneath the Moho, the two isotropic changes in Vs, a decrease in Vs at 55 km, and an 

increase in Vs at 80 km, are only faintly perceptible, in large part due to interference with 

the Moho phase, which is located at 42 km depth and was constrained from H-k stacking 

of Ps receiver functions for station FCC.  These phases are not as pronounced as the 

negative/positive phase pair observed in the SKSp receiver function for station FCC.  The 

most striking feature of the synthetic receiver function is observed at a depth of ~125 km, 

which corresponds to the change in azimuthal anisotropy found between layers 3 and 4 

(Table 3).  Here, a negative phase is seen to steadily increase in amplitude before rapidly 

transitioning to a positive phase at back-azimuths of ~140° and ~320°.  The back-

azimuthal variation of this synthetic phase agrees reasonably well with the negative phase 

observed in the SKSp receiver function for FCC (Fig. 8).    An interesting facet of this 

result is that it shows that the negative phase observed on the stack over all back-
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azimuths at FCC (Fig. 7) can be explained by a model in which the discontinuity is 

produced by azimuthal anisotropy with no decrease in average isotropic velocity (Fig. 9). 

 

4.10 Implications 

The coincidence in the back-azimuth patterns between the synthetic model and the 

calculated SKSp receiver functions for station FCC suggests that the boundary in 

anisotropy observed in SAWum_NA2, may be related to the pervasive mid-lithospheric 

discontinuity imaged in Sp receiver functions throughout cratonic North America (Kumar 

et al., 2012; Levander and Miller, 2012; Miller and Eaton, 2010; Abt et al., 2010). 

However, this initial conclusion will remain speculative until robust comparisons of the 

SAWum_NA2 and observed SKSp or Sp receiver functions are completed at other 

stations in the North American craton.  In addition, the implications of SKSp and Sp 

receiver functions also need to be reconciled with anisotropic structures implied by Ps 

receiver functions (e.g., Bostock, 1998; Snyder, 2008; Mercier et al., 2008).  Regardless, 

modeling of azimuthal anisotropy in SKSp and Sp receiver functions holds promise for 

better understanding the internal structure of the cratonic lithosphere and hence the 

mechanisms responsible for craton formation. 

 

5.  Conclusions 

 

Sp receiver functions depend on the orientation and strength of anisotropy, as has been 

observed in Ps receiver functions.  An important difference, however, is that Sp receiver 

functions also vary significantly with the polarization of the incident S phase.  For 
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researchers interested in interrogating observed Sp receiver functions for signs of 

anisotropy, SKSp receiver functions should minimize complications due to incident 

polarization direction, although use of the direct S ray parameter range may be feasible 

with careful binning as a function of incident polarization. 

 

Numerous stations in the Canadian craton (and globally) manifest a negative Sp phase at 

mid-lithospheric depths when data from different back-azimuths are averaged.  We have 

found that back-azimuthally-averaged negative phases are produced by a variety of 

anisotropic models, including radial anisotropy with a vertical slow axis, and, with the 

right back-azimuth and incident polarization sampling, certain azimuthally anisotropic 

models.  SKSp receiver functions observed at station FCC in the Canadian craton contain 

a negative phase whose depth varies from 140 km to 100 km as a function of back-

azimuth.  The SKSp phase is matched by synthetic SKSp phases generated by a rapid 

vertical change in the orientation and strength of azimuthal anisotropy, unaccompanied 

by a comparable gradient in isotropic velocity, as suggested by the SAWum_NA2 model.  

A goal for future analyses will be to test whether mid-lithospheric layering in azimuthal 

anisotropy can in general explain the negative mid-lithospheric discontinuity seen in Sp 

and SKSp receiver functions.  Understanding this relationship should shed light on 

models for the formation of the cratonic mantle lithosphere. 
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Figure 1.  Schematic illustrations of the models used to generate synthetic receiver 
functions.  Model numbers correspond to those listed in Table 1. 
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Figure 2.  Comparison of Ps and Sp back-azimuth-binned & single-binned synthetic 
receiver functions.  (a) and (b) are Ps and Sp receiver functions, respectively, calculated 
using Model 1 (Table 1), and (c) and (d) are Ps and Sp receiver functions calculated using 
Model 2 (Table 1).  For the Sp cases, incident particle motion is SV, and the receiver 
functions correspond to SV deconvolved from P.  The positive (red) phase at a depth of 
36 km in (a)-(d) is the Moho.  The negative (blue) phase observed at a depth of ~100 km 
in (b) and (d) is the boundary between the two anisotropic layers. The corresponding 
phase in the Ps receiver functions ((a) and (c)) changes sign as a function of back-
azimuth.  The amplitude of the phase is diminished in (c) relative to (a).  The positive and 
negative phases observed in (a) and (c), at a depth of 150 km and 190 km, respectively, 
are crustal reverberations.  The discordances observed at 75-90° and 270-285° in (b) and 
(d) are likely to due to interference between the Moho phase (red) and the negative phase 
at 100 km. 
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Figure 3.  Variations in varying types of radial anisotropy in Sp receiver functions, with 
varying amounts of SH energy.  In (a) the symmetry axis is fast and oriented vertically; 
the input energy is SV only.  The resulting phase that is produced at the boundary in 
anisotropy is positive.  In (b) the symmetry axis is slow, and oriented vertically; the input 
energy is SV only.  The resulting phase is negative.  The elastic coefficients and 
symmetry are identical between (c) and (a) and (d) and (b).  In (c) and (d), the input 
energy is equal parts SV and SH, indicating SH has little effect on the resulting receiver 
functions.  
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Figure 4.  Comparison of effects of variations in fast-axis direction on synthetic Ps and 
Sp receiver functions.  In (a)-(d), the difference in the horizontal offset in fast-axis 
between the two layers of anisotropy is 45° (Model 3 & 4). For the Sp cases, incident 
particle motion is SV, and the receiver functions correspond to SV deconvolved from P.     
The Ps receiver function in (a) shows a pattern of behavior similar to Figure 1a & 1c, 
except that the minimum and maximum amplitudes for the phase at ~100 km is offset 
relative to the earlier case.  The pattern in back-azimuth is significantly different for the 
Sp receiver function (b).  For cases in which the top layer has a fast axis which plunges at 
20° to the N (0˚)(Model 4), the 180° periodicity in back-azimuth no longer exists for 
either (c) or (d).  The offset in Moho depth and the large negative phase directly beneath 
the Moho in (b) and (d) are likely due to interference between the Moho phase and the 
energy associated with the boundary in anisotropy.  
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Figure 5.  Synthetic Sp receiver functions calculated using a range of incident SV to SH 
polarizations, and varying the component (SV or SH) used in the deconvolution.  In (a), 
(c) and (e) the SV component is deconvolved from P (radial).  In (b), (d), and (f), the SH 
component is deconvolved from P (transverse).  The incident polarization direction is all-
SV motion in (a) and (b).  In (c) and (d), the incident polarization direction is all-SH, 
while in (e) and (f), the amounts of incident SV to SH energy are equal.  All six Sp 
receiver functions were calculated using Model 3.  The offset in Moho depth and the 
large negative phase directly beneath the Moho in (a) and (c) are likely due to 
interference between the Moho phase and the energy associated with the boundary in 
anisotropy.  
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Figure 6.  Synthetic Sp (a) and SKSp (b) receiver functions calculated for Model 3 
(Table 1).  Overall patterns in back-azimuth appear to be similar between (a) and (b), 
however the depth range of the phase at ~100 km appears to be slightly broader for the 
SKSp receiver functions (b).  The amplitudes in the single binned receiver function are 
also larger in (a) than in (b), owing to the difference in incidence angle. Incident particle 
motion is SV, and the receiver functions correspond to SV deconvolved from P. 
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Figure 7.  (a) Gives an overview of lithosphere-asthenosphere boundary and mid-
lithospheric discontinuity depths from Sp receiver functions in North America (modified 
from Abt et al., 2010).  Black inverted triangles indicate that the negative corresponds to 
the LAB, while a white triangle indicates that the negative phase is interpreted to be a 
MLD.  Grey triangles indicate uncertainty in the interpretation.  (b) Profile through Sp 
receiver functions shown as line A-A’ in (a).  Positive phases correspond to a velocity 
increase with depth, and negative phases correspond to an apparent velocity decrease 
with depth.  Magenta line marks the depth pick of the Moho, and the cyan box indicates 
the pick (± 2σ) of the LAB or MLD.  Phase interpretation is dependent on the potential 
LAB depth range indicated by the gray box (Yuan and Romanowicz, 2010).  Phases 
found at depths shallower than the potential LAB depth range are interpreted to be a 
MLD.  (c) Model of azimuthal anisotropy from within the North American craton from 
Yuan and Romanowicz (2010).  The change in fast-axis direction observed at depths of 
~80-150 km, which is thought to be within the cratonic lithosphere, often occur in a 
similar depth range to negative phase energy associated with MLD phases observed in 
(b). 
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Figure 8.  (a) Data example of back-azimuth binned SKSp receiver functions from 
station FCC.  A strong, consistent negative phase is observed at a depth of ~130-150 km, 
and appears to either diminish in amplitude and/or flip in polarity at 310 °.  The Moho 
phase, characterized by positive energy, is observed at a depth of approximately 40 km.  
Additional negative and positive phases, found at ~55 km and ~85 km depth respectively, 
are also consistent across back-azimuth bins. (b) Plot of bootstrapped, SKSp receiver 
functions for station FCC.  Only the portions of the receiver function that can be resolved 
(± 2σ) are shown.  The negative phase at depths of ~125 km, thought to be associated 
with a boundary in anisotropy, is well resolved 
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Figure 9.  Model of (a) azimuthal anisotropy fast-axis direction, (b) isotropic shear-wave 
velocities, (c) radial anisotropy and (d) strength of anisotropy, shown for station FCC.  
Solid black lines in (a)-(d) indicate model values from Yuan et al. (2011).  Red lines in 
(a)-(d) indicate the simplified model used in this study (Table 3). 
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Figure 10. 
Synthetic SKSp receiver functions generated from our simplified model (Table 3) for 
station FCC.  A rapid change in polarity is observed at ~130 km depth and at back-
azimuths of 140° and 320°, with a rapid shallowing of the negative phase prior to become 
positive. Incident particle motion is SV, and the receiver functions correspond to SV 
deconvolved from P. 
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i j crust 
SPB - 
full 

SPB - 
half 

SPB - 
slow SP1 - iso SP2 - iso 

1 1 121.0 241.3 226.8 212.7 212.2 227.8 
2 2 121.0 197.6 204.9 234.6 212.2 227.8 
3 3 121.0 197.6 204.9 234.6 212.2 227.8 
4 4 39.9 60.5 65.0 69.5 69.4 65.0 
5 5 39.9 73.9 71.7 62.8 69.4 65.0 
6 6 39.9 73.9 71.7 62.8 69.4 65.0 
1 2 41.2 71.7 72.5 98.2 73.3 97.8 
1 3 41.2 71.7 72.5 98.2 73.3 97.8 
1 4 0.0 0.0 0.0 0.0 0.0 0.0 
1 5 0.0 0.0 0.0 0.0 0.0 0.0 
1 6 0.0 0.0 0.0 0.0 0.0 0.0 
2 3 41.2 76.6 75.0 95.7 73.3 97.8 
2 4 0.0 0.0 0.0 0.0 0.0 0.0 
2 5 0.0 0.0 0.0 0.0 0.0 0.0 
2 6 0.0 0.0 0.0 0.0 0.0 0.0 
3 4 0.0 0.0 0.0 0.0 0.0 0.0 
3 5 0.0 0.0 0.0 0.0 0.0 0.0 
3 6 0.0 0.0 0.0 0.0 0.0 0.0 
4 5 0.0 0.0 0.0 0.0 0.0 0.0 
4 6 0.0 0.0 0.0 0.0 0.0 0.0 
5 6 0.0 0.0 0.0 0.0 0.0 0.0 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1a.  List of elastic coefficients used in models 1-6 (Table 1b, Fig. 1), in the form of 
the 6x6 elastic tensor Cij.  Units sre in GPa.   
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crust 
 

mantle layer 1 
 

mantle half-
space 

Model 
 

coeff 
H 

(km) 
 

coeff 
H 

(km) az dip 
 

coeff az 
1 

 
crust 36 

 
SPB - full 64 0 0 

 
SPB - full 90 

2 
 

crust 36 
 

SPB - 
half 64 0 0 

 
SPB - half 90 

3 
 

crust 36 
 

SPB - 
half 64 0 0 

 
SPB - half 45 

4 
 

crust 36 
 

SPB - 
half 64 0 20 

 
SPB - half 45 

5 
 

crust 36 
 

SPB - 
half 64 NA 90 

 
SP1 - iso NA 

6 
 

crust 36 
 

SPB - 
slow 64 NA 90 

 
SP2 - iso NA 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1b.  Models used to calculate synthetic seismograms.  See Figure 1 for cartoon of 
models.  Table 1a for corresponding elastic coefficients. 
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Velocity Model 

 
Phase 

 NET STA Crust Moho Vp Vp/Vs Mantle Vp Mantle Vs 
 

MLD Error # RFs 
CN EDM Fixed 39 6.47 1.75 MIT_NA_Vp UCB_NA_Vs 

 
85 11 130 

CN FCC H-k Stack 42 6.46 1.72 MIT_NA_Vp UCB_NA_Vs 
 

91 38 292 
CN FRB H-k Stack 42 6.42 1.78 MIT_NA_Vp UCB_NA_Vs 

 
65 7 299 

CN RES AK135 NA NA NA AK135 AK135 
 

62 36 461 
CN SADO H-k Stack 39 6.49 1.77 MIT_NA_Vp UCB_NA_Vs 

 
101 8 116 

CN SCHQ Fixed 24 6.5 1.77 MIT_NA_Vp UCB_NA_Vs 
 

109 13 404 
CN ULM H-k Stack 34 6.42 1.73 MIT_NA_Vp UCB_NA_Vs 

 
105 12 83 

CN YKW3 H-k Stack 36 6.46 1.74 MIT_NA_Vp UCB_NA_Vs 
 

79 18 261 
II FFC H-k Stack 41 6.52 1.72 MIT_NA_Vp UCB_NA_Vs 

 
89 18 271 

PO IVKQ H-k Stack 35 6.42 1.77 MIT_NA_Vp UCB_NA_Vs 
 

76 19 60 
PO JERN H-k Stack 37 6.46 1.71 MIT_NA_Vp UCB_NA_Vs 

 
72 8 72 

PO SILO H-k Stack 38 6.46 1.73 MIT_NA_Vp UCB_NA_Vs 
 

92 25 85 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2.  Summary of receiver function results for the twelve stations used in the study.  See text for discription of migration models.  
The depth and uncertaintly of the mid-lithospheric discontinuity phase was determined by selecting the largest, statisically significant 
phase.  Error bars are two standard deviations calculated using bootstrap analysis 
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i j crust layer 1 layer 2 layer 3 layer 4 (hs) 
1 1 121.000 246.214 247.619 264.657 258.877 

 
2 121.000 232.486 234.181 250.503 256.283 

3 3 121.000 223.420 220.490 228.380 228.380 
4 4 39.916 74.183 74.183 76.481 78.254 
5 5 39.916 78.395 78.395 80.823 79.050 
6 6 39.916 79.410 79.410 84.230 84.230 
1 2 41.168 80.530 82.798 89.120 89.120 
1 3 41.168 76.777 80.391 86.274 85.618 
1 4 41.168 0.000 0.000 0.000 0.000 
1 5 0.000 0.000 0.000 0.000 0.000 
1 6 0.000 0.000 0.000 0.000 0.000 
2 3 0.000 75.219 78.865 85.324 85.324 
2 4 0.000 0.000 0.000 0.000 0.000 
2 5 0.000 0.000 0.000 0.000 0.000 
2 6 0.000 0.000 0.000 0.000 0.000 
3 4 0.000 0.000 0.000 0.000 0.000 
3 5 0.000 0.000 0.000 0.000 0.000 
3 6 0.000 0.000 0.000 0.000 0.000 
4 5 0.000 0.000 0.000 0.000 0.000 
4 6 0.000 0.000 0.000 0.000 0.000 
5 6 0.000 0.000 0.000 0.000 0.000 

AZ (°) NA 80 80 80 -42 
G (%) NA 2.76 2.76 2.76 0.51 
Vs (m/s) 3760 4770 4715.5 4807 4807 
H km 42 13 25 45 NA 
ξ 

 
NA 1.0409 1.0587 1.0709 1.0709 

 
 
 
 
 
 
 
 
 
 
 
 

 
Table 3.  List of elastic coefficients in the form of the elastic tensor Cij.  Units are in 
GPa.  The corresponding azimuth (AZ), percent azimuthal anisotropy (G), shear wave 
velocity (Vs), layer thickness (H) and radial anisotropy (ξ) for each layer are listed as 
well. 
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Abstract 

 

From a rheological point of view, the lithosphere-asthenosphere boundary is an upper 

mantle discontinuity characterized by a rapid change in viscosities, which allows for 

differential movement to occur between the overriding lithosphere and the convecting 

mantle asthenosphere. Seismic imaging has shown that a drop in velocity often exists at 

depths similar to where the rheologically defined lithosphere asthenosphere boundary is 

thought to be located.  Whether the seismically imaged lithosphere-asthenosphere 

boundary is the same as the rheological boundary is yet unclear.  Using a number of 

global and regional seismic tomography models for the Slave and Superior cratons in 

North America, we translated shear velocity into temperature, and then to viscosity.  We 

find that when velocities are translated into temperature, the misfit between our results 

and xenolith-constrained geotherms are significant.  Including a compositional correction 

for Mg# (which reflects depletion) and volume percent garnet helps to reduce the misfit 

in temperatures (and thereby viscosity) significantly.  While our goal was to constrain the 

rheology of the lithosphere-asthenosphere boundary using velocity, the large 

discrepancies encountered in temperature suggest that the fidelity of seismic models 

needs to be addressed. 

 

In assuming a dislocation creep flow law with a strain rate of 10-15 1/s, we find that the 

average maximum viscosity of the mantle lithosphere in the Slave craton is 

approximately 5x1024 Pa*s, and 3x1024 Pa*s beneath the Superior craton.  Minimum 

asthenospheric viscosity is 3x1021 Pa*s and 6x1021 Pa*s beneath the Slave and Superior 
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cratons.  The value of 1021 Pa*s agrees well with estimates of asthenospheric viscosities 

from glacial glacial isostatic adjustment.  The contrast between lithospheric and 

asthenospheric viscosities implied by our scaling of seismic velocity models suggests that 

the seismologically defined lithosphere-asthenosphere boundary corresponds to the 

rheological lithosphere-asthenosphere boundary.  Interestingly, the average value of 

viscosity observed in the sub-cratonic asthenosphere is two orders of magnitude larger 

than what is observed in the western U.S., which implies that the asthenosphere does not 

maintain a constant viscosity everywhere.   
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1. Introduction 

 

The lithosphere is commonly described as a rigid plate, which translates across the top of 

the convecting, lower-viscosity, asthenosphere.  As such, the boundary between the two 

is typically defined rheologically.   The contrast in physical properties at the lithosphere-

asthenosphere boundary, and their effects on the rheology of the lithospheric plate and 

convecting mantle are not as well understood.  Arguments have been made for 

contributions from composition (changes in fertility and hydration), temperature, grain 

size and melt content (e.g. Hirth and Kohlstedt, 1996; Karato and Jung, 1998; Fischer et 

al., 2010). 

 

The lithosphere is typically characterized as being a region of high seismic velocities in 

global tomography models (e.g., Cammarano and Romanowicz, 2007; Kustowski et al., 

2008; Lebedev and van der Hilst, 2008; Nettles and Dziewonski, 2008; Dalton et al., 

2009; Romanowicz, 2009; Lekic and Romanowicz, 2011; Ritsema et al., 2011) and is 

often found to be thicker, and faster, beneath cratons than in other tectonic settings.  In 

contrast to the fast velocities of the lithosphere, the asthenosphere is thought to coincide 

with the location of the low velocity zone imaged in global tomography models.  Using a 

variety of seismic methods, including receiver function analysis, researchers can also 

image and constrain the velocity gradient at the lithosphere-asthenosphere boundary.  

This information can then be used to differentiate between the physical properties of the 

lithosphere and the asthenosphere (Fischer et al., 2010 and references therein). 

 



! 93!

Improved understanding of the lithosphere-asthenosphere boundary is an important 

science goal, and is one of the scientific targets of the NSF-funded Earthscope Program 

(Williams et al., 2010).  However, it is unclear whether the seismically imaged 

lithosphere and asthenosphere reflect the rheologically defined lithosphere and 

asthenosphere.  In this paper, we interrogate this question by using shear wave velocity 

models of the upper mantle to obtain viscosity profiles of the lithosphere and 

asthenosphere.  In the process, we consider the effects of attenuation and composition on 

velocity, temperature and viscosity.  We limit our discussion to the Slave and Superior 

cratons of North America, where global and regional velocity models show that the 

lithosphere is considerably faster and thicker than in regions off the craton (Nettles and 

Dziewonski, 2008; Bedle and van der Lee, 2009; Yuan et al., 2011; French et al., 2012).  

The rest of this paper is broken into four sections, in which we discuss the shear wave 

velocity models and corrections for attenuation (1), translating velocity into temperature 

and the necessary compositional corrections (2), using dislocation creep flow laws to 

translate temperature into viscosity (3), and the implications of our results (4). 

 

 

2. Shear wave velocity profiles 

 

2.1 Shear wave velocity profiles 

 

We compare five shear wave velocity models that sample the Slave and Superior cratons 

of North America (Fig. 1).  These models include two global-scale models, SEMum2 
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(French et al., 2012) and ND08 (Nettles and Dziewonski, 2008); two North American 

models, SAWum_NA2 (Yuan et al., 2011) and NA07 (Bedle and Van der Lee, 2009); 

and one model specific to the Slave craton (Chen et al., 2007).  The global tomography 

models SEMum2 and ND08 use long period waveforms, and forward modeling using the 

spectral element method (SEM), to invert for shear velocities and radial anisotropy, and 

in the case of SEMum2, azimuthal anisotropy.  SAWum_NA2 uses a data set of long 

period waveforms and SKS splitting to produce a model of shear velocity that 

incorporates variations in both radial and azimuthal anisotropy.  Chen et al. (2007) 

account for variations in phase velocity and azimuthal anisotropy by inverting Rayleigh 

waves using a two-plane wave approach (Forsyth and Li, 2005), while NA07 is based on 

an inversion of body-S waves and Rayleigh waves for isotropic variations in shear wave 

velocities. 

 

For all of the models, excluding the model of Chen et al. (2007), we compute average 

regional 1D shear velocity profiles within, or immediately surrounding, the Slave and 

Superior cratons (Fig. 1).  This averaging is done to minimize small-scale variations that 

while in some cases are resolvable, are not necessary representative of the craton as a 

whole. 

 

In general, all of the models exhibit evidence for a relatively thick, seismically fast, 

lithospheric lid, characteristic of many tomographically imaged cratons (Fig. 2).  There is 

considerable variation in the averaged velocities for the Slave and Superior cratons and 

neither craton is consistently faster or slower than the other, when compared across all 
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models. Within the Slave craton, there is good agreement between SAWum_NA2 and 

SEMum2.  The model of Chen et al. (2007) also agrees with SAWum_NA2 and 

SEMum2 at certain depth ranges, but is distinguished by a very pronounced low velocity 

zone at ~100 km depth.  The amplitude of the low velocity zone, however, is not 

considered to be a robust feature of the model (Chen et al., 2007).  There is also 

reasonable agreement between NA07 and ND08 within the Slave craton, except at 

shallow depths.  In the Superior craton, there are larger differences between NA07 and 

ND08, although the agreement between these two models is better than their agreement 

with the SAWum_NA2 and SEMum2 models.  SAWum_NA2 and SEMum2 still show 

considerable consistency within the Superior craton, however some variation between 

them does exist at depths greater than 225 km. 

 

Between the model sets, two distinct groups of profiles emerge.  The first group, 

composed of NA07 and ND08, has the largest wave speeds at shallow depths, followed 

by a quasi-linear decrease in velocities down to the low-velocity zone found at 

approximately 150-225 km.  The second group, which includes SAum_NA2, SEMum2, 

and Chen, exhibits a trend of increasing velocities from 50 to 150 km, reaching a peak at 

150 km, before eventually decreasing in velocities from 150 km to 250 km depth. 

 

Differences between these tomographic models exist for a number of reasons, including 

differences in the amount, distribution and type of data used, damping and variations in 

starting model.  SEMum2 and SAWum_NA2 both use starting models that depend on a 

mineralogically meaningful 1D velocity model (Cammarano et al., 2005), while ND08, 
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NA07 and Chen et al. (2007) use variations of the 1D velocity models PREM 

(Dziewonski et al., 1981), MC35 (van der Lee and Nolet, 1997) and ak135 (Kennett et 

al., 1995), respectively.  Treatment of the crust can significantly impact results at shallow 

depths, and may explain the anomalously large values observed in model ND08 at depths 

of less than 75 km in the Superior craton (Fig. 2). 

 

The differences in the velocity profiles, particularly between the two groups, is largest at 

150 km depths, where the first group (ND08 and NA07) has an average velocity that is 

4% smaller than the average velocity of the second group (Chen, SEMum2, and 

SAWum_NA2).  The discrepancies in velocity between the two sets of models are 

significant, and have important implications for our interpretation of the physical 

properties of the mantle beneath cratonic North America.  However, we do not attempt to 

reconcile the differences between the two sets of models in this paper.  Instead, we use 

these differences to understand the range of possible viscosities within the mantle 

lithosphere, understanding that future work should be done to better ascertain the correct 

velocity structure.  It should also be noted that while the variations in velocity between 

the models are not trivial, they are small when compared to the average change in 

velocity between cratons and tectonically active regions, such as the western U.S. (e.g., 

Nettles and Dziewonski, 2008). 

 

 

2.2 Attenuation effects 
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The effect of seismic attenuation on seismic velocities has been well documented and is 

an important feature at upper mantle depths (e.g. Dalton et al., 2008).  To account for 

effects of attenuation we correct the shear velocity profiles (Fig. 2) using the following 

relationship, taken from Karato and Jung (1998): 

 

    (1) 

 

where V0(T,P) is the elastic seismic velocity, dependent on temperature (T) and pressure 

(P).  Q-1(ω,T,P,C) is seismic attenuation, and is dependent on the frequency (ω), 

temperature, pressure and water content (C).  Although water content can also have an 

effect on elastic wave speeds (e.g., Jacobsen et al., 2008), the effect is small at low 

weight percent water, and is not considered in this paper. The cratonic lithosphere is 

thought to be relatively dry on the basis of conductivity profiles (Hirth et al., 2000; Evans 

et al., 2011), although the evidence from xenoliths is more equivocal (Lee et al., 2011). 

 

Attenuation effects are corrected for in the velocity profiles by using a Precambrian 

shield averaged Q-1 taken from Dalton et al. (2008).  However, a concern with this model 

is that it attains Q values as low as ~100 within the depth range of the cratonic 

lithosphere.    An assessment of other shear attenuation models suggests that Q ≈ 230 -

520 (Q-1 = 0.0043 – 0.0019) within the mantle lithosphere (Resovsky et al., 2005), while 

surface wave attenuation estimates find that Q = 200 (Q-1 = 0.005) within young oceanic 

lithosphere, increasing to a range of Q = 200-1100 (Q-1 = 0.005-0.9*10-3) beneath old 

oceanic lithosphere (Yang et al., 2007).  These studies suggest that Q is at least 200 
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within the lithosphere.  Therefore, we do not allow Q-1 to exceed 0.005 (Q less than 200) 

in our model.  Additionally, we assume α = 0.25.  This assumption is consistent with 

seismic attenuation models which estimate α = 0.2-0.3 in the upper mantle low-velocity 

zone (Gaherty et al., 1999; Romanowicz, 1995) and α = 0.1-0.3 (Karato and Spetzler, 

1990).  

 

The attenuation-corrected shear velocity profiles for the Slave and Superior cratons are 

shown in Figure 2.  On average, the increase in velocity due to attenuation is ~0.3 km/s, 

but does not exceed ~0.5 km/s.  The effect of attenuation on velocity is the smallest in the 

uppermost mantle lithosphere (<75-100 km depth) where attenuation estimates from 

Dalton et al. (2008) are the lowest.  

 

3. Estimating cratonic geotherms 

 

The seismic velocity of a material cannot be directly translated into viscosity.  Therefore, 

in this section we discuss the methods and assumptions needed to translate seismic 

velocity into temperature.  In the next section, we calculate viscosities from the computed 

geotherms. 

 

3.1 Velocity into temperature 

 

By correcting for attenuation in the last section, we are able to limit our discussion to the 

elastic shear velocity, which is dependent on pressure, temperature and composition.  
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Assuming a pyrolitic composition in thermodynamic equilibrium, and a typical upper 

mantle range of pressure and temperature, Stixrude and Lithgow-Bertelloni (2003) 

computed a model that relates isotropic shear wave velocities to temperature and 

pressure.  This expression is written below, where Vs is shear velocity, P is pressure, z is 

depth, and T is temperature: 

 

                                                  (2)    

 

Within this formulation both the phase equilibria and the physical properties are 

considered jointly, with emphasis placed on thermodynamic self-consistency (Stixrude 

and Lithgow-Bertelloni, 2005).  Seismic velocities for the individual phase components 

(of the pyrolite model) were computed along a 100 Ma geotherm, and Voigt-Reuss-Hill 

averaging was used to compute the shear velocity of the aggregate material.  Estimated 

uncertainties for shear velocity using this expression average approximately 0.006 km/s 

(Stixrude and Lithgow-Bertelloni, 2005). 

 

Using the relationship between Vs, P, and T established in equation (2), we compute a 

geotherm for each of the velocity models in the Slave and Superior cratons (Fig. 3).  

Within the Slave craton, we find that temperatures increase steadily in models NA07 and 

ND08, before hitting maximums at a depth of 200-250 km, which suggests a transition 

from the base of a conductive thermal boundary layer to a convecting mantle adiabat.  

The profiles for ND08 and NA07 follow a similar trend in the Superior craton (Fig. 3), 

with a transition to adiabatic-like trends occurring at depths of 150-200 km.  The 
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temperature profiles of Chen, SAWum_NA2 and SEMum2 are more complicated and 

require additional explanation. 

 

In the Chen profile (Slave craton, Fig. 3a), a jump in temperature at ~100 km depth is 

followed by a rapid decrease in temperature at ~150 km depth.  This feature is due to the 

low velocity zone present in Figure 2.  The magnitude of the feature in velocity is not 

well constrained (Chen et al., 2007) and therefore, we do not consider the amplitude of 

this thermal feature to be robust.  Both the SAWum_NA2 and SEMum2 models display a 

decrease in temperatures at depths similar to the decrease in temperature observed in in 

the Chen model in both the Slave craton, and to a smaller degree, in the Superior craton 

(Fig. 3).  These deviations in temperature/velocity fall well within the high velocity 

lithospheric lid, which implies that these thermal excursions exist in the thermally 

conductive lithospheric mantle.  Such an excursion is difficult to explain in the 

lithosphere of these cratonic regions, where any thermal events capable of producing 

such gradients in temperature would have likely diffused away.  Therefore, it seems more 

likely that the thermal anomaly that is being observed is due to incorrectly mapping a 

decrease in shear velocity into temperature.  Possible reasons for a drop in velocity at 

shallow depths within cratonic lithosphere include a change in composition (Ford et al., 

2010) or a boundary in anisotropy (Yuan et al., 2011). 

 

3.2 Comparison to xenolith-constrained geotherms 
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To aid us in the interpretation of our computed geotherms, we superimpose geotherms 

calculated for the Slave and Superior cratons using a heat production model developed by 

Hasterok and Chapman (2011) (Fig. 3).  The geotherms calculated by Hasterok and 

Chapman (2011) are derived from a partitioned heat production model in which the best-

fitting model can be described by a ratio of basal heat flow and upper crustal radiogenic 

heat generation. The heat production models of Hasterok and Chapman (2011) are further 

constrained using thermal isostasy, which is corrected for compositional variations, and 

estimates of pressure and temperature from mantle xenoliths.  The P-T estimates from 

mantle xenoliths for the Slave craton were obtained from approximately 110 garnet-

peridotite xenoliths, taken from 6 studies.  For the Superior craton, approximately 45 

garnet-periodite xenoliths were obtained from two studies (Hasterok and Chapman, 

2011).    A significant feature of all velocity-derived models, and of the SAWum_NA2 

and SEMum2 models in particular, is that their implied temperatures are significantly 

lower than the xenolith-constrained geotherms. Dalton and Faul (2010) reached a similar 

conclusion for shear velocities from the fastest cratonic regions in model S362ANI 

(Kustowski et al., 2008) relative to xenolith-constrained cratonic geotherms of (Pollack 

and Chapman; 1977; Artemieva, 2006). 

 

 

This discrepancy can be explained in three ways: 1) the velocity models overestimate 

absolute shear wave velocities, 2) the xenolith geotherms overestimate present-day 

temperature or 3) the velocities in the craton are higher than expected because of a 

composition different than what is assumed.  For the time being, we consider only the 
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effects of composition on shear velocity and assume that the absolute velocities are 

correct and that the geotherms computed from the heat production model (Hasterok and 

Chapman, 2011) are also correct.  Discussion regarding points 1) and 2) is saved for 

section 5.1.    

 

3.3 Accounting for compositional variations  

 

The effect of varying composition on density and seismic velocities is important when 

trying to properly ascribe changes in velocity to changes in temperature and pressure.  

Using 133 samples of natural spinel- and garnet- peridotites, Lee (2003) formulated a 

relationship betwee Mg# and velocity by calculating the velocities of the natural 

peridotite samples, with a range of Mg# compositions, at standard temperature and 

pressure, using Hashin-Strickman averaging.  The relationship between Mg# and velocity 

is given below: 

 

                                                                                      (3) 

 

The positive correlation between increasing velocity and increasing Mg# suggests that 

increased velocities in the mantle lithosphere beneath craton may be, in part, due to 

depletion.  In North America, depleted cratonic mantle xenoliths have been found to have 

an Mg# (= Mg/(Mg+Fe) x 100) as high as 93 (Griffin et al. 2004).   
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To account for variations in composition we incorporate the Mg# correction factor 

derived by Lee (2003) into our velocity models.  To assess the degree of increased 

depletion needed to reconcile the velocity-derived and xenolith-derived geotherms, we 

first calculate velocity residuals by translating the Hasterok and Chapman (2011) (HC) 

geotherms into velocity (HC-Vs), and then calculated the difference in velocity between 

HC-Vs and the attenuation-corrected, shear velocity models (Figs. 4a and 4b).  Using the 

velocity residuals for each model, we can then determine the change in Mg# (dMg#) 

required to explain the difference between HC-Vs and the various shear velocity models 

(Figs. 4c and 4d). 

 

Theoretically, the range in dMg# can extend from 0 to 100.  However, the pyrolitic model 

used in Stixrude Lithgow-Bertelloni (2003) has an Mg# of ~89, putting a cap of 

increasing dMg# at +11.  Observations of depleted mantle lithosphere find that Mg# does 

not typically exceed 94, even in the most depleted cratonic lithosphere (Bernstein et al., 

2007).  This puts an upper bound on the Mg# and suggests that we cannot use a 

correction factor of greater than dMg# = +5.  With such an upper bound, it is clear that 

melt depletion alone cannot reconcile the velocity models from tomography with the 

Hasterok and Chapman (2011) geotherms.  Dalton and Faul (2010) reached a similar 

conclusion for cratonic regions with particularly high shear velocities. 

 

To provide reasonable upper bound for the influence of Mg# on velocity, we correct the 

shear velocity models with dMg# = +5 in the mantle lithosphere and a dMg# = 0 within 

the low velocity zone, assuming that the low velocity zone corresponds to the more fertile 
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mantle asthenosphere.  Between the craton and asthenosphere depths, a gradient 75 km 

wide (in depth) was used to grade between dMg# = 5 and dMg# = 0.  The location of this 

gradient was centered on the midpoint between the velocity maximum and minimum.  

 

As previously shown, if dMg# is capped at +5, velocities observed in the shear velocity 

models are still too high relative to the computed velocities of the geotherm HC-Vs.  

Another way of increasing velocity via composition is through the addition of garnet, 

whose seismic velocity is ~10% greater than the velocity of olivine (at a depth of 150 

km) (Stixrude and Lithgow-Bertelloni, 2003).  To include the addition of garnet into our 

velocity models, we derive a relationship between changing garnet content (dGt%) and 

velocity.  dVs/dGt% is determined by the Hacker and Abers (2004) Excel macro, which 

calculates the densities and seismic velocities for a rock with mineral proportions 

described in terms of volume percent of end-member minerals.   

  

In our derivation of dVs/dGt%, we assume P-T conditions from the HC geotherm for the 

Slave craton.  Shear velocities were computed for three different starting composition 

models, which were formulated using the mode percent and Mg# of the three garnet-

peridotite samples listed in Lee (2003).  Garnet was then added to each of the samples, 

with the volume percent added ranging between 0% and 30% (Table 1) (Fig. 5), and the 

corresponding velocities, calculated using Hashin-Shtrikman averaging (Hashin and 

Shtrikman, 1962), were recorded (Table 2).  Differences between the Mg# of the starting 

and garnet-enhanced samples were corrected for (Lee, 2003), so that dVs/dGt% reflects 

the change in velocity of a material for which the Mg# of the bulk material is the same as 
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the Mg# of the garnet.  There is also a weak dependence on the magnitude of dVs/dGt% 

with respect to depth (Fig. 5), with a correction of ~5.5 m/s/% at depths of 40 km up to 

~7.5 m/s/% at 250 km, with 7.5 m/s/% being roughly half as large as the correction of Vs 

for dMg#  = 1. 

 

Using our dVs/dGt%, which is depth dependent, we calculate the amount of additional 

garnet needed to explain the difference between the Mg#-corrected shear velocity profiles 

and HC-Vs (Figs. 4e and 4f).  Within the Slave craton, the maximum amount of 

additional garnet needed to explain the difference between the velocity models and HC-

Vs is ~ 50%.  Considering the amount of garnet already present in the pyrolite model 

used to calculate temperature, the total amount of garnet present approaches 65%.  At a 

minimum the additional amount needed to explain the largest velocity residual is only 

~25% (total ~40%).  In the Superior craton, the maximum amount needed is roughly 60% 

(total 75%), but the minimum amount needed to completely eliminate the residuals is a 

garnet composition close to 40% (total 55%).   

 

Although garnet-peridotites can contain significant amounts of garnet, a reasonable range 

of values for mantle lithosphere is 2-15% (Lee, personal communication).  Since the 

amount of garnet already included in the pyrolite model ranges from 10-15% at 

lithospheric depths (Stixrude and Lithgow-Bertelloni, 2005),, we cap the contribution of 

additional garnet at 10%, which would put the total garnet content at a generous 25%,.  

Similar to the change in Mg#, we linearly decrease the amount of added garnet until we 

have reached the low-velocity zone. 
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For independent confirmation of the amount of garnet needed, we produce temperature 

profiles for each of the velocity models using the Hacker and Abers (2004) Excel macro 

and a composition of the most depleted garnet-peridotite sample listed in Table 1 (Table 

1 of Lee, 2003).  These new profiles are shown superimposed on plots of temperature 

calculated using the Stixtude and Lithgow-Bertelloni (2005) formulation (Fig. 3c,d).  In 

both the Slave and Superior cratons, the greatest discrepancy exists between the 

calculated temperature profiles and the xenolith-constrained geotherm (Fig. 3c,d) at a 

depth of 150 km.  The minimum amount of additional garnet needed to explain these 

residuals varies from 35% (for a total of ~37%) in the Slave craton to 48% (total of 

~50%) in the Superior craton.  These estimates agree well with the estimates established 

using the method of Stixrude and Lithgow-Bertelloni (2005). 

 

At 150 km depth the computed density (Hacker and Abers, 2004) of a garnet-peridotite 

containing 35-50% garnet is between 3460 and 3510 g/m3, which is significantly larger 

than the density of 3367 g/m3 estimated for the asthenospheric mantle (PREM, 

Dziewonski and Anderson, 1981).  The cratonic lithosphere is often inferred to be 

neutrally buoyant, with increases in density due to colder temperatures being offset by a 

decrease in density due to a more depleted composition (e.g., Jordan, 1988; Lee, 2003).  

The effect of adding 35-50% garnet would make it significantly more difficult to 

maintain neutral buoyancy, and would likely result in the presence of large geoid 

anomalies in the vicinity of cratons, which are not observed (Mooney and Vidale, 2003).  

Assuming an Mg# of 100, the difference in densities would be reduced by approximately 
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100 g/m3 (Lee, 2003), which is large enough to reconcile the smallest difference in 

calculated densities.  However, such a depleted composition is not observed in cratonic 

lithosphere, which evidence suggests does not exceed an Mg# of 94 (Bernstein et al., 

2007). Furthermore, the extreme melting temperature required to produce Mg# of 100 is 

inconsistent with thermal models, 

 

After accounting for the  compositional effects on seismic velocity, we translate our new 

velocity models into temperature, using equation (2) for the Slave and Superior cratons 

(bold lines in Fig. 6).  These new profiles are superimposed on the temperature profiles 

calculated prior to the compositional corrections.  Within the Slave craton, all five 

profiles now fall within the HC geotherm at depths of less than 100 km.  At greater 

depths the geotherms of NA07 and ND08 fall on the edge of the temperature range of the 

HC geotherm.  The misfits between Chen et al. (2007), SAWum_NA2 and SEMum2 and 

the HC geotherm in the Slave craton are not eliminated, but are significantly reduced at 

depths of 100-200 km.  Similarly, while all four models fall outside of the HC geotherm 

within the Superior craton, the discrepancies have been significantly reduced.  

        

4.  Viscosity of the cratonic lithosphere 

 

4.1 Translating temperature into viscosity 

The rheological behavior of rocks is frequently described in terms of a power law 

behavior in which the strain rate (ė) is dependent on the differential stress (σ).   In this 

paper, we assume a dislocation creep flow law, in the form written below: 



! 108!

 

                

(4) 

 

The effective viscosity (η) profile can then be calculated by assuming a strain rate (ė) and 

solving for stress (σ): 

 

               

(5) 

 

where A is a constant, n is the stress exponent, COH is the water concentration, r is the 

water concentration exponent, E* is activation energy, P is pressure, V* is activation 

volume, R is the gas constant, and T is temperature.  The decision to use a dislocation 

creep flow law is due, in part, to the abundant evidence for the presence of seismic 

anisotropy at upper mantle depths, and because modeling results indicate that dislocation 

creep is the dominant deformation mechanism in the upper mantle (e.g. Behn et al., 

2009).  The values for the parameters A, E*, V* , r and n used in this paper are listed in 

Table 3 and were taken from Hirth and Kohlstedt (2003), where constraints on these 

parameters are discussed in detail.  The water concentration assumed when producing the 

viscosity profiles shown in this paper is 50 H/106Si, which is reasonable considering the 

cratonic lithosphere is thought to be relatively dry (e.g., Hirth et al., 2000). 
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In order to accurately quantify the range of cratonic viscosities, we compute uncertainties 

in the Slave viscosity profiles for a range of activation energies (E*) and volumes (V*) 

(Fig. 7).  The range of values considered for E* (=440 – 520 kJ/mol) and V* (=7 – 15 

x10-6 m3/mol) are taken from the uncertainties discussed in Hirth and Kohlstedt (2003).  

The uncertainties estimated from E* are greatest at depths of ~125 km, before falling off 

at greater depths.   For activation volume, V*, the uncertainties increase with depth.  The 

peak uncertainty due to V* is less than an order of magnitude in viscosity, but is greater 

than the uncertainty present due to E*.  Throughout the rest of this paper, these ranges of 

E* and V* are used to produce error bars on the computed viscosity profiles. 

   

4.2 Viscosity profiles – Slave craton 

 

Viscosity profiles were calculated using two different, geologically reasonable, strain 

rates, ė = 10-15 1/s (a value determined to be suitable in the mantle beneath the Mojave 

Desert by Freed et al. (2012)) and ė = 10-14 1/s (Fig. 8).  A smaller strain rate (ė = 10-15 

1/s) results in larger viscosities than the larger strain rate  (ė = 10-14 1/s), while the misfit 

between the various viscosity models remains the same, regardless of strain rate. 

 

Once the uncertainty in E* and V* is accounted for, the difference between the individual 

viscosity profiles is relatively small, and there is significant overlap between the models 

at most depths.   The range of maximum lithospheric viscosities, inclusive of error, for a 

strain rate of 10-15 1/s is 8x1022 Pa*s to 4.2x1025 Pa*s, with an average maximum of 

4.7*1024 Pa*s (Fig. 8).  At a larger strain rate (ė=10-14 1/s) the average peak viscosity is 
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6x1023 Pa*s.    The Chen et al. (2007), SAWum_NA2 and SEMum2 models produce a 

peak in viscosity at ~125-150 km, which falls outside of the calculated viscosity range for 

the HC geotherm, while the NA07 and ND08 viscosity profiles follow the trend of the 

HC geotherm at lithospheric depths. 

 

The presence of a low-velocity layer within the uppermost mantle lithosphere of the 

Slave craton is observed at various depths in the models of Chen et al. (2007), 

SAWum_NA2 and SEMum2 (Fig. 2).  This feature translates into a low-viscosity zone 

within the mantle lithosphere (Fig. 8).  The correlation in depth between this low velocity 

zone and the location of a change in azimuthal anisotropy within the SAWum_NA2 

model (Yuan et al., 2011) raises the possibility that velocity anisotropy may be partially 

responsible for the low velocity layer.   

 

The average minimum viscosity found in the asthenosphere, assuming a strain rate of 

ė=10-15 1/s, is 3x1021 Pa*s (with a total range of 3.2x1020 to 2x1022 Pa*s) beneath the 

Slave craton.  At asthenospheric depths, the SEMum2 and SAWum_NA2 both fall within 

the anticipated range of viscosities assumed by the HC geotherm.  For a larger strain rate 

of 10-14 1/s, the average minimum viscosity decreases to 5x1020 Pa*s beneath the Slave. 

 

4.3 Viscosity profiles – Superior craton 

   

Similar to profiles of the Slave craton, viscosity profiles for the Superior craton were 

calculated using strain rates of 10-15 and 10-14 1/s.  
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The misfit between the viscosity profiles calculate from velocity models and the viscosity 

profile derived from the HC geotherm is in general larger than in the case of the Slave 

craton.  At all but the shallowest depths (50-75 km) there is no overlap between the 

velocity-derived viscosity models and those from the HC geotherm (Fig. 8). There is 

however, significant overlap between the individual velocity-derived viscosity models at 

many depths, although the ND08 viscosity profile provides a noteable exception at the 

shallowest depths, with an estimate peak viscosity of 7x1033 Pa*s.  This viscosity appears 

to be unreasonable and is not considered in the remaining discussion. 

 

On average, for a strain rate of 10-15 1/s, the peak in maximum lithospheric viscosities 

(excluding ND08) is 3x1024 Pa*s, and the minimum viscosity in the mantle 

asthenosphere is 5.6x1021 Pa*s.  Increasing strain rate (10-14 Pa*s) reduces the average 

lithospheric viscosity to 5.6x1023 Pa*s, and 1x1021 Pa*s in the asthenosphere. 

 

5.  Implications 

 

5.1 Uncertainties in the lithosphere 

 

Despite invoking compositional variations, there is still mismatch between the velocity-

derived viscosities and the HC geotherm at lithospheric depths.  This mismatch is most 

apparent at depths of 100-150 km in the Slave craton with the second group of viscosity 

models (those derived from SAWum_NA2, SEMum2, and Chen), and for all models at 
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depths greater than 75 km in the Superior craton.  One possible explanation is that the 

attenuation correction is overestimated in the lithosphere, resulting in velocities that are 

too high.  This explanation however, does not fully account for the viscosity misfit. 

Another possibility is that the original velocity models overestimate velocity. Within the 

Slave craton, it is certainly possible that one group of models, and therefore certain 

techniques, is better at determining velocities than the other.  However, the systematic 

offset between the velocity models and the xenolith-constrained geotherm within the 

Superior craton suggests that additional confounding factors, either related to the velocity 

models themselves, or to other issues, exist.  One such possibility is that the geotherms 

calculated by Hasterok and Chapman (2011) are too warm.  Large uncertainties exist in 

our understanding of heat generation within the crust and mantle lithosphere, and it is 

possible that this uncertainty translates into errors within the HC model. A comparison to 

other steady-state geotherm families (Artemieva and Mooney, 2001; Chapman, 1986; 

Rudnick and Nyblade, 1999) suggests that temperatures could be overestimated by as 

much as 150°C at depths of 150 km in the HC model (Hasterok and Chapman, 2011) if a 

heat flow of 40 mW/m2 is assumed.  Errors in xenolith P-T estimates can also impact the 

computed HC geotherms.  Uncertainties due to assumptions regarding phase equilibrium 

could produce an error of at most 100°C (Saal, personal communication).  While the 

errors associated with the construction of the HC geotherms are not small, they cannot 

fully explain the disparity in temperature, and ultimately viscosity.  Reconciling the 

differences between velocity models and xenolith P-T estimates is not a trivial matter, 

and would help us to significantly improve our understanding the physical and 
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mechanical properties of the upper mantle.  So while we have begun to broach the topic 

in this paper, further work is needed. 

   

 

5.2 Asthenospheric properties 

The range of mantle viscosities inferred for the asthenosphere vary between models, but 

average ~1021 Pa*s (for ė=10-15 1/s) in both the Superior and Slave cratons.  This value is 

in good agreement with studies of glacial isostatic adjustment which suggest that the 

viscosity of the asthenospheric mantle beneath cratons is on the order of 1021 Pa*s (Sella 

et al., 2007). The misfit between most of the velocity-derived viscosity models and the 

HC viscosity profile is significant, particularly in the Superior craton.  If real, this 

discrepancy suggests that the asthenosphere beneath the North American craton is colder 

and stronger than implied by a 1300°C mantle adiabat. 

 

Asthenospheric viscosities in the western U.S., estimated to be 1019 Pa*s (Freed et al., 

2012), are two orders of magnitude smaller than the averaged asthenospheric viscosities 

of our models.  If taken at face value, this suggests that the asthenosphere is colder and 

more viscous beneath the North American craton than beneath young continental 

lithosphere.  The processes that could have produced and maintained such lateral 

variations in asthenospheric viscosity are something of a puzzle since the average rate of 

North American plate motion would prevent the craton from remaining in place long 

enough to significantly cool the asthenosphere directly beneath it.  Conversely, the low 

viscosities beneath the western U.S. could be lower than expected due to the presence of 
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melt or water.  However, it is important to note that while the strain rate used to calculate 

the viscosity structure is constant, it is variable within the earth, due to changes in 

pressure.  In the western U.S., the presence of asthenospheric material at shallower 

depths (lower pressure) will result in higher strain rates, and therefore smaller viscosity 

values. 

 

5.3 A boundary in viscosity 

One of the most robust features of the viscosity models for the Slave and Superior cratons 

is the systematic difference in viscosities between the lithosphere and asthenosphere (as 

defined seismically).  Within the Slave craton, the largest possible change is four orders 

of magnitude (excluding ND08; errors included) in SEMum2, and the smallest possible 

change is two orders of magnitude in NA07.   While in the Superior craton, the smallest 

possible change is one order of magnitude, again in model NA07.  A strong, pronounced 

variation in viscosities between the lithosphere and asthenosphere is in agreement with 

the idea that the lithosphere is a relatively rigid plate riding on top of a relatively low-

viscosity, convecting mantle asthenosphere.  The implication of these findings suggests 

that the rheologically defined lithosphere-asthenosphere boundary is being imaged 

seismically. 

 

6. Conclusions 

 

We calculated viscosity profiles for the Slave and Superior cratons using isotropic shear 

wave velocity models from several global-, continental- and regional- scale models.  The 
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resulting viscosity models show a clear contrast in viscosity between the lithosphere and 

asthenosphere, consistent with the rheological definition of the lithosphere-asthenosphere 

boundary.  In the lithosphere, a maximum viscosity of 1024 Pa*s is observed.  

Asthenospheric viscosities on the order of 1021 Pa*s agree with independent estimates 

based on post-glacial rebound, but are two orders of magnitude larger than estimates of 

asthenospheric viscosity for the western U.S.   

 

We also find that significant misfit exists between the velocity-derived and xenolith-

constrained temperature profiles.  A portion of this misfit can be explained by invoking a 

depleted (Mg# 94) composition, consistent with xenolith data, and by increasing garnet 

content in the mantle lithosphere. 
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Figure' 1.' ' (a)! Map! overview! of! major! tectonic! provinces! (after! Canil,! 2008)! in!
Canadian!North!America.! !Red!and!blue!filled!circles! indicate! locations!sampled!by!
shear! wave! velocity! models! NA07,! ND08,! SAWum_NA2,! and! SEMum2.! ! Averaged!
profiles!were! calculated! for!each!model!within/near! the!Slave! craton! (red! circles)!
and! the! Superior! craton! (blue! circles).! ! (b)! Example! of! shear! velocity! profiles!
through!the!Slave!and!Superior!cratons!for!models!SAWum_NA2!and!SEMum.!!Thick!
lines!in!each!panel!correspond!to!the!average!of!the!thinned!lines!within!the!same!
panel.!!Thin!lines!correspond!to!the!individual!points!in!part!(a).'
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Figure'2.' 'Absolute!shear!wave!velocity!profiles!for!the!Slave!and!Superior!cratons,!
before!(thick!solid!lines)!and!after!(thin!solid!lines)!taking!into!account!attenuation!
effects.!!(a)!Profiles!from!ND08,!NA07,!SAWum_NA2!and!SEMum2!are!averaged!from!
points! shown! in! Figure! 1.! ! The! shear! velocity! profile! from! Chen! et! al.! (2007)! is!
calculated!as!a!1D!profile! for! the!entire!Slave!craton.! ! (b)!Same!as! (a),!but! for! the!
Superior!craton,!without!the!Chen!et!al.!(2007)!model.!'
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Figure'3.''(a)!&!(b)!temperature!profiles!calculated!from!the!attenuationScorrected,!
shear! velocity! profiles! shown! in! Figure!2,! using! the! relationship!between! velocity!
(Vs)!and!temperature!(T)!derived!by!Stixrude!and!LithgowSBertelloni!(2005)!for!the!
Slave!craton!(a)!and!the!Superior!craton!(b).!!(c)!and!(d)!show!coarsely!discretized!
thermal!models!computed!using!a!depleted!garnetSperidotite!composition!(Table!1)!
and!the!Hacker!and!Abers!(2004)!Excel!macro.! !The!arrows!in!(c)!and!(d)! indicate!
the!amount!of!additional!garnet!needed,!on!top!of!the!original!~2.5%,!to!remove!the!
temperature! residual! at! 150! km.! ! The! solid! black! line! labeled! “H&C”! in! (a)S(d)!
corresponds! to! the!bestSfitting!geotherm!calculated! for!each!craton! (Hasterok!and!
Chapman,!2011).! !The!dashed!lines!represent!the!95%!confidence!intervals!for!the!
bestSfitting!geotherm.!!The!1300°C!adiabat!is!also!shown.'
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Figure' 4.' ' (a)! and! (b).! ! Residuals! in! velocity! for! each! craton! and! shear! velocity!
model.!!Residuals!were!calculated!by!translating!the!predicted!geotherm!(Hasterok!
and!Chapman,!2011)!into!velocity!using!the!relationship!from!Stixrude!and!LithgowS
Bertelloni!(2005)!and!comparing!to!the!respective!velocity!models!for!each!craton.!!
(c)! and! (d)! The! increase! in! Mg#! (=100! x! Mg/(Mg! +! Fe))! required! to! eliminate!
residual!velocities!(a!and!b),!determined!using!the!relationship!dVs/dMg#,!from!Lee!
(2003).! ! (e)! and! (f)! The! increase! in! garnet! (volume! %)! needed! to! eliminate! the!
velocity!residual,!determined!after!increasing!Mg#!by!5!at!lithospheric!depths.'
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Figure'5.' '(a)!Plot!of!shear!wave!velocity!as!a!function!of!added!garnet!(volume!%)!
using!GarnetSPeridotite!1”!from!Lee!(2003)!and!listed!in!Table!1.!!Colors!indicate!for!
velocities!calculated!at!different!points! in!pressureStemperature!(PST)!space.! !PSTs!
correspond! to! the! bestSfitting! geotherm! calculated! for! the! Slave! craton! from!
Hasterok!and!Chapman!(2011).!!!(b)!The!change!in!velocity!as!a!function!of!changing!
garnet! content! (dVs/dGt%)! plotted! as! a! function! of! increasing! depth.! ! The!
dVs/dGt%! calculated! at! each! depth! is! an! average! of! the! dVs/dGt%! calculated! for!
each!of!the!three!garnetSperidotite!samples!listed!in!Table!1!(from!Lee,!2003).'
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Figure' 6.' ' Temperature! profiles! calculated! from! the! compositionally! corrected!
shear!velocity!profiles!using!the!relationship!between!velocity!(Vs)!and!temperature!
(T)!derived!by!Stixrude!and!LithgowSBertelloni!(2005)!for!the!Slave!craton!(a)!and!
the!Superior!craton!(b).!!Thick,!solid!lines!are!for!the!composition!corrected!profiles,!
while!the!thin!lines!are!profiles!corrected!for!attenuation!only,!and!are!the!same!as!
those!in!Fig.!3.!!Geotherms!and!adiabats!are!the!same!as!in!Figure!3.'
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Figure'7.' 'Viscosity!profiles!for!the!Slave!craton,!calculated!using!a!wet!dislocation!
creep!flow!law!(Hirth!and!Kohlstedt,!2003).!!(a)!Profiles!calculated!using!a!range!of!
activation!energies!(E*).!!The!resulting!range!of!viscosities!for!each!profile!is!shown!
with!light!shading.! !The!thick,!solid!lines!correspond!to!a!viscosity!calculated!using!
E*!=!480!kJ/mol.! ! (b)!Profiles! calculated!using!a! range!of! activation!volumes! (V*).!!
Range!of!V*!is!shown!with!light!shading,!with!a!V*!=!11!m3/mol!used!to!calculate!the!
thick,!solid!lines.'
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Figure 8.  Viscosity!profiles!calculated!for!the!Slave!(a,c)!and!Superior!(b,d)!cratons.!!
(a)!and!(b)!assume!a!strain!rate!of!10S15!1/s,!while!(c)!and!(d)!assume!a!strain!rate!of!!
10S14!1/s.!!Viscosities!in!all!panels!are!calculated!using!a!wet!dislocation!creep!flow!
law!(Hirth!and!Kohlstedt,!2003),!and!E*!=!440S520!kJ/mol!and!V*!=!7S15!m3/mol. 
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Garnet-Peridotite 1 
% GT added 0% 1% 3% 5% 10% 20% 30.3% 

OPX 10.1 9.8 9.1 8.4 6.8 3.4 0.0 
Mg2Si2O6 9.2 8.9 8.3 7.7 6.2 3.1 0.0 
Fe2Si2O6 0.9 0.8 0.8 0.7 0.6 0.3 0.0 

CPX 14.3 14.0 13.3 12.7 11.0 7.7 4.2 
CaMgSi2O6 12.9 12.6 12.0 11.4 9.9 6.9 3.8 
CaFeSi2O6 1.4 1.4 1.3 1.3 1.1 0.8 0.4 

GT 14.1 15.1 17.1 19.1 24.1 34.1 44.4 
Fe3Al2Si3O12 2.1 2.3 2.6 2.9 3.6 5.1 6.7 
Ca3Al2Si3O12 1.9 2.1 2.4 2.6 3.3 4.7 6.1 
Mg3Al2Si3O12 10.1 10.8 12.2 13.6 17.2 24.3 31.6 

OL 61.4 61.1 60.4 59.8 58.1 54.8 51.3 
Mg2SiO4 55.7 55.4 54.8 54.2 52.7 49.7 46.6 
Fe2SiO4 5.7 5.7 5.6 5.6 5.4 5.1 4.8 

        Garnet-Peridotite 2 
% GT added 0% 1% 1.1% 5% 10% 20% 30% 

OPX 20.5 20.1 20.1 18.0 15.5 10.5 5.5 
Mg2Si2O6 19.0 18.7 18.7 16.7 14.4 9.7 5.1 
Fe2Si2O6 1.4 1.4 1.4 1.3 1.1 0.7 0.4 

CPX 0.4 0.0 0.0 
    CaMgSi2O6 0.3 0.0 0.0 
    CaFeSi2O6 0.0 0.0 0.0 
    GT 4.6 5.6 5.6 9.6 14.6 24.6 34.6 

Fe3Al2Si3O12 0.7 0.8 0.8 1.4 2.2 3.7 5.2 
Ca3Al2Si3O12 0.6 0.8 0.8 1.3 2.0 3.4 4.8 
Mg3Al2Si3O12 3.2 4.0 4.0 6.8 10.4 17.5 24.6 

OL 74.6 74.3 74.3 72.1 69.6 64.6 59.6 
Mg2SiO4 68.7 68.4 68.4 66.4 64.1 59.5 54.9 
Fe2SiO4 5.9 5.9 5.9 5.7 5.5 5.1 4.7 

 
 
 
 
 
 
 
 
 
 
 
Table 1. Continued on next page 
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Garnet-Peridotite 3 
% GT added 0% 1% 5.4% 8% 10% 20% 30% 

OPX 24.5 24.1 22.7 20.5 19.5 14.5 9.5 
Mg2Si2O6 23.1 22.8 21.4 19.3 18.4 13.7 8.9 
Fe2Si2O6 1.4 1.4 1.3 1.2 1.1 0.8 0.5 

CPX 1.8 1.5 0.0 
    CaMgSi2O6 1.7 1.4 0.0 
    CaFeSi2O6 0.1 0.1 0.0 
    GT 2.4 3.4 7.8 10.4 12.4 22.4 32.4 

Fe3Al2Si3O12 0.4 0.5 1.2 1.6 1.9 3.4 4.9 
Ca3Al2Si3O12 0.3 0.5 1.1 1.4 1.7 3.1 4.5 
Mg3Al2Si3O12 1.7 2.4 5.5 7.4 8.9 16.0 23.1 

OL 71.3 71.0 69.5 67.3 66.3 61.3 56.3 
Mg2SiO4 66.7 66.4 65.0 62.9 62.0 57.3 52.7 
Fe2SiO4 4.6 4.6 4.5 4.4 4.3 4.0 3.6 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1.  Table of volume percent of end-member compositions for three garnet-
periodite samples, in which additional garnet is added incrementally.  Original garnet-
peridotite (0%) based on weight percent and Mg# of garnet-peridotites listed in Lee 
(2003). 
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Garnet-Peridotite 1: Vs (m/s) 
 

T P 0% 1% 3% 5% 10% 20% 30.3% 
dVs/dG 

% 
425 1.1 4708.12 4713.92 4725.61 4737.32 4766.76 4826.15 4888.33 6.01 
573 2 4686.83 4692.80 4704.81 4716.85 4747.10 4808.15 4872.04 6.10 
729 3 4660.10 4666.61 4679.25 4690.04 4722.07 4784.91 4850.69 6.16 
889 4 4630.45 4637.13 4650.19 4661.35 4694.40 4759.27 4827.19 6.55 
1044 5 4601.70 4608.54 4621.99 4633.51 4667.52 4734.34 4804.29 6.55 
1200 6 4571.86 4578.85 4592.71 4604.58 4639.57 4708.35 4780.34 6.95 
1487 8 4520.58 4527.84 4542.39 4554.85 4591.52 4663.66 4739.17 7.22 

          Garnet-Peridotite 2: Vs (m/s) 
 

T P 0% 1% 1.1% 5% 10% 20% 30% 
dVs/dG 

% 
425 1.1 4755.68 4761.54 4762.07 4785.29 4808.67 4855.85 4903.60 4.82 
573 2 4724.51 4730.55 4731.09 4755.37 4780.08 4829.91 4880.35 5.21 
729 3 4691.91 4698.19 4698.42 4723.43 4749.91 4803.43 4856.01 5.53 
889 4 4656.14 4662.65 4662.87 4689.10 4717.05 4773.53 4829.12 5.74 
1044 5 4620.60 4627.33 4627.54 4654.95 4684.34 4743.72 4802.25 5.92 
1200 6 4584.76 4591.69 4591.90 4620.48 4651.29 4713.54 4774.99 6.26 
1487 8 4521.58 4528.88 4529.07 4559.75 4593.10 4660.50 4727.19 6.91 

           
 
 
 
 
Table 2.  Continued on next page 
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Garnet-Peridotite 3: Vs (m/s) 
 

T P 0% 1% 5.4% 8% 10% 20% 30% 
dVs/dG 

% 
425 1.1 4755.68 4761.73 4789.26 4827.52 4840.76 4886.95 4933.14 5.86 
573 2 4724.51 4731.73 4759.26 4797.52 4810.76 4856.95 4913.14 6.28 
729 3 4691.91 4701.73 4729.26 4767.52 4780.76 4836.95 4883.14 6.42 
889 4 4656.14 4661.73 4689.26 4727.52 4740.76 4796.95 4863.14 6.82 
1044 5 4620.60 4631.73 4659.26 4697.52 4710.76 4766.95 4833.14 6.97 
1200 6 4584.76 4591.73 4619.26 4657.52 4670.76 4736.95 4803.14 7.38 
1487 8 4521.58 4521.73 4559.26 4597.52 4610.76 4676.95 4753.14 7.79 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2.  Shear!velocities!calculated!for!garnet8peridotite!samples!(listed!in!Table!1)!for!varying!temperatures!and!pressures.!!
The!best!fitting!slope!for!each!point!in!temperature8pressure!space!is!listed!on!the!far!right!(dVs/dGt%).!!A!corresponding!plot!
for! garnet8peridotite! 1! is! shown! in! Figure! 5.! ! The! average! of! the! three! sets! of! values! is! used!when! computing! the! garnet!
correction!needed!(Figure!4).!
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Dislocation Creep Parameters 

 
"best fit" range 

 A 90 3.1-2528 
 n 3.5 

  COH 50 
 

H/106Si 
r 1.2 

  E* 480 440-520 kJ/mol 
V* 11 4-15 m3/mol 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table&3.&&Parameters!used!in!viscosity!calculations.!!The!“best!fit”!corresponds!to!
the!thick!solid!lines!in!Figures!7!and!8,!while!the!“range”!is!used!to!compute!the!
error!bars!in!Figure!8.&
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Abstract 

The extent and geometry of strike-slip plate boundaries in the deep mantle lithosphere is 

an important, yet unresolved, aspect of plate tectonics.  Models range from localized 

shear zones that are deep extensions of individual crustal faults to broad zones of diffuse, 

distributed shear with widths of hundreds of kilometers1,2,3,4.  Here we use seismic waves 

that convert from shear to compressional motion (Sp) to image the base of the lithosphere 

across the San Andreas Fault system. Amplitudes of Sp conversions indicate a 

systematically smaller shear-wave velocity gradient with depth across the lithosphere-

asthenosphere boundary on the western side of the plate boundary than to its east. The 

change in shear-wave velocity gradient typically occurs over a horizontal length scale of 

less than 50 km.  This result is best explained by the juxtaposition of mantle lithospheres 

with different properties across the plate boundary. The spatial correlation between the 

surface expression of the plate boundary and the laterally abrupt change in LAB 

properties points to the accommodation of relative plate motion on a narrow shear zone 

that extends throughout the entire thickness of the lithosphere. 
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The San Andreas fault system, comprising the San Andreas fault and adjacent 

(sub)parallel strike-slip faults (Fig. 1), accommodates approximately 75% of the relative 

motion between the North American and Pacific plates5 and is dominated by 23-37 

mm/yr slip rates on the San Andreas fault5,6.  At mantle depths, however, the width of the 

plate boundary zone and the distribution of shear across it have remained unclear. 

Deformed xenoliths beneath the Calaveras fault1 and a step in crust-mantle boundary 

(Moho) depth across the southern San Andreas7 are consistent with shear due to plate 

motion at the top of the mantle lithosphere, and shear-wave splitting in SKS phases2,8,9 

has been used to argue for a ~130 km wide shear zone in the lithosphere beneath central 

California1,2.  However, these studies do not directly constrain the distribution of shear in 

the deep mantle lithosphere.  In contrast, converted seismic waves can image the 

lithosphere-asthenosphere boundary (LAB), including possible variations in LAB 

structure due to shear zones that extend through the entire thickness of the lithosphere.  

Prior converted phase studies10,11,12,13,14 have estimated lithospheric thicknesses in 

California, but did not note systematic changes in LAB properties across the San Andreas 

fault system.  

 

To explore changes in LAB structure across the plate boundary we stacked over 135,000 

Sp receiver functions from 730 seismic stations (Fig. 1) using a common conversion 

point (CCP) approach (Methods Summary).  An Sp phase that represents a velocity 

decrease with depth is observed throughout the study region at depths of 45-100 km, with 

an average depth of 70 km (Figs. 2 and 3).  Because the depth of this phase falls within 

the transition from high velocity lithosphere to underlying low velocity asthenosphere 
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imaged by surface wave tomography15,16, and because phase amplitudes correspond to a 

significant drop in velocity (Supplementary Information) we interpret the phase as a 

conversion across the seismologically-defined LAB.  

 

A striking feature of our CCP Sp model is the pronounced change in LAB phase 

amplitude across the plate boundary (Figs. 2 and 3a).  To the east of the San Andreas 

fault (e.g. cross-section 1-1’ in Fig. 2) the LAB phase is strong and spatially coherent, 

while to the west of the San Andreas (2-2’ in Fig. 2) the LAB phase is either very low 

amplitude or absent.  In central California, the change in LAB phase amplitude occurs 

beneath the San Andreas fault (A-A’ in Fig. 2 and Fig. 3a), and in northern California the 

shift in amplitude occurs further eastward (for example at the Calaveras fault, B-B’ in 

Fig. 2).  In southern California, LAB phase amplitudes are lower on the western side of 

the San Andreas fault, with the exception of a high amplitude patch beneath the Inner 

Borderlands (Fig. 3a) where LAB depth is also anomalously shallow12 (Fig. 3b).  The 

observed patterns in LAB phase amplitude cannot be explained by spatial variations in Sp 

path density or ray parameter (Supplementary Information).  

 

When our study region is divided into crustal blocks defined by faults17,18 (Fig. 3a), the 

average amplitude of the LAB Sp phase beneath blocks to the east of the San Andreas 

that move with velocities close to North American motion is 70% higher than phase 

amplitudes beneath blocks to the west of the San Andreas with velocities close to Pacific 

plate motion (0.0680 ± 0.016 versus 0.0403 ± 0.0128) (Fig. 4a). Beneath two blocks in 
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northern California that have intermediate relative motions (ECCR and WCCR) phase 

amplitudes are low and comparable to blocks on the Pacific side of the San Andreas. 

 

Unlike amplitudes, LAB phase depths do not vary systematically across the San Andreas 

fault system, and LAB phase depths and amplitudes are not correlated throughout the 

region (Fig. 3a).  However, local variations in LAB phase depth and/or amplitude are 

observed in the vicinity of the Walker Lane fault system to the east of the Sierras, the 

Isabella Anomaly19 in the Great Valley, and elsewhere (Figs. 1 and 3) (Supplementary 

Information). LAB phase depths are less reliable along the western edge of the CCP stack 

where phase amplitudes are very weak, and near its eastern edge where energy in the 

LAB phase depth range is complex. 

 

To assess vertical gradients in absolute shear velocity (Vs) at the LAB, we modeled the 

ratio of LAB phase amplitudes for two blocks that are located on adjacent sides of the 

San Andreas fault in central California, the Salinas (SALI) block to the west and the 

Great Valley Thrust Belt (GVTB) block to the east (Supplementary Information).  If the 

decrease in Vs from lithosphere to asthenosphere occurs instantaneously in depth beneath 

both sides of the San Andreas, a 1% drop at the base of the SALI lithosphere would 

imply a 3.7% drop at the GVTB LAB. For an LAB Vs gradient over 30 km in depth on 

both sides, a 1% drop beneath the SALI block would indicate a 7.9% drop beneath the 

GVTB block.  Alternatively, the LAB Vs gradient beneath SALI could occur over a much 

larger depth range than the gradient beneath GVTB. This modeling confirms that LAB 
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velocity gradients differ significantly between the east and west sides of the San Andreas 

fault.  

 

The Sp CCP stack thus shows that the portions of Californian lithosphere moving with 

velocities close to Pacific plate motion or with intermediate plate velocities have an LAB 

that is characterized by a smaller and/or more gradual decrease in shear velocity, in 

comparison to lithosphere that translates with velocities close to that of the North 

American plate.  In addition, this transition in LAB properties occurs over short 

horizontal distances, typically 50 km or less (Figs. 2 and 3).  At the periods used in this 

study and for depths of less than ~70 km, CCP-stacked Sp phases can distinguish lateral 

variations in discontinuity structure that occur over 50 km versus larger distances, but 

they cannot resolve lateral variations of less than 50 km12. 

 

The laterally abrupt change in LAB amplitude indicates a contrast in the properties of the 

mantle lithosphere across the plate boundary.  Sharp lateral gradients correlated with the 

plate boundary would be hard to maintain in the low viscosity20 asthenosphere, which is 

being sheared at an angle nearly normal to the plate boundary by the absolute motion of 

the North American plate21.  Assuming an asthenosphere of roughly constant Vs across 

the region, shear velocity in the lithosphere moving with the Pacific plate would be 

smaller than on the North American side.  While this difference is seen in some regional 

tomographic models22,23, it is not consistently present in all models15,16,24, suggesting that 

Vs may not be reduced throughout the entire mantle lithosphere; indeed,  smaller Sp 

amplitudes from the LAB on the Pacific side could be matched simply by a reduced Vs 
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contrast or a more gradual gradient at the base of the plate (Fig. 4b), which could be 

undetected by tomography.  Variations in Vs anisotropy at the LAB are not a likely 

explanation for the differences in LAB phase amplitude to the east and west of the plate 

boundary (Supplementary Information).   

 

What processes could have produced a reduced Vs contrast or a more gradual gradient at 

the base of the lithosphere on the Pacific side of the San Andreas fault in central and 

southern California and the Calaveras/Bartlett Springs faults (the eastern edge of the 

ECCR block) in northern California? One possibility is that the observed difference in 

LAB properties across the fault system results from strike-slip plate boundary processes 

(within the last 30 Ma).  For example, the lithosphere on the Pacific side of the plate 

boundary has an absolute plate motion in multiple reference frames that is two to three 

times higher than the absolute plate velocity on the North American side21, possibly 

producing greater heat flow due to viscous heating in the shearing asthenosphere27.  The 

trouble with this hypothesis is that viscosities of the asthenosphere are estimated to be 

relatively low in the region20, making it difficult to produce significant amounts of shear 

heating (Kincaid and Silver, 1996).  However, if the temperature of the mantle is close to 

its solidus, then even a slightly higher temperature due to greater rates of shear in the 

Pacific-side asthenosphere could produce a small amount of melt.  If the buoyant melt 

percolated upward, over time a layer of concentrated melt at the top of the asthenosphere 

would then act to reduce the width of the effective shear zone, increasing shear heating 

(Turcotte and Schubert).  If Vs in the lithosphere is higher because the lithosphere is more 

dehydrated, compositionally depleted and colder than the asthenosphere28,29, then greater 
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heat flow entering the base of the Pacific-side lithosphere would reduce the Vs contrast by 

increasing temperature and counteracting the contrast in composition.  Alternatively, the 

small fractions of melt produced by shear heating could permeate the base of the 

lithospheric plate, making the LAB Vs gradient more gradual in depth on the Pacific side 

of the plate boundary, thus explaining the lower Sp amplitudes.  Another scenario is that 

in the subduction zone that existed prior to the onset of right-lateral strike-slip motion 

between the Pacific and North American plates at ~30 Ma, all of the lithosphere now to 

the west of San Andreas and Calaveras/Bartlett Springs faults acquired distinct LAB 

properties relative to the lithosphere now to the east of the faults.  Although crust from 

similar subduction zone terranes is present on both sides of the San Andreas fault25,26, 

there is also evidence for the existence of subducted lithospheric material extending to 

the edge of the plate boundary beneath much of northern and central California31, often 

inferred to be stalled microplates32.  These microplates are thought to have originated 

from the fragmentation of the Farallon plate, as portions of the ridge system at its western 

edge began to subduct32.  In such a case, the stalled microplates would be both young and 

hot, and may not have had the time to fully produce a dry and depleted lithospheric 

layer33, resulting in a LAB Vs gradient that is more gradual. 

 

Regardless of the underlying process, the primary conclusions of this study are that 

mantle lithospheres with different basal properties are juxtaposed across the San Andreas 

fault in central and southern California and the Calaveras/Bartlett Springs faults in 

northern California and that the lateral transition between the different lithospheres 

typically occurs over 50 km or less at the LAB (Fig. 4b). These results imply that the 
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plate boundary expressed at the surface by the San Andreas fault system extends through 

the entire body of the lithosphere in a relatively narrow shear zone. 
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Methods Summary 

Sp phases are produced by the conversion of an incident S wave to a P wave across an 

interface in seismic velocity, and Sp receiver functions are obtained by deconvolving the 

parent (SV) phase from the daughter (P) phase.   For this study, we obtained waveforms 

for events at epicentral distances of 55-85° and depths of less than 300 km from 19 

broadband networks, including the Northern and Southern California Seismic Networks 

and the NSF EarthScope Transportable and Flexible Arrays. Waveforms were bandpass-

filtered between 0.03 - 0.5 Hz, windowed around the S phase, rotated into P and SV 

components using a free surface transfer matrix optimized for free surface velocities at 

each individual station11, and deconvolved12.  (See Supplementary Information for 

discussion of filtering and other methods.) The polarity of the Sp receiver functions was 

reversed to match the typical Ps convention in which a negative phase corresponds to a 

velocity drop with depth.   

 

In order to construct a 3D model of mantle structure, individual Sp receiver functions 

were migrated and stacked at their conversion point locations (common conversion point 

or CCP stacking).  Receiver function time series were migrated into space (depth, 

latitude, and longitude) using ray tracing in a 1D model that represents crust30 and 

mantle16 velocity structure beneath the station at which the waveform was recorded. 

Uncertainties in lithosphere-asthenosphere boundary depth due to uncertainties in the 

migration model are likely to be less than 5 km12.  The migrated Sp receiver functions 

were stacked in a 3D model that was discretized at 0.1° increments in latitude and 

longitude, and 0.5 km in depth.  At each node sampled by more than 300 paths, a 
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weighted average of individual receiver functions defines the CCP stack, with weights 

given by cubic spline functions that approximate the Sp phase Fresnel zone12. 
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Figure 1.  Map of study region.  Red triangles are locations of seismic stations used in 
the study.  White dotted lines delineate cross sections shown in Figure 2. Thin black lines 
are faults, with the San Andreas fault (SAF) shown as a thick yellow line. Solid grey lines 
are state boundaries.  Other features include: Hayward fault (HF), Calavaras fault (CF), 
Great Valley (GV), Sierra Nevada (SN), Isabella Anomaly (IA), Western Transverse 
Range (WTR) and the Inner Borderlands (IB). 
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Figure 2.  Vertical cross-sections through the Sp CCP stack.  Negative phases (blue) 
indicate a velocity decrease with depth.  Depths inferred for the LAB phase are shown 
with white squares (see Supplemental Information). A positive amplitude phase (red) at 
depths of 20-40 km is interpreted to be the Moho, although conversions from intra-crustal 
discontinuities, such as the base of sedimentary basins, also occur. The dashed black line 
corresponds to Ps estimates of Moho depth30. Cross-sections intersections are shown with 
gray labeling; major faults are shown with thick black lines. Surface topography is 
exaggerated times ten. The amplitude of the inferred LAB phase is significantly weaker 
in 2-2’ than 1-1’, and west of plate boundary in cross-sections A-A’ and B-B’. 
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Figure 3.  a Map of LAB phase amplitude strength.  Grey lines outline crustal blocks 
defined by faults and plate motion17,18.  Amplitudes are significantly lower beneath 
crustal blocks translating close to Pacific Plate motion, relative to blocks translating close 
to North American Plate motion (see Fig. 4).  b Map view of LAB depth.  Dots show 
volcanism from the past 3 Ma  (www.navdat.org). Amplitude and depth values were 
smoothed with a Gaussian filter (Supplementary Information). 
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Figure 4.  a Mean LAB phase amplitude in each crustal block17,18 as a function of block 
velocity relative to North America and b Schematic view of deformation in the 
lithosphere beneath the San Andreas fault system.  a Red: blocks east of the San Andreas 
Fault with velocities close to North American Plate motion. WCCR and ECCR (black) 
are also east of the San Andreas but have intermediate plate motion.  Blue: blocks west of 
the San Andreas, with light blue for CATA which includes anomalously thin lithosphere 
and a high amplitude phase in the Inner Borderlands that may be related to recent 
lithospheric thinning12.  Blocks were included only if CCP stack nodes were > 35 and 
covered more than 50% of the block area.  b A shear zone extends to the base of the 
lithosphere beneath the San Andreas fault and at the LAB it is less than ~50 km wide.  
Faults in foreground are the San Andreas fault (SAF), the Hosgri Fault (HoF) and the 
Great Valley Thrust (GVT). 
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1. Additional information on receiver function and CCP stack methods  

1.1.  Optimal receiver function filtering 

Band-pass filtering of waveforms has a significant impact on the phases observed in 

individual receiver functions and in CCP stacks.  Filters should include a broad enough 

spectrum of frequencies to ensure stable deconvolution and accurately image robust, 

small-scale variations in structure.  To illustrate the consequences of eliminating too 

much short period energy from Sp waveforms, we calculated synthetic receiver functions 

using a propagator matrix method8, filtered them with a variety of bandpasses, and 

calculated receiver functions.  The velocity model consists of a 30 km thick crust and an 

LAB of variable depth (50-100 km) with a constant velocity gradient (5.2% drop in shear 

velocity over 0 km).  The filters used to calculate the synthetics all had a low frequency 

corner at 0.03 Hz (~33 s), with an upper corner ranging from 0.5 Hz to 0.125 Hz (2 s to 8 

s).  For the model with an LAB depth of 50 km, the only filters that produce an LAB 

phase within ±5 km of the correct depth are the two filters with upper-corners periods of 

2.5 s and 2 s (Fig. 1).  For the lower-pass filters (4 s to 8 s), the synthetic LAB phase has 

a peak between 10 and 35 km deeper than the 50 km depth in the model (Fig. 1).  To a 

certain point, the offset between input depth and that predicted by the synthetics 

decreases for each of these low-pass filters as the input depth increases.  However, the 

synthetics for each of these three filters eventually reach a cross-over point where the 

depth of the synthetic LAB phase begins to underestimate the input LAB depth.  Overall, 

the depth of the LAB phase cannot reliably be estimated from the long-period filters, and 

the offsets between input and predicted LAB depths are typically related to interference 

between the Moho phase and the LAB phase. 
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The bandpass filter applied to the data (33 s to 2 s) in the CCP stacks presented in the 

main text is one that accurately retrieves LAB depth in the synthetic receiver function 

modeling.  If LAB interface depths in the real earth are in fact at depths of less than ~90 

km, as the CCP stacks obtained with the 33 s to 2 s filter suggest is true over most of the 

study region (Fig. 3 of the main text), the synthetic modeling indicates that applying a 33 

s to 8 s filter should result in deeper apparent LAB phase depths.  Overall, this effect is 

observed in the CCP stacks with the 33 s to 8 s filter.   With the 33 s to 8 s filter, the 

width of the Moho and LAB phases are significantly broader (Fig. 2 versus Fig. 2 in the 

main text) and apparent LAB depth is typically deeper and less variable (Fig. 3 versus 

Fig. 3 in the main text), although some exceptions exist.  This comparison supports the 

decision to interpret the CCP stacks obtained with the 33 s to 2 s filter.  However, we 

note that the decrease in Sp phase amplitude across the plate boundary towards the 

Pacific is observed in models for both filters.  

 

1.2  LAB phase selection 

When identifying an LAB phase at a given location within the CCP stacked receiver 

function images we make two assumptions.  The first assumption is that the impedance 

contrast between the seismologically-defined lithosphere and asthenosphere is large 

and/or sharp enough in depth to produce an observable converted phase. The second is 

that the transition from lithosphere to asthenosphere occurs within a depth range (40-130 

km) defined by surface wave tomography studies9, 10. 
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The depth and amplitude maps shown in the main body of text, as well as the LAB phase 

picks on the cross-sections in the main text, are the result of semi-automated user picks 

that were smoothed with a rotationally symmetric, lowpass Gaussian filter to eliminate 

high frequency variations.  However, a depth and amplitude map was also constructed 

using a completely automated picking algorithm. In the user-guided approach, once a 

given peak in the CCP stack was chosen, a Gaussian fit was applied to guarantee peak 

amplitude selection.  The largest negative peak in the 40 km to 130 km depth range was 

typically selected, but where two negative peaks of comparable amplitude exist at closely 

spaced depths, the mean depth of the two peaks was chosen.  In the automated approach, 

the LAB phase depth and amplitude were calculated from the mean of the ten most 

negative points between 40 and 130 km.  Other approaches to estimating phase amplitude 

(for example the amplitude at the single point closest to the mean depth of the ten most 

negative points, or the mean amplitude of all points within 5 km of that depth) yielded 

very similar amplitude values.  To be considered for an LAB depth estimate, a given 

geographic location in the CCP stack had to have a peak negative amplitude greater than 

0.01. 

 

For both semi-automated and automated picks, an LAB phase was selected at a given 

geographic location only if the model node for that location at a depth of 70 km had more 

than 300 receiver functions with non-zero weights in the spline function approximation of 

the Sp Fresnel zone (see Methods section in main text) and if amplitude information is 

present at 20 km.  These cut-offs are a very conservative threshold, meant to ensure that 

LAB depths and amplitudes were measured only where the CCP model space is densely 
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sampled by Sp receiver functions.  Other than the western and northeastern edges of the 

model and a few zones to the east, the entire study region is very well-sampled (Fig. 4).  

In particular, the pattern of Sp path density (Fig. 4) is not correlated with Sp phase 

amplitude  (Fig. 3 of the main text), and the low Sp amplitudes on the Pacific side of the 

plate boundary cannot be attributed to sparse data.  This lack of correlation is also 

illustrated by a plot of user-picked LAB phase amplitudes versus the number of receiver 

functions with non-zero weight for the same stack at 70 km depth (Fig. 4 inset). 

 

Overall, the depths of the LAB Sp phases obtained with the two picking approaches agree 

well.  At 89.3% of model nodes, the depths agree to within 10 km, and 73.2% agree to 

within 5 km.  Where depths are different by more than ~20 km (Fig. 5), the two methods 

are typically identifying different phases as the LAB arrival, and these points largely lie 

to the west of the plate boundary (beneath crustal blocks with plate velocities close to 

Pacific plate motion) where phase amplitudes are small overall, or close to the eastern 

edge of the model where multiple strong peaks that are closely spaced in depth occur.  

The user picks typically identify the largest negative amplitude within the 40 km to 130 

km depth range as the LAB Sp phase, but where two negative peaks of comparable 

amplitude exist and the LAB Sp phase is assigned the mean depth of the two peaks, 

which explains some of the discrepancies between the methods.  Other differences 

between the methods relate to a relatively small number of cases where the typical 

automated-pick criteria would create large oscillations in LAB depth over short 

horizontal length scales, and lateral continuity of the phase is favored in the user-picks.  
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Agreement in LAB Sp amplitudes from the two picking methods is very good (Fig. 5).  

At the largest amplitudes, user-picked values are slightly smaller than those picked 

automatically.  This trend is largely due to zones near the eastern edge of the model 

where two negative peaks of comparable amplitude that are closely spaced in depth often 

exist in the LAB depth range.  For these cases the automatic pick has a higher amplitude 

because it is the most negative of the two peaks, while the amplitude from the hand-

picking represents their mean depth.   

 

1.3  Influence of ray parameter 

Because the amplitudes of Sp converted phases depend on their incidence angles, we 

investigated whether variations in incident S phase ray parameters in our dataset across 

the study region could influence the observed variations in Sp phase amplitudes.   

Epicentral distances in our waveform data vary from 55 to 85 degrees, corresponding to 

ray parameters of 0.1206 and 0.0891 respectively, when the ak135 model11 is assumed.  

A plot of the mean ray parameter at each node in the model at 70 km depth (weighted by 

the spline function value for each phase) (map view in Fig. 6) shows that the ray 

parameter distribution is not in general well-correlated with the observed Sp amplitudes 

(Fig. 3 of the main text) although there is a slight tendency for the nodes with the smallest 

amplitudes to span a lower (but still broad) range of mean ray parameters.  We therefore 

determined correction factors that scale Sp LAB phase receiver function amplitudes from 

different ray parameters to a constant amplitude, applied these to each observed receiver 

function, and calculated a corrected CCP stack. The result of applying this correction 

factor leads to only small differences in amplitude (less than 5%) between the corrected 
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stack and that shown in the main text (left-side of Fig. 7), and all of the significant 

amplitude features are retained (right-side of Fig. 7). 

  

2. Modeling the relative velocity drop across the plate boundary 

The difference in Sp receiver function LAB phase amplitude between the Pacific and 

North American sides of the plate boundary can be attributed to changes in either the 

drop in velocity at the LAB or the depth range over which the velocity drop is distributed.  

To better understand the range of permissible LAB velocity gradients, we modeled the 

relative amplitudes of the Sp LAB phases between the SALI and GVTB blocks (Fig. 4 of 

main text) with synthetic Sp receiver functions computed for velocity drops of 1-10% 

over LAB gradient thicknesses (depth ranges) of 0-40 km. Velocity drops of greater than 

10% were not considered as they exceed the upper limit of velocities inferred from 

surface wave tomography10.  The amplitudes of the LAB phases computed from the 

synthetics (scaled so that the largest LAB phase has an amplitude of 1) are shown in a 

plot of amplitude versus gradient thickness for different values of velocity drop (Fig. 8). 

For a given gradient thickness and assuming a velocity drop of 1% for the SALI block, 

we calculated the velocity drop beneath the GVTB block that would be required to match 

the ratio of the GVTB and SALI LAB phase amplitudes.   Similarly, for a given gradient 

thickness and assuming a velocity drop of 10% for GVTB, we calculated the velocity 

drop beneath SALI that would be required to match their LAB phase amplitude ratio.  

These calculations define the range of differences in LAB velocity drop between the two 

blocks (ΔVsGVTB-ΔVsSALI) as a function of gradient thickness (bold bars in Fig. 8).  We 

also repeated this process for the minimum and maximum ratios of the SALI and GVTB 



 156 

phase amplitudes to define uncertainties (thin bars in Fig. 8).  Although there is 

significant overlap in the error bars, the calculated drop in velocity needed to explain the 

difference in amplitudes increases with increasing LAB gradient thickness.  Assuming 

the LAB thickness is the same on both sides, the best-fitting required differences in 

velocity (ΔVsGVTB-ΔVsSALI) range from 2.7% to 8.3%. 

 

 

 

3. Other variations in LAB phase depth and amplitude 

Although they are not the focus of this study, a number of other interesting variations in 

LAB phase depth and amplitude are observed.   

 

Throughout most of the three-dimensional Sp CCP stack, the depth of the LAB phase 

varies gradually, with a few exceptions where the depth of the LAB phase changes 

rapidly over short (25-50 km) lateral distances (Fig. 3 of main text).   For example, the 

Inner Borderlands are underlain by an anomalously shallow LAB (~50 km) (Fig. 9), 

thought to be the result of lithospheric thinning associated with the clockwise rotation of 

the Western Transverse Range block starting at ~19 Ma7.  The westward decrease in 

LAB depth from Los Angeles and other onshore areas to the east into the Inner 

Borderlands is laterally abrupt (Fig. 3 of the main text), as is the north to south transition 

from the thicker lithosphere beneath the Western Transverse Range (~90 km) to the 

north. 
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A reduction in LAB depth to ~60 km is also found beneath much of Walker Lane, the 

zone of deformation to the east of the Sierra Nevada that accommodates approximately 

25% of the right-lateral motion between the North American and Pacific plates12, 13, and 

shallow LAB depths are particularly pronounced beneath the northern Walker Lane. 

Levander and Miller14 also found a zone with shallow LAB depths between the Sierra 

Nevada and the Basin and Range in their combined analysis of Ps and Sp receiver 

functions.  Because strike-slip deformation is oriented parallel to the NW-SE trend of 

Walker Lane and has a relatively modest magnitude, for example ~30 km of cumulative 

displacement in the northern Walker Lane13, this deformation alone does not provide a 

clear explanation for the relatively thin lithosphere beneath Walker Lane.  Basins 

bounded by normal faults are found within northern Walker Lane, but they appear to be 

accommodating the same overall right-lateral strike-slip motion found elsewhere in the 

Walker Lane zone12, 13.  Rather, the thin lithosphere beneath Walker Lane may predate 

the onset of strike-slip motion, and in fact could represent a pre-existing zone of 

lithospheric weakness that allowed plate boundary deformation to migrate into this 

region.  

 

The Isabella anomaly is a high velocity mantle feature seen in tomography models 

beneath the southern Great Valley.  It was originally hypothesized to represent 

delamination of the Sierra Nevada lithosphere15, 16, 17.  More recently, some have 

suggested that it is evidence for a remnant fossil slab18.  In the vicinity of the anomaly we 

observe an LAB phase that is shallower and higher amplitude than in the surrounding 

area.  In Fig. 10 we show cross sections that intersect in the region containing the 
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anomalously shallow LAB phase.  To ensure that these depth and amplitude anomalies 

are not artifacts of the thick sedimentary layer present in the Great Valley, we calculated 

synthetic Sp receiver functions for a velocity model containing an eight-layer crust, 

simplified from a seismic refraction experiment in the Great Valley19, 20, a lithospheric 

layer, and an asthenospheric halfspace.  This modeling shows that an Sp phase from an 

LAB at 70 km underlying a complex crust containing a ~3-5 km thick sedimentary layer 

should still appear at 70 km in an Sp receiver function.  Moreover, since a perturbed LAB 

Sp phase is not consistently observed in the CCP stack elsewhere beneath the Great 

Valley sediments, the anomalously shallow and high amplitude feature in the vicinity of 

the Isabella Anomaly appears to be structurally significant.  The implications of this 

correlation warrant further study. 

 

Another area with an unusually shallow LAB exists between the Clear Lake Volcanic 

Field and Sutter Butte, two regions that have been volcanically active in the past 3 My 

(Fig. 10; Fig. 3 of main text).  Regionally, the location of recent volcanism often (but not 

always) appears to be co-located with rapid lateral gradients in LAB depth (Fig. 3 of 

main text).  A regional correlation between LAB depth variations, volcanism and 

seismicity was previously noted by Levander and Miller14. 

 

Another intriguing observation is the presence of a double positive phase in the 

northwestern portion of our CCP model, in the vicinity of the subducting Juan de Fuca 

slab.  The first positive phase arrives at a depth of ~110-120 km and the second phase is 

observed at ~150 km (Fig. 11).  Although there is a slight variation depth, these positive 
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phases do not obviously follow the dip of the subducting lithosphere.  Further to the east, 

a zone with a particularly strong LAB phase can be found at the top of the mantle wedge 

above the subducting Juan de Fuca slab (Fig. 2 of the main text).  This zone is located 

west of the magmatic arc, which itself is underlain by an average LAB phase of 

unremarkable amplitude.  These results are consistent with models in which the upper 

plate lithosphere has been permeated with melt or otherwise effectively removed in the 

vicinity of the magmatic arc, while to the west melt is trapped at the base of the upper 

plate lithosphere, producing a particularly strong LAB Sp arrival.  

 

Other large offsets in LAB depth occur near the western and eastern edges of the Sp CCP 

stack (Fig. 3 of main text).  However, low amplitude arrivals on the Pacific side of the 

plate boundary make identifying a clear Sp phase from the LAB difficult, and the 

existence of multiple arrivals that are closely spaced in depth beneath parts of the eastern 

Sierra Nevada and the Basin and Range also complicates selection of a single LAB 

phase.  Thus, LAB phase depths in these two zones are somewhat suspect and should not 

be over-interpreted. 
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Figure 1.  (upper) Plot of Sp receiver functions calculated with different bandpass filters.  
All receiver functions normalized to maximum amplitude.  (lower) Differences in depth 
between LAB discontinuities in the input velocity model and the predicted LAB phase in 
the synthetic Sp receiver functions. 
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Figure 2.  Cross-sections 1-1’ and 2-2’ striking parallel to the plate boundary.  Cross 
sections are the same as those in Fig. 2 in the main body of text, but were calculated 
using a filter of 0.03-0.175 Hz.  Compared to results obtained from bandpass filters with 
a higher frequency upper corner (Fig. 2) the cross sections contain phases that are 
significantly longer period and in general deeper.  A lower LAB phase amplitude is still 
observed to the west of the plate boundary. 
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Figure 3.  Automatically picked LAB Sp phase amplitude (A) and depth (B) maps for 
CCP stacked Sp receiver function model calculated using a filter of 0.03-0.175 Hz (8-33 
sec). (A) Similar to the  0.03-0.5 Hz filter map shown in Fig. 4 of the main text, lower 
amplitudes are observed west of the plate boundary.  (B) With the 0.03-0.175 Hz filter, 
LAB phase depths are deeper and less variable than those with the 0.03-0.5 Hz filter 
shown in the main text. 

ï��� ï��� ï��� ï��� ï��� ï��� ï��� ï��� ï���

��

��

��

��

��

��

��

��

��

| LAB Amplitude |
� ���� ���� ���� ���� ��� ���� ���� ����

ï��� ï��� ï��� ï��� ï��� ï��� ï��� ï��� ï���

��

��

��

��

��

��

��

��

��

LAB Depth (km)
�� �� �� �� �� �� ���

Figure 3

a. b.



 165 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.  Number of receiver functions contributing information to the spline function at 
each node point in the model at 70 km depth.  White line outlines the spatial extent of 
model points containing more than 300 receiver functions, which is used as a lower limit 
for LAB phase selection.  Inset is a plot of the number of receiver functions with non-
zero weights in the spline function versus the amplitude of the user-picked LAB phase.  
Inset illustrates the lack of correlation between amplitude and number of receiver 
functions at a given model point.  Red line lies at the 300 receiver function cut-off. 
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Figure 5.  Relationship between LAB depth (A) and LAB amplitude (B) determined 
using the automatic picking and hand picking methods describe in the Supplemental 
Information.  (A) 89% of the depth picks for both methods fall within 10 km of each 
other, and 73% fall within 5 km. (B) User-picks versus automated-picks illustrate a 
tendency for user-picks to have slightly lower amplitudes. 
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Figure 6.  Weighted mean ray parameter at 70 km for each point in the CCP stack.  A 
subtle shift from smaller to larger mean ray parameter, which would result in increased 
LAB amplitude, occurs across the study region.  Inset demonstrates the weak correlation 
between ray parameter and amplitude.   
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Figure 7.  (A) Percent difference in LAB Sp phase amplitude between the original CCP 
stack and the ray parameter corrected stack. (B) LAB Sp phase amplitude in the ray 
parameter corrected model. 
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Figure 8.  (upper) LAB phase amplitude (with the maximum value normalized to 1) as a 
function of LAB gradient thickness for varying velocity contrasts, calculated from 
synthetic Sp receiver functions.  Each line corresponds to a different value of LAB 
velocity drop.  (lower) Difference in percent LAB velocity drop (ΔVsGVTB-ΔVsSALI) 
required to match the observed ratio in Sp phase amplitudes between the GVTB and 
SALI crustal blocks for different gradient thicknesses.  Thick bars indicate best fitting 
range of values, and thin bars indicate maximum range of values (one standard 
deviation).  
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Figure 9. Cross-section C-C’ through the Sp CCP stack (0.03-0.5 Hz filter) that runs 
perpendicular to the plate boundary and intersects the Inner Borderlands.  At the eastern 
edge of the Inner Borderlands (~150 km distance) an offset in LAB depth occurs.  
Observation matches results of Lekic et al. (2011) and is interpreted to be the result of 
lithospheric thinning due to the rotation of the Western Transverse Range lithosphere. 
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Figure 10.  Cross-sections X-X’  and V-V’ through the Sp CCP stack (0.03-0.5 Hz 
filter). The shallow LAB imaged at the intersection of the cross-sections (“V” in X-X’ 
and “X” in V-V’) is located in the vicinity of the Isabella Anomaly imaged in surface and 
body wave tomography. 
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Figure 11.  Cross-sections Y-Y’  and W-W’ through the Sp CCP stack (0.03-0.5 Hz 
filter). Two positive phases at different depths are imaged in the vicinity of the 
subducting Juan de Fuca slab (~0-200 km distance on W-W’ and ~74-200 km distance on 
Y-Y’).   
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