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In recent years, weak gravitational lensing has become an indispensable method for understanding

the concentration of matter on the largest scales. Galaxy clusters, the largest virialized structures

in the universe, provide a crucial environment in which to examine cosmological evolution. Because

most matter is non-luminous, weak lensing provides an opportunity for direct measurement of large

scale mass clustering, independent of considerations involving cluster dynamics.

This study takes advantage of the large amount of deep and high quality optical imaging freely

available from the Subaru Telescope data archive to perform a semi-blind cluster search across an

extraordinarily large field of view, 10.34 deg2 of the sky, at high source density (utilizing 1.27× 106

galaxies). Our precise 2D mass reconstruction, spanning five low-extinction Milky Way windows,

detects 90 unique cluster candidates above S/N≥3. Of these, 67 possess S/N≥4, and 18 possess

S/N≥5. From the fields analyzed, 43 independently confirm prior detections, 6 of these match (but

with offsets in the location of the cluster barycenter, while still indicating their existence within

error tolerance), and the remaining 47 represent potential new cluster discoveries.

Previous cluster candidates in these regions were uncovered through non-WL techniques, therefore,

our analysis represents a significant contrast against other wide-field cluster search methods, and is

one of the largest lensing surveys completed to date.

Convergence reconstructions also confirm the detection of SZ & X-ray cluster candidate PLCK

G100.2-30.4 in multiple independent waveband data, while failing to measure the more observation-

ally difficult PLCK G18.7+23.6. We estimate the mass of the former, as well as that of clusters

Abell 383, Abell 1672, and RXC J1651.1+0459.

The scale of this project necessitated the invention of numerous automated data reduction algorithms

and a comprehensive pipeline optimizing the shape information and object detections of deep-field

galaxies in available imaging. Most notably, a novel flux-independent identification system for stars

was created in order to find ideal stellar objects necessary for accurate PSF circularization. Our

techniques allow us to stack and circularize Subaru images to better than <0.5% mean ellipticity

without introducing spurious effects.
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Chapter 1

Introduction: The State of

Cosmology & Galaxy Clusters

“In the beginning the Universe was created.

This has made a lot of people very angry

and been widely regarded as a bad move.”

Douglas Adams, The Restaurant at the End of the Universe

No field exceeds cosmology in ambition—the goal of which is an understanding of the history,

contents and future of the universe as a whole. These are extremely vast and complex issues, but

multiple directions of inquiry are finally carving out firmly established truths. “Precision cosmology,”

once considered an oxymoronic phrase, in addition to pinpointing the age, scale, and contents of the

cosmos, now even assists in estimates of quantities in particle physics [2, 24, 51, 65, 103, 115, 116, 120].

Observations probing the origins of the universe are provided by a wider array of sources than ever

before—from traditional ground-based observatories, networks of radio antennae, space-based tele-

scopes, orbiting and balloon-bourne experiments, to sensitive particle detectors deep underground.

Techniques are now powerful enough to determine much about the initial state and eventual fate

of the universe through precise measurements of remnants of the cosmic microwave background

[12, 87, 105], the formation of large scale structure [106], and elemental abundances forged in the

first minutes of cosmic history [21].
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These efforts are converging on a consensus of a homogeneous, isotropic, and spatially flat uni-

verse composed mostly of “dark” components, having recently transitioned from matter to dark-

energy dominated expansion, which began approximately 13.8 Gyr in the past. The primary con-

tents of this universe are: <1% radiation; ∼5% luminous matter (consisting of everything which

interacts via electromagnetism); ∼25% dark matter (which is cold, non-relativistic, and likely made

up of weakly-interacting particles exerting significant effects only through the gravitational force);

and nearly ∼70% dark energy, a poorly-understood substance which exerts negative pressure and

currently drives the acceleration of the universe’s expansion.

This dissertation deals with the intersection of advanced techniques of imaging the distant sky

with a form of analysis, weak gravitational lensing (WL), which has only become possible within

the last two decades. We explore a wide array of deep-sky imaging, applying weak lensing analysis

as a means of revealing and measuring vast conglomerations of matter known as galaxy clusters.

Cluster studies, which probe the largest gravitationally collapsed structures in the universe, serve as

a significant cosmological test, and WL is increasingly a preferred tool to understand them as light-

gathering and large-scale data processing abilities improve. Weak lensing is most often applied to

targeted regions already understood to contain galaxy clusters, however, as we show, the staggeringly

large amount of imaging which is about to become available to the astronomical community may

be employed in a blind manner as a detection technique. We optimize our search to include only

the most sensitive data, create a fast, responsive, and high-volume processing pipeline, and employ

this robust sample towards detection and mass estimation of intermediate- and low-mass clusters,

in large domains of the sky hitherto unstudied using WL.

1.1 Spacetime and Relativistic Cosmology

1.1.1 The Expanding Universe

Although astronomy may be the oldest science, it is only within the last century that we have

gained any understanding of the universe outside our own galaxy. The recognition that separate

galaxies exist outside our own, isolated by vast gulfs of empty space, rather than as “spiral nebulae,”

gravitationally bound to the Milky Way, dates to only the 1920s, when observations of Cepheid

variables supplied a more accurate distance scale. Edwin Hubble then provided evidence that these

newly distant galaxies are part of an expanding universe by demonstrating that they appear to be
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receding from our own at a rate proportional to our distance from them. Using known spectral lines

as a benchmark and the redshift relation

z ≡ λobserved

λemitted
− 1 (1.1)

and then plotting the redshift velocity, v, against the distance measurements he calculated, d, Hubble

proposed the linear relation now known as Hubble’s Law :

v = cz = H◦d (1.2)

His original measurement of H◦, the Hubble constant, was nearly 500 km/s/Mpc (we now esti-

mate it to be closer to 70 km/s/Mpc); however, his basic insight was correct—that the contents of

the universe appear to move apart from one another as a function of distance. He argued that this

recession cannot be a matter of actual galaxy motions, rather it must be apparent to observers at

any point in the universe. The mounting evidence of subsequent decades confirmed that space itself

is undergoing expansion, having originated from hot, dense, compressed state, billions of years in

the past.

1.1.2 General Relativity

Einstein’s theory of gravity remains the most satisfying explanation of matter’s long-scale attractive

force and of the geometry of the universe. First proposed in 1915, the general theory of relativity

(GR) is a set of laws deriving from the ideas that: (1) mass and energy are equivalent quantities,

and (2) that inertial bodies seek to follow straight paths through a space-time geometry which is

curved by the presence of matter and energy.

It is a peculiar and heretofore unexplained fact that the inertial and gravitational masses of a

body are equal to one another [96]. A concept known as the equivalence principle, this is the insight

leading to the observation that acceleration due to gravitational force is functionally indistinguishable

from that due to any other form of acceleration. Motion within an inertial frame must, itself, be

indistinguishable from free fall in a gravitational potential. The laws of physics must remain the

same locally, as they are in all reference frames. Moreover, the formulae of GR must reduce to

Newtonian laws in regimes where gravity is weak and motion is non-relativistic. These are the basic
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Figure 1.1: Part of the northern section of the Sloan Digital Sky Survey’s final data release, showing
millions of galaxies. Filaments, clusters, and walls are visible, but the overall homogeneity of the
universe is apparent [55].

ideas governing the development of relativistic dynamics.

The consequences of relativity have been repeatedly verified over the years. Successful applica-

tions of general relativity include precession of Mercury’s orbital perihelion, gravitationally lensed

stars observed during eclipses, and gravitational redshifting of light. Despite these and numerous

other tests, gravitational interactions on quantum scales and unification with the electroweak force

at high-energy limits remain an active area of research. Some questions about the behavior of grav-

ity on larger scales are still open to debate as well, however, modifications to GR, or “MOND”

models as an explanation of the effects of dark matter and energy are increasingly disfavored, and

no significant competitors to traditional GR-based cosmologies possess compelling evidence.

We therefore begin from the assumption that the evolution of our universe is well-described by

the cosmological principle, the axiom which states that our position in the universe is not unique.

This compels two important conditions when applied to cosmological distance scales. Firstly, that

the universe is homogeneous, with a structure broadly uniform with respect to location, obeying the

same laws at all points and containing the same forms of matter everywhere. Secondly, that it is
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isotropic, having no preferred directionality. Cosmological studies have verified both propositions,

large scale structure maps show even distributions of mass above scales of ∼100 Mpc while relic

cosmic background radiation exhibits an isotropic temperature distribution, containing variations of

less than 10−5 (Figs. 1.1 & 1.2).
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Figure 1.2: Increasingly precise measurements of the Cosmic Microwave Background as captured
by COBE (1992), WMAP (2003), and Planck (2013) [67, 105, 87]. The CMB obeys a blackbody
radiation curve with directional temperature variance below 1 part in 105, these maps display the
deviation from uniformity.
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Figure 1.3: Overview from the 2dF Galaxy Redshift Survey, depicting a 1500 deg2 swath of the sky
[17]. Each dot is a single one of the 245,591 galaxies whose spectral redshift was obtained for the
survey.

1.1.3 The Friedman-Robertson-Walker Universe

Space-time Geometry

The observed homogeneity and isotropy of the universe is well-described by the Friedman-Roberston-

Walker metric:

ds2 = −dt2 + a2(t)

[
dr2

1− kr2
+ r2(dθ2 + sin2 θdφ2)

]
(1.3)

In this description, the spherical coordinates are (t, r, φ, θ), k is the spatial curvature parameter

(which may be between -1≤ k ≤1, with a flat spatial geometry at k = 0), the time-dependent scale

factor is a(t), and c = 1. Without non-diagonal terms, this metric is rotationally invariant, obeying

the condition of isotropy. Einstein’s field equations may be used to solve for the time-evolution term,

a(t). The metric tensor gµν may be written in the form

gµν =



−1 0 0 0

0 a(t)2

1−kr2 0 0

0 0 a(t)2r2 0

0 0 0 a(t)2r2 sin2 θ


(1.4)
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Einstein’s field equations are

Gµν = Rµν −
1

2
Rgµν = 8πGTµν + Λ gµν (1.5)

where Gµν is the Einstein tensor, Rµν the Ricci tensor, R is the scalar curvature, Tµν is the stress-

energy tensor, G is the gravitational constant, and Λ is a cosmological constant term. In order to

describe the behavior of the space-time at large, we must relate these terms to the metric, gµν . The

Ricci tensor is a contraction of the Riemann curvature tensor, Rρσµν , which is, in turn, a sum of

the affine connection terms which describe the curvature of space through derivatives in the metric

tensor.

Γσµν =
1

2
gσρ (∂µgνρ + ∂νgρµ − ∂ρgµν) (1.6)

Rρσµν = ∂µΓρνσ − ∂νΓρµσ + ΓρµλΓλνσ − ΓρνλΓλµσ (1.7)

This allows us to calculate the Ricci curvature tensor and scalar terms of the field equations:

R = Rµµ = gµνRµν (1.8)

Rµν = Rρµρν = gρσRσµρν (1.9)

We now have the ability to solve the geometric portion of Eq. (1.5). Now we deal with the

right-hand side, to relate the geometry to the matter and energy that shape it. The most important

term there is the energy-momentum tensor, Tµν , containing the relativistic mass-energy, as well as

the contributions via motion of the fluid. It may be thought of as “flux of four momentum pµ across

a surface of constant xν” [15]. We are interested in working with a collisionless, perfect fluid—the

condition of isotropy requires spatial symmetry and therefore that Tµν has only diagonal terms—

thus we neglect those containing bulk motion, viscosity, and stress interactions. In this situation,

our fluid retains only the rest-frame energy density, ρ, and the isotropic 3-D pressure components

(〈 ~p 〉 = px = py = pz).
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Tµν =



ρ 0 0 0

0 p 0 0

0 0 p 0

0 0 0 p


(1.10)

With our metric specified by Eq. (1.4), and time derivative of the scale factor denoted as ȧ, we can

(after some effort) write the Ricci tensor components that correspond to the non-zero Tµν terms:

R00 = −3
ä

a
(1.11)

R11 =
aä+ 2ȧ2 + 2k

1− kr2
(1.12)

R22 =
(
aä+ 2ȧ2 + 2k

)
r2 (1.13)

R33 =
(
aä+ 2ȧ2 + 2k

)
r2 sin2 θ (1.14)

R = 6

(
ä

a
+
ȧ2 + k

a2

)
(1.15)

Additionally, Tµν = diag(−ρ, ~p) describing a perfect fluid, has the trace

Tµµ = T = −ρ+ 3p (1.16)

which allows us to write the field equation in the time-time (µν = 00), and space-space (µν = ij)

cases as

−3
ä

a
= 4πG (ρ+ 3p) , and (1.17)

ä

a
+ 2

ȧ2 + k

a2
= 4πG (ρ− p) (1.18)

respectively. Solving for ä in Eq. (1.18) and rewriting the time-time equation give us the Friedman

Equations:

ȧ2 + k

a2
=

4πG

3
ρ (1.19)

ä

a
= −4πG

3
(ρ+ 3p) (1.20)



10

Mass-Energy Components

The conservation of energy dictates that,

∇µTµ0 = 0 (1.21)

∂µT
µ
0 + ΓµµλT

λ
0 − Γλµ0T

µ
λ = −ρ̇− 3

ȧ

a
(ρ+ p) (1.22)

For the basic classes of “perfect fluid” matter and energy which we are interested in, the equation

of state is simple:

p = wρ (1.23)

This means that by applying Eq. (1.22), and assuming that w is a constant, we find that ρ evolves

as

ρ̇ = −3
ȧ

a
(1 + w) ρ (1.24)

ρ(a) = ρ◦ a
−3(1+w) (1.25)

(where ρ◦ ≡ ρ(a=1), the current density.)

There are three basic elements contributing to the energy density: matter, radiation, and a term

which we will refer to, for now, as a “cosmological constant” (ρ = ρm + ρr + ρΛ). The pressure

contribution from “dust”—collisionless, non-relativistic matter effectively at rest, is zero. While for

radiation, w = 1
3 , and a cosmological constant gives w = −1. Because matter’s contribution to ρ

is non-relativistic, it is proportional to the density of matter itself, going as ρm ∝ a−3. Likewise,

the contribution of relativistic particles (which, in actuality, are predominantly massless photons) is

ρr ∝ a−4. The cosmological constant must be a quantity that fills all space without regard to the

total volume1, ρΛ ∝ a0. As the universe expands, there is more space, increasing the importance of

this term.

Because there is no compelling evidence for spatial curvature in recent cosmological measure-

ments, from this point onward we assume k ' 0.

1This is the most popular mainstream perspective on Λ—alternate theories propose different types of behavior,
such as, for example, scale factor dependent w.
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The Hubble parameter, describing the evolution of the co-moving distance, a(t), and the expan-

sion of space, is defined as H(t) ≡ ȧ
a . Using this term, the Friedmann equations become:

H2 =

(
ȧ

a

)2

=
8πG

3
ρ+

Λ

3
(1.26)

ä

a
= −4πG

3
(ρ+ 3p) +

Λ

3
(1.27)

Further simplification of the expansion rate may be accomplished by defining critical energy density

for a spatially flat universe, the limit which balances expansion and collapse:

ρc ≡
3H2

8πG
(1.28)

meaning that the overall energy densities for each type are of the form

Ωi =
ρi
ρc

=
8πG

3H2
ρi (1.29)

Hubble’s constant, H◦, is the value of the Hubble parameter at our current time. Recent studies

show it to be in the vicinity of H◦ = 70± 5 km/sec/Mpc (in dimensional units). From Eqns. 1.26

& 1.29 we find

H2

H2
◦

= Ωm + Ωr + ΩΛ (1.30)

Substituting the ρ parameters at a◦ = 1, and relating the densities to their critical values at current

times (i.e. Ωm(a=1) ≡ Ωm,◦), we can show that the universe evolves as,

H2

H2
◦

=
Ωm,◦
a3

+
Ωr,◦
a4

+ ΩΛ,◦ (1.31)

These relations imply that as the universe expands, the contribution of each component drives

the energy density in turn as ∝ a−4 (radiation), in the very early universe, ∝ a−3 (matter), and

eventually ∝ a0 (Λ), at late times.

To derive expressions for cosmological distances, we recall that light travels along null geodesics.

Therefore, the proper distance, dp (the metric distance at the current time), can be expressed as

a time integral of a(t). Defining a = [1 + z]−1 and setting the scale factor at the present time as

a(t◦) = 1, the proper distance between an observer at t◦ and a galaxy at redshift z′ can be written
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as

dp =
1

H◦

∫ z′

0

(
Ωm(1 + z)3 + Ωr(1 + z)4 + ΩΛ

)− 1
2 dz (1.32)

Following the same approach, we are able to derive the angular diameter distance, dA, the ra-

tio between co-moving size (separation between two points at the same redshift) and angular size

subtended:

dA =
1

H◦(1 + z′)

∫ z′

0

(
Ωm(1 + z)3 + Ωr(1 + z)4 + ΩΛ

)− 1
2 dz (1.33)

Luminosity distance, dL, describes the appearance of an object’s brightness as a function of our

distance to it, and is related to the prior two quantities by

dL = (1 + z)dp = (1 + z)2dA (1.34)

1.1.4 Parameter Constraints

The main source of radiation’s contribution to the energy density parameter is a sea of photons

left over from the era when the universe cooled to the point where photons decoupled from the

primordial fluid. This occurred at the time when the overall temperature of the matter-radiation

fluid decreased to the point where the ionization rate of electrons fell below that of recombination

into atomic hydrogen. Since that time, around z = 1089 (∼380,000 years after the Big Bang), the

expansion of space has caused their energy to drop as ργ ∝ a−4 ∝ λ−4. Observations reveal a relic

microwave temperature of T = 2.72548 ± 0.00057 K [36]. The Stefan-Boltzman law then provides

the energy density for a photon fluid of this temperature of

ργ = αT 4 ' 0.260 MeV m−3 (1.35)

Meanwhile, an analog to the photon background consisting of neutrinos which froze-out on the order

of ∼1 sec after the big bang also contributes roughly ρν ' 0.23ργ per neutrino species (though this

background has never been observed). Considering this, their contribution to the overall radiation

energy density is likely to be less than a quarter of that of the CMB. Energy density from starlight

is similarly negligible. Therefore radiation should be no greater than Ωr,◦ . 5× 10−5.

Matter and dark energy are likely to have a more substantial contribution. Parameter fitting

from combined CMB observations by Planck and WMAP, as well as baryon acoustic oscillation
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studies in several large scale surveys find energy densities of [83]

Ωm,◦ = 0.308± 0.010 (1.36)

ΩΛ,◦ = 0.692± 0.010 (1.37)

while similar findings indicate that cold dark matter dwarfs baryonic matter by a fraction of ap-

proximately Ωbaryons/ΩCDM ≈ 1/5. (Fig. 1.4.)

Dark Energy

Dark energy is observed in measurements exploring the cosmic expansion history of the universe. As

a parameter in the Friedmann equations, Λ first arises as a free constant due to an anti-derivative

in the solution of the field equations, however its exact nature is poorly understood and an active

subject of research. In classical physics and special relativity, it would be inconsequential that

a constant energy term appears in these equations, because only relative differences between two

energy states are physically meaningful. However, GR emerges through relating space-time geometry

to energy, and therefore the existence of a non-zero energy field pervading space becomes physically

significant. Prior to the discovery of cosmic expansion, a cosmological constant was considered a

“spatial” aspect of the universe, which preserved the steady-state universe against gravitational

collapse. Once the Big Bang model became the prevailing cosmology, the expansion of the universe

provided sufficient opposition against collapse, and the cosmological constant was relegated to the

status of mathematical artifact—a non-physical term equal to zero2. From the 1990s onward, growing

evidence of an accelerating expansion rate renewed interest in the cosmological constant term as a

potential cause for this behavior. Popular opinion now places Λ on the “right-hand” side of the field

equation, as an energy quantity constant throughout the universe.

Two basic forms of Λ are possible. The first would be a form of vacuum energy, constant over

time, filling all space evenly. The second, a variable form, or “quintessence” evolves as a function of

the scale-factor, like wΛ(a) = w◦ + wq(a), where at current times wΛ(a◦)→ −1. This results in an

energy density that varies (potentially non-linearly) as a function of a. Observations studying the

evolution of the universe, especially at late times as Λ comes to dominate ρc governing the expansion,

2As a growing body of observations supplanted the concept of a steady-state universe, Einstein’s inclusion of Λ
to preserve static space-time famously became known as his “biggest blunder.” This is interesting in light of the
fact that Albert Einstein spent a significant fraction of his later career disputing the probabilistic nature of quantum
mechanics and promoting hidden variable theories.
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are of great importance in distinguishing between them.12 25. Dark energy

Figure 25.3: Constraints on the present matter fraction Ωm and the Hubble
constant H0 from various combinations of data, assuming flat ΛCDM (left and
middle panels) or a constant dark energy equation of state w (right panel). Dark and
light shaded regions indicate 68.3% and 95.4% confidence levels, respectively. The
right panel also shows 100 Monte Carlo samples from the CMB+BAO constraints
with the value of w indicated by the colors of the dots. “CMB” is Planck+WP in
the outer panels and WMAP9 in the middle panel, “BAO” is the combination of
SDSS-II, BOSS, and 6dFGS, and “H0 (HST)” is the HST constraint from [40].

One should not immediately conclude from Figure 25.3 that w ̸= −1, but this
comparison highlights the importance of fully understanding (and reducing) systematic
uncertainties in direct H0 measurements. If errors were reduced and the central
value remained close to that plotted in Figure 25.3, then the implications would
be striking. Other recent H0 determinations exhibit less tension with CMB+BAO,
because of lower central values and/or larger errors [42,43], including the values of
H0 = 69 ± 7 kms−1 Mpc−1 and 68 ± 9 km s−1 Mpc−1 from Refs. [44,45], who circumvent
the traditional distance ladder by using maser distances to galaxies in the Hubble flow.
Gravitational lens time delays offer another alternative to the traditional distance ladder,
and their precision could become competitive over the next few years, with increasing
sample sizes and better constrained lens models.

The amplitude of CMB anisotropies is proportional to the amplitude of density
fluctuations present at recombination, and by assuming GR and a specified dark energy
model one can extrapolate the growth of structure forward to the present day to predict
σ8. As discussed in Sec. 25.3 probes of low redshift structure typically constrain the
combination σ8Ω

α
m with α ≈ 0.3–0.5. Figure 25.4 displays constraints in the σ8 − Ωm

plane from CMB+BAO data and from weak lensing and cluster surveys [46]. Planck
data themselves reveal a CMB lensing signature that constrains low redshift matter
clustering and suggests a fluctuation amplitude somewhat lower than the extrapolated
value for flat ΛCDM. However, including the CMB lensing signal only slightly alters the
Planck+WP confidence interval for ΛCDM (purple vs. yellow contours in Fig. 25.4a).
Allowing free w (gray contours) expands this interval, primarily in the direction of lower
Ωm and higher σ8 (with w < −1).
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to examine, but differences in cases where they are available are small. The SN, BAO,
and CMB data sets, probing a wide range of redshifts with radically different techniques,
are mutually consistent with the predictions of a flat ΛCDM cosmology. We have not
included the z = 2.5 BAO measurement from the BOSS Lyman-α forest [24] on this
plot, but it is also consistent with this fiducial model. Other curves in the lower panel of
Figure 25.1 show the effect of changing w by ±0.1 with all other parameters held fixed.
However, such a single-parameter comparison does not capture the impact of parameter
degeneracies or the ability of complementary data sets to break them, and if one instead
forces a match to CMB data by changing h and Ωm when changing w then the predicted
BAO distances diverge at z = 0 rather than converging there.

Figure 25.2: Constraints on the present matter fraction Ωm and dark energy model
parameters. Dark and light shaded regions indicate 68.3% and 95.4% confidence
levels, respectively. “CMB” is Planck+WP, “BAO” is the combination of SDSS-II,
BOSS, and 6dFGS, and “SN” is Union2. (a) The present dark energy fraction ΩΛ
vs. Ωm, assuming a ΛCDM model. CMB data, especially when combined with
BAO constraints, strongly favor a flat universe (diagonal dashed line). (b) The dark
energy equation of state w vs. Ωm, assuming a constant value of w. The dashed
contours show the 68.3% and 95.4% CL regions for the combination of WMAP9 and
BAO data. Curves on the left vertical axis show the probability distributions for
w (normalized arbitrarily), after marginalizing over Ωm, for the CMB+BAO and
CMB+BAO+SN combinations (yellow and black, respectively), using Planck+WP
CMB data, and for the WMAP9+BAO combination (dashed black). (c) Constraints
on the two parameters of the dark energy model with a time-dependent equation of
state given by Eq. (25.4): w(z = 0.5) and wa = −dw/da.

Figure 25.2a plots joint constraints on Ωm and ΩΛ in a ΛCDM cosmological model,
assuming w = −1 but not requiring spatial flatness. The SN constraints are computed
from the Union2 sample, and the CMB, CMB+BAO, and CMB+BAO+SN constraints
are taken from MCMC chains provided by the Planck Collaboration [38]. We do not
examine BAO constraints separately from CMB, because the constraining power of BAO
relies heavily on the CMB calibration of rs. The SN data or CMB data on their own
are sufficient to reject an ΩΛ = 0 universe, but individually they allow a wide range
of Ωm and significant non-zero curvature. The CMB+BAO combination zeroes in on a
tightly constrained region with Ωm = 0.309±0.011 and Ωtot = 1.000±0.0033. Combining

December 18, 2013 11:57

Figure 1.4: Compilation of limits on dark matter and dark energy parameters from WMAP9, Planck,
BAO (SDSS-II, BOSS, 6dFGS), and Union2 (as “SN”). (Top) Recent constraints of Ωm and the
Hubble constant, H◦, based on the aforementioned observations, with the first two graphs depicting
a flat Λ-CDM universe, and the third contrasting these measurements against 100 Monte Carlo
simulations of w values based on CMB+BAO results. (Bottom) Total matter in the universe
plotted against dark energy (and quintessence) parameters. The right plot depicts a time-varying
equation of state for quintessence. (Both) The dashed contours show the 68.3% and 95.4% CL
regions for the combination of WMAP9 and BAO data [78].

1.2 Galaxy Clusters & the Development of Structure

1.2.1 Cosmological Importance of Galaxy Clusters

The gravitational collapse of matter, baryonic and dark, leads to extended structure of galaxies.

Large groupings of these galaxies, filamentary chains, gravitationally-bound clusters, and enormous

empty gulfs between them are evident in even simplistic n-body experiments modeling the evolution

of the universe, and confirmed by large scale structure observations [55, 17]. Clusters of galaxies



15

z = 0.55 − 0.90

z = 0.025 − 0.25

1014 1015

10−9

10−8

10−7

10−6

10−5

M500, h
−1

M⊙

N
(>

M
),

h
−

3
M
p
c−

3

ΩM = 0.25, ΩΛ = 0.75, h = 0.72

(a)

z = 0.025 − 0.25

1014 1015

10−9

10−8

10−7

10−6

10−5

M500, h
−1

M⊙

N
(>

M
),

h
−

3
M
p
c−

3

ΩM = 0.25, ΩΛ = 0, h = 0.72

z = 0.55 − 0.90

(b)

Figure 1.5: 2009 plots demonstrating the sensitivity of cosmological models to the cluster mass
function [122]. Cluster counts based on ROSAT X-ray measurements of cluster weight and redshifts.
Aggregate mean cluster figures for two different z ranges are seen plotted against predicted curves
in (a) well- and (b) poorly-fitting cosmologies.

form at the overlapping bounds of filaments of matter. Sophisticated simulations predict even more

specific aspects of this structure and its development over time.

The significance of galaxy cluster abundance and features in cosmological measurements are

twofold: Firstly, they are the universe’s largest virialized structures. (Larger conglomerations of

matter, such as superclusters, may be gravitationally bound, however they have not yet had the

time to collapse under gravity and come to virial equilibrium.) Their size makes it possible to find

them despite vast cosmological distance scales in a variety of different methods. Plus, having mul-

tiple independently-verifiable observation techniques improves the accuracy of mass measurements.

Secondly, clusters are the most recently-formed aspects of structure. Because the changeover to

Λ-dominated expansion of the universe occurred only recently (cosmologically speaking), cluster

formation, which is similarly recent, is particularly sensitive to it. For this reason they provide an

excellent laboratory with which to study late-time evolution and the influence of dark energy. The

cluster mass function (mean virialized cluster mass as a function of redshift) is an especially good

test of cosmological parameters (Fig. 1.5).
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1.2.2 Measurements of Clusters

There are several methods for detecting and determining the properties of galaxy clusters. Each has

its own strengths and weaknesses, and the strongest results in this effort typically combine two or

more approaches to verify detection and weigh the cluster.

Coincidence and Color-Matching

Coincidence surveys simply seek out regions of over-density in large galaxy catalogs. Verification

of clustering and measurement of radial scale is then performed by calculating photometric galaxy

redshift values. Because galaxies within the same cluster typically have similar stellar compositions,

color-matching serves as an indication that they are located at the same line-of-sight distance and

gives the angular extent of the cluster. At high redshifts, color searches can identify clusters com-

posed mostly of faint red ellipticals, which are populated by older stars which formed relatively

early in the universe’s history. Clusters of these bodies may be found by locating them in the

“red-sequence” of galaxy color maps.

Difficulties in this method include coincidental overdensities, correctly estimating photometric

redshifts, and velocities along the line-of-sight adding uncertainty to distance measurements. There

are also numerous technical considerations in performing wide-angle surveys; however, recent inno-

vations have allowed the construction of ever larger telescopes with enough light-gathering power

to resolve ever fainter objects and storage capabilities for massive amounts of data-collection. The

Dark Energy Survey [37] is among upcoming projects which will utilize this approach (among others)

to hunt for cluster candidates.

Spectral Surveys

Similar to optical methods, surveys of spectral profiles attempt to detect overdensities in large num-

bers of galaxies by providing a more accurate line-of-sight distance with which to locate each object

in three-dimensional space. Obtaining spectral redshifts allows an effective measurement of the dis-

tance, as well as providing proper motions along the line-of-sight to identify sets of members moving

around a common center of mass. In strongly-bound clusters, galaxy motions are strongly influ-

enced by the gravity of the cluster. Therefore, clusters appear as regions with a notable dispersion

in galaxy velocities.
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Figure 1.6: X-ray imaging of 4 clusters taken by the orbiting X-ray observatory, XMM-Newton,
showing the extended structures of hot intergalactic gas [89]. The yellow X’s mark the location
of SZ-cluster-detections found by the Planck experiment, red and green crosses indicate RASS-
BSC and -FSC (ROSAT all-sky X-ray survey, bright and faint source catalogues) survey detections,
respectively.

As in coincidence surveys, spectral methods require an outside source for calibration of the mass-

observable relation to provide accurate cluster weights. They are highly sensitive to the luminosities

of the cluster galaxies, and therefore correlate to, but do not directly reveal the amount of dark

components or intergalactic gas that make them up. Thus, in general, the value of such cluster

surveys is primarily in aggregate rather than as a targeted method to estimate mass values of

specific clusters. The increased velocity dispersions seen in merging clusters and those undergoing

dynamical relaxation may also complicate attempts at mass estimates via this method.
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X-ray Observations

Intergalactic gas collects in the gravity wells of galaxy clusters and heats by giving up an enormous

amount of gravitational potential energy during infall. Bremsstrahlung emission from this virially

heated inter-cluster medium may span a large area around the cluster’s center of mass, allowing

observers to find galaxy clusters by locating non-point-like X-ray sources. Because other sources of

X-rays are typically compact, they subtend only the angular size of the telescope’s smallest resolved

PSF. Cluster emissions, on the other hand, appear as extended structures. Information about the

properties of the cluster may be evaluated by using the angular size of the cluster, its estimated

temperature, and the emission strength.

X-ray studies have the advantages of avoiding false detections in superposition seen in optical

surveys, as well as being independent of cluster galaxy luminosities and sensitive to overall mass

distribution. They provide spectral redshift information targeted to the source emitter as well.

Typically, X-ray based mass estimates are founded on an approach which treats the intra-cluster

medium as a relaxed fluid at hydrostatic equilibrium. Mass calculations are then fit to a model

for radiative emission which depends on the temperature, extent, and density of the source, as

well as some empirical values. However, because factors other than the cluster mass alone may

influence conditions of the gas, dynamical uncertainties about the cluster effect the strength of the

measurement. Mergers are of particular consequence, as they may create significant bremsstrahlung

signals far greater than would be accounted for in a dynamically-relaxed cluster of the same overall

mass3.

Sunyaev-Zel’dovich Effect

When CMB photons encounter hot plasma, inverse Compton scattering of the light off of ionized

electrons results in the scattered photon coming away with a slight energy increase. As significant

reservoirs of super-heated gas, galaxy clusters can show up in measurements of the cosmic microwave

background as regions where fewer (or more) CMB photons are observed, depending on source

wavelength. The plasma of the cluster is effectively reducing the flux of certain background photons

3Famously, in the case of the Bullet Cluster [16], this has had the beneficial result of demonstrating the collisionless
nature of dark matter, as X-ray emissions from the interacting gas at the mid-point of the cluster merger lag behind
the mass distribution of the galaxies and dark matter shown through gravitational lensing to have passed through
one another. More self-interactive dark matter would have given a lensing result closer to the X-ray peak, and most
versions of modified gravity theories (MOND) are unable to account for a system where the lensing mass reconstruction
tracks the galaxies rather than the X-ray gas which makes up the bulk of the baryonic matter in the system.
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which reach us, for wavelengths which would be associated with CMB temperatures overall. Most

importantly, because the key observable is a backdrop signal of light from the early universe, there

is no redshift dependence of this effect, as the temperature of ionized electrons dwarfs that of source

photons at any z that could contain a cluster. Rather, the only properties which determine the

strength of the observation are those related to source strength variance or the apparent angular

size of the cluster’s ionized plasma distribution, (and therefore, in a general sense, the overall mass,

as well as the resolving power of the instrument). SZ detection is therefore the most successful

approach to finding clusters at high-redshift.

Weak Gravitational Lensing

Weak lensing (WL) studies evaluate the aggregate warping of background galaxies caused by large

intermediary groups of matter. The bending of light due to the gravitational well of this matter leads

to magnification and shear distortion in the appearance of the background shapes. Because no overall

mean ellipticity ought to be seen among large samples of galaxy shapes, overall deviations reveal

hidden mass. Due to the 2-dimensional nature of our perspective, thorough calibration methods are

necessary to assure that background source galaxies truly lie behind the potential cluster in question.

Care must also be taken to conduct precise measurements of shapes, as they may be affected by

scores of observational factors like wind or instrument systematics. Furthermore, some knowledge of

the distances involved is necessary to accurately estimate cluster masses (either through multi-band

imaging that provides photometric redshift, direct spectroscopy, or knowledge of aggregate distance-

magnitude relations). This dissertation deals with cluster detection through weak lensing, and the

methodology and technical issues will be discussed in detail in Chapters 2 & 3.

Unlike mass measurements based on optical clustering and spectroscopy, weak lensing methods

are immune to issues regarding the proper velocity dispersions amongst cluster galaxies or the

fraction of luminous to non-luminous matter. Unlike those based on X-ray emission, they are

immune to issues related to the gas dynamics or merger status of the cluster. WL study is therefore

of particular importance in setting the mass-observable relations of these other methods. WL is

solely responsive to the distribution of mass and geometry.

Weak lensing as a blind attempt to find clusters is a relatively new effort, due to the necessity to

accurately resolve shapes of numerous objects over a wide enough field to make a survey effort worth-

while. Insufficiently accurate preparation steps reduce signal-to-noise, and highly precise corrections



20

must be employed at each stage of the data reduction process to reduce factors which contaminate

measurement. It is for this reason that WL is almost always used in a targeted fashion, calibrat-

ing mass measurements of specific clusters against other methods. Nonetheless, WL measurements

across large sections of the sky were primary goals of missions like the Deep Lensing Survey (DLS)

and are among those of the upcoming Large Synoptic Survey Telescope (LSST) and Dark Energy

Survey (DES) projects.

We continue in the next chapter with a discussion of the methodology behind weak lensing

techniques.



Chapter 2

Weak Gravitational Lensing

“Relativity is just science’s way of flip-flopping.

Space or time? Mass or energy? Which is it?

Pick a side. We’re at war.”

Stephen Colbert

Matter and energy curve spacetime, and light follows a “straight” path through that curved

spacetime. This is the central idea behind gravitational lensing. An essential prediction of General

Relativity, it was one of the first to be tested observationally (Fig. 2.1) when Arthur Eddington

photographed the light of stars passing behind the eclipsed sun in 1919 [30]. In modern use, this

phenomenon has several astrophysical implications. The first, known as “microlensing,” refers to

using alignments of individual compact objects with some stellar background source to study the

populations of faint and non-luminous bodies within the Milky Way. Strong and weak lensing, on

the other hand, are most commonly applied to extragalactic physics to understand the distribution

of mass in galaxies and clusters of galaxies. Because weak lensing measurements depend only on the

total cluster mass, including dark matter, and do not rely on the dynamical state for calibration,

They are a vital tool in ongoing efforts to understand the evolution of the universe on the largest

scales.

The increased rate of growth in the number of weak lensing studies in recent years can be at-

tributed to: (1) the improving availability of large instruments at astronomical sites with outstand-

ing observing conditions (which are necessary to accurately resolve galaxy shapes); (2) recently

21
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Figure 2.1: Negative photographic plate from Eddington’s observation of the May 29, 1919 eclipse
taken at Principe island [30]. Stars are marked by the horizontal hashes. Calculations demonstrated
a 2′′ deviation in the position of the background stars. Eddington’s expedition confirmed the gravi-
tational lensing aspect of general relativity, and formed a significant piece of evidence in support of
the nascent theory of gravity.

constructed large telescopes with high-resolution cameras, wide fields of view, and powerful light-

gathering capabilities; (3) more precise computational methods for reconstructing galaxy shapes and

making weak lensing measurements across dense galaxy fields; and (4) the improving precision of

cosmological techniques which provide supporting information necessary for reliable weak lensing

results (such as large redshift catalogs, distance ladder measurements, and accurate measurements

of cosmological parameters from multiple sources).

Strong lensing measurements were first made in 1979 when multiple images of the quasar QSO

0957+561 were observed [124], while the first weak lensing signal was confirmed 11 years later

with the successful measurement in 1990 of the Abell 1689 and CL1409+52 galaxy clusters [118].

Observations demonstrated that a preferentially directed ellipticity signal was found relative to

the center of the cluster, indicating that the cluster introduced a shearing effect to the otherwise

randomly oriented background of galaxies. WL measurements have now been made of hundreds of

galaxy clusters with increasing precision.
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2.1 Theoretical Basis

We will begin with the Schwarzschild metric to describe the space around a spherically symmetric

point source of mass, M , at some distance r,

ds2 =

(
1− 2MG

rc2

)
c2dt2 −

(
1− 2MG

rc2

)−1

dr2 − r2dθ2 − r2 sin2 θdφ2 (2.1)

To describe the motion of a photon around this source, we calculate a null geodesic traveling on a

planar path within a plane of constant θ = π
2 . Solving the geodesic equation gives us two constants

of motion:

ξ = a

(
1− 2GM

c2r

)−1
ds

dt
(2.2)

where,

a = r2c
dφ

ds
(2.3)

At the points of closest and furthest approach, ds
dt = 1, and dφ

ds = 1, respectively. (Thus, a and ξ are

analogous to the apogee and perigee of an orbit.) Substituting these relations into the metric and

integrating along the path of a light ray traveling from r = −∞ to r =∞ provides a deflection in φ

(which we define as α):

δφ = α =

∫ ∞
−∞

dr√
r4

ξ2 −
(
1− 2GM

c2r

)
r2

(2.4)

=
4GM

c2ξ
(2.5)

Without the ability to see this distortion in three-dimensions, we are limited, observationally, to

measuring this phenomenon solely as demonstrated through the 2D appearance on the plane of the

sky. With the light path distances dwarfing the physical size of the deflectors by many orders of

magnitude, we may approximate the lensing mass as being within a thin plane, orthogonal to the

observer. This is known as the thin lens approximation.

Lensing Equation

The physical arrangement is diagrammed in Fig. 2.2. Because the space between the objects is

cosmological, the distances are taken to be angular diameter distances. They are defined such
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Figure 2.2: Geometry of gravitational lensing. Original source depicted in solid red, outlined star is
apparent position.

that our lensing formulae are true, however they may not obey other Euclidean geometric relations

independently (i.e. D` +D`s may not be—and in practice is almost never—equal to Ds).

In the thin lens approximation, the mass warps the approach of a light ray from the unknowable

“real” position of the source ~β into the observed angle ~θ.

~β = ~θ − ~α (2.6)

The “reduced” lensing angle, ~α, is related through simple geometry to the actual deflection angle,

α̂, through

~α = (D`s/Ds) α̂ (2.7)
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in the limit of a small angle. Thus we get the lens equation:

~β = ~θ − ~α = ~θ − D`s

Ds
α̂ (2.8)

Mass Distribution

Now we wish to understand the potential which creates this deflection. Given a distribution of mass,

ρ(~x), we are interested primarily in the situation where the distances of the light’s trajectory are

significantly larger than those within the distribution itself, meaning that we restrict the dimensions

to the two within a “lens plane” orthogonal to the light path. As such, we take Σ(~ξ) to be the

surface mass density as a projection of the distribution on this plane passing through the center of

mass and orthogonal to the line-of-sight to the observer. ~ξ is the two-dimensional vector describing

position within the plane of the lens.

Σ(~ξ) =

∫
dz ρ(~ξ, z) (2.9)

The total deflection is a sum of all the tiny deflections produced by a great number of individual

masses—the deflection of light is related to this distribution through the integral

α̂(~ξ) =
4G

c2

∫
d2~ξ′Σ(~ξ′)

~ξ − ~ξ′∣∣∣~ξ − ~ξ′∣∣∣2 (2.10)

In the case of a radially symmetric mass distribution,

α̂(ξ) =
4πG

c2ξ
M(ξ) (2.11)

where M(ξ) is mass within the radius ξ, and ξ = |~ξ|.

We define the quantity convergence to be:

κ(~θ) =
Σ(~θ)

Σcr
(2.12)

where Σcr is the critical surface mass density. We define it as

Σcr ≡
c2

4πG

Ds

D`sD`
(2.13)
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This is the mass density required to produce a deflection angle identical to the apparent projection

angle. It is the threshold between the strong and weak lensing regimes. Σ ≥ Σcr is the case where

Einstein rings or multiple images may be visible. Likewise, cases where κ � 1 constitute weak

lensing scenarios, while strong lensing takes place in the regime where κ ≥ 1.

Using Eqns. (2.7) & (2.12), we can then express the deflection in terms of the convergence as

~α(~θ) =
1

π

∫
d2~θ′ κ(~θ′)

~θ − ~θ′∣∣∣~θ − ~θ′∣∣∣2 (2.14)

The deflection angle is related to the 2D projected or “lensing” potential, which is, in turn related

to the 3D gravitational potential, Φ(~θ, z), by

ψ(~θ) =
2

c2
D`s

D`Ds

∫
dzΦ(~θ, z) (2.15)

This potential satisfies the lensing form of the Poisson equation,

∇2ψ(~θ) = −2κ(~θ) (2.16)

and may be written in terms of the convergence and the observed angle as

ψ(~θ) =
1

π

∫
d2~θ′ κ(~θ′) ln

∣∣∣~θ − ~θ′∣∣∣2 (2.17)

Therefore, we can relate the deflection to the potential,

~∇ψ(~θ) = ~α(~θ) (2.18)

2.2 Observable Quantities

Distortion of galaxy shapes via lensing takes three forms: deflection, magnification, and shear. De-

flection is unmeasurable without a priori knowledge of the system as it would appear without an

intervening lens unless there are multiple images of the same object. In weak lensing scenarios how-

ever, there are other measurable quantities in ensemble systems. As we will describe, magnification

and shear may be employed to understand the potential.
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Using Eq. (2.18) we can rewrite the lens equation in terms of the 2D potential as,

~θ = ~β + ~∇ψ(~θ) (2.19)

This allows us to link the distortion of source objects by a gravitational lens with the potential

through the Jacobian transformation matrix, A(~θ), which acts on the “unlensed” shapes and modifies

them into the shapes we see.

A(~θ) =
∂~θi

∂~θj
=

(
δij −

∂2ψ(~θ)

∂~θi∂~θi

)
(2.20)

This measures the “stretching” of the lens equation, mapping the original angle to the lensed image.

We define this transformation to be

Aij =
∂~θi

∂~θj
−→ A =

 1− κ− γ1 −γ2

γ2 1− κ+ γ1

 (2.21)

where γ1 & γ2 are known as the complex shear. Shear itself can be expressed as a spinor function,

with complex terms

~γ =

 γ1

0

+ i

 0

γ2

 . (2.22)

Thus our Jacobian matrix becomes

A = (1− κ)

 1 0

0 1

− |~γ|
 cos 2φ sin 2φ

sin 2φ − cos 2φ

 (2.23)

where φ is the angle between the deflection angle ~α and the x-axis of the chosen coordinate system.

In subsequent sections we will explore how to extract this information about the lensing distortion

in a manner that is useful to a real-world observer.

Magnification

Magnification, µ, is the increase in observed flux as a function of the original value. Magnification

can be calculated from the determinant of the lensing Jacobian:

µ =
1

det|A| =
1

(1− κ)2 − |~γ|2 (2.24)
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The strength and magnification of the lens is related to the convergence, κ(~θ), which may be calcu-

lated from the potential

κ(~θ) =
1

2
∇2ψ =

1

2

[
∂2ψ(~θ)

∂θ2
1

+
∂2ψ(~θ)

∂θ2
2

]
≡ 1

2
[ψ,11 + ψ,22] (2.25)

where ψ,i is a partial derivative in the i-th direction. Unfortunately, as is the case with deflection,

we have no a priori knowledge of individual galaxy shapes which would provide an insight into the

original sizes of the background sources. Nonetheless, convergence calculations in combination with

shear measurements may provide an insight into estimating κ.

Shear

The shear, ~γ, measures the shape distortion of an object from its original form. The complex shear

terms of Eq. (2.21) are sensitive to the second derivative of the potential ψ:

γ1(~θ) =
1

2

[
∂2ψ(~θ)

∂θ2
1

− ∂2ψ(~θ)

∂θ2
2

]
=

1

2
(ψ,11 − ψ,22) (2.26)

γ2(~θ) =
1

2

[
∂2ψ(~θ)

∂θ1∂θ2
+
∂2ψ(~θ)

∂θ2∂θ1

]
= ψ,12 = ψ,21 (2.27)

The directional aspect of the shear in terms of φ (the angle between the principal angle of the

shear and that of the coordinate system) is, via extension of Eqns. (2.26) & (2.27),

γ1(~θ) = γ(~θ) cos
(

2φ(~θ)
)

(2.28)

γ2(~θ) = γ(~θ) sin
(

2φ(~θ)
)

(2.29)

We want to relate the shear to the measured ellipticity. First, we define the object ellipticity and

orientation in terms of spinors e1 and e2 (depicted in Fig. 2.3):

e1 = −Re
[
~e e−2iφ

]
(2.30)

e2 = −Im
[
~e e−2iφ

]
(2.31)
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Figure 2.3: Graphical depiction of e1–e2 observable shape distortion.

The reverse relationship gives the angle of the major axis in terms of the e–components,

φ =
1

2
arctan

e2

e1
(2.32)

We define a quantity, ~g, reduced shear, for which ~g ' ~γ in the weak lensing limit (where κ� 1).

~g =
~γ

1− κ (2.33)

Reduced shear, like ~γ, is a complex, two-component quantity describing the shape distortion of

images through lensing. The initial ellipticity of a background source, ~eI , is distorted to that of the

source we observe through interaction with the reduced shear, ~g (at small ellipticities) as:

~e =
~eI + ~g

1 + ~g∗ ~eI
(2.34)

Although galaxies exhibit no mean ~e, this is not to say that the average galaxy itself is circular,

rather it is the ensemble which is, when summed for a wide field. Galaxies typically have an intrinsic

RMS ellipticity greater than ≥0.3 depending on their morphology. Nonetheless, in large numbers

the mean initial ellipticities obey 〈~eI〉 ' 0. An appropriately large ensemble of background galaxies
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leaves us with an equivalent to the average shear,

〈~e〉 ' 〈~γ〉 ' 〈~g〉 (2.35)

2.2.1 Measuring Ellipticity Moments

The surface brightness distribution of an observed source is defined as I(~θ), where ~θ is defined as

the position vector. The second order (quadrupole) brightness moments are then found through the

expression

Qij ≡
∑
WI(~θ)I(~θ)θiθj∑
WI(~θ)I(~θ)

(2.36)

where WI is a function that weights the flux distribution. WI is a weighing that allows one to

account for pixelization and maximize S/N in the shape measurement by de-weighting the pixels

near the sky noise level.

The weighing function must take into account several types of error, such as pixelization and shot

noise. The former is a limiting factor produced by the finite extent of CCD pixels. Small galaxies

may approach the limits of pixel size. The latter consideration concerns the accuracy of intensity

measurements. As astronomical imaging is a pixel-by-pixel light collection process, there is inherent

randomness in how many photons will be detected by an exposure of a given time. This variation

is described by a Poisson distribution, which governs the shot noise of the intensity measurement,

and is reduced with longer exposure times. The technical aspect of approaches for measuring object

shapes will be explored further in Ch. 3.

The moment tensor can be used to parameterize the size and shape of any object in the form of

the complex ellipticity :

~e ≡ Q11 −Q22 + 2iQ12

Q11 +Q22 + 2
√
Q11Q22 −Q2

12

(2.37)

2.3 Mass Reconstruction

Weak lensing analysis is capable of constructing a surface projection of relative convergence across

a field of lensed galaxies—an analogous quantity to mass contained along the line of sight direction.

This would, however, merely be a map of the relative mass densities. As already stated, further

information is necessary to obtain an independent mass estimate.
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Figure 2.4: Convergence (white) and shear fields (whiskers) displayed for an example matter dis-
tribution. This map displays the relationship between these quantities and mass (located within
the high convergence regions), showing tangental shear values around mass concentrations, whereas
underdense areas display radial shear [5].

2.3.1 Aperture Masses

Having evolved formulae for ~∇ψ(~θ) and κ(~θ) = 1
2∇2ψ(~θ) we can use the 2-dimensional form of

Gauss’s Law to solve for mass within a given radius θ. Within a plane, Gauss’s Law is

∫ θ

0

~∇Fd2~r = θ

∮
ds ~F · n̂ (2.38)

By making ~F = ∇ψ, and choosing n̂ to be normal to the circle of radius θ, we find

∫ θ

0

d2r κ(r) = θ

∮
ds ~∇ψ · n̂ (2.39)
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Evaluating this integral over a circle centered on the origin of our coordinate system we see that the

mass contained within the circular aperture may be written,

Map(θ) =

∫ θ

0

2κ(r) d2~r = θ

∮
∂ψ

∂θ
ds (2.40)

Differentiating the right hand side and recalling that,

∂2ψ

∂θ2
1

= ψ,11 = κ+ γ1 (2.41)

we eventually find that the (dimensionless) mass within the aperture is,

Map(θ) = 2π

∫ π

0

2〈κ(r)〉rdr = 2πθ2κ̄(θ) (2.42)

having defined κ̄(θ) as the mean mass density within the θ–sized aperture. (This is κ̄(θ) =

1
2π [〈γt(θ)〉+ 〈κ(θ)〉] where 〈γt(θ)〉 is the mean tangential shear within θ.)

As given in Eqns. 2.26, 2.27, & 2.25 the shear can be written in terms of convergence,

~γ(~θ) =
1

π

∫
d2~θ′D(~θ − ~θ′)κ(~θ′) (2.43)

where D(θ − θ′) is the complex conjugation kernel. Convergence may then be found by taking the

Fourier transform

κ(~θ) = − 1

π

∫
d2~θ′Re

[
D(~θ − ~θ′)~γ∗(~θ′)

]
(2.44)

In practical terms, we are taking a sum of contributions to κ, galaxy-by-galaxy. This reconstructs

the lensing potential, and thus the mass, through the cumulative addition of shear moments. As

such, a sum over the collection of galaxies better reflects the calculation in practice,

κ(~θ) =
2

πn

∑
galaxies

W (~θ − ~θi)|~etan(~θi)|
|~θ − ~θi|2

(2.45)

The weight function, W (θ), must deal with the fact that the kernel D diverges at the origin

θ = 0, exaggerating the significance of ellipticities of galaxies approaching the convergence peak

(which are randomly aligned). Conversely, it also de-weights galaxies at θ’s far from the peak.

In particular, galaxy contributions well outside the virial radius add noise without improving the



33

signal strength. A weight function which goes to zero on scales lower than the mean cluster galaxy

separation distance, and substantially higher than the virial cluster radius, is empirically determined

to be most successful.

We opt to employ the weighting approach of Wittman et al. (2006) [129]

W (~θ) =
(

1− e−|~θ|2/2r2in
)
e−|

~θ|2/2r2out (2.46)

where ~θi is the angular distance of that galaxy from the point ~θ, for which we want to find the

convergence, and rin & rout are the radial distance limits from ~θ. To detect and locate surface mass

densities via the fiatmap algorithm [56], we adopt this approach.

2.4 Sources of Error

We have briefly touched on pixelization and shot noise effects as they relate to the estimation

of galaxy shapes in weak lensing, but there are additional issues that a careful study must take

into account. The mentioned effects depend on camera specifics, but there are also telescope-

specific effects on shape measurement. Mirror, focal plane distortion, as well as atmospheric seeing

and telescope shake effects can introduce spurious shape noise. Ch. 3 will deal with technological

considerations more thoroughly.

Weak lensing is predicated on the assumption that the intrinsic orientations of galaxies are

random and uncorrelated. In the presence of non-zero intrinsic ellipticities this is true only in the

limit of very large Ngal. Without large enough background sample sizes, coincidence is capable of

dwarfing the physical effect. There is also reason to believe that galaxies exhibit a slight tendency

to arrange themselves preferentially to the tangent of a cluster halo [95]. Despite correlating to the

presence of a cluster, this is not a lensing effect per se, and therefore it is a priority to remove cluster

galaxies from the sample to avoid a biased result.

Of course, real observations with ground-based telescopes result in images where the galaxy is

convolved with a significant atmospheric and telescope PSF, spreading the light (often anisotropi-

cally). This has the dual effects of dimming the central flux, and of blurring the shape itself. Light

from faint galaxies may be scattered below the necessary threshold for detection, and the strength

of the lensing signal can be reduced by the increased circularization of the galaxy shapes and altered
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by the PSF anisotropy. Plate-wide and regional PSF distortions can be corrected to some extent in

the image reduction/stacking process, but galaxies lost from the sample are not recovered.

Because telescope optics and observing conditions are influenced by dozens of sometimes inter-

dependent effects which each must be carefully examined and corrected for, the solutions for these

issues are often pragmatic in nature, and may be most efficiently dealt with through a comprehen-

sive approach to measurement calibration. We will now proceed to an in-depth discussion of weak

lensing observing in the real world.



Chapter 3

The Subaru Telescope

“Yet nature is made better by no mean

But nature makes that mean: so, over that art

Which you say adds to nature, is an art

That nature makes.”

William Shakespeare, A Winter’s Tale

3.1 Motivation

Low mass clusters are much more numerous and are therefore capable of assisting in an improved

measurement of mass clustering. For this reason, gains in low mass cluster detection enable a strong

enhancement in cosmological constraints, based on the cluster-mass function (§1.2.1). Furthermore,

they can potentially be applied to providing the establishment of a low mass threshold for viable

measurements of substructure in future surveys. In order to reliably detect these galaxy clusters, deep

imaging with atmospheric seeing below ∼0.7′′ is required [58]. A survey performed on data of this

quality can, additionally, be helpful in understanding biases in upcoming studies like LSST, which

will have worse spatial resolution but cover more area. With more precise galaxy shapes, sizes, and

colors for faint sources, future observers can better calibrate the effects of source crowding, intrinsic

alignments of neighboring galaxies, and magnification of the expected shear signal. Because the

majority of galaxies in any survey are at the faint and small limit, this calibration is essential to

optimizing the success of WL measurements with LSST and other future surveys [63].

35
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3.1.1 Instrument Choice

Measurements of clusters at high source density require cameras capable of reaching the maximum

number of faint and small galaxies. Instruments such as LSST and the Thirty Meter Telescope are

in development with this goal in mind, and DECam and several others are about to be employed in

this direction. The Hubble Telescope achieves very high levels of galaxy resolution, but has a narrow

field of view, ill-suited for wide surveys. Furthermore, most large ground-based instruments built in

areas of clear atmospheric conditions have proprietary data dissemination policies. However, there

is one source for high-resolution images covering multiple degrees at significant depth: the Subaru

Telescope data archive, SMOKA [48].

Subaru’s data release rules are favorable: regardless of the objective or observers, all data is

made available to interested researchers within 18 months [110] (§3.2.2). Additionally, despite being

relatively new, its optical qualities and imaging system are well understood. pODI and DECam are,

as yet, underdeveloped, and do not contain a substantial public archive for a large lensing study

focusing on high background density fields. Thus, we chose the Subaru Telescope archive to fulfill

these objectives.

Selecting fields as a function of image quality is functionally similar to performing a high reso-

lution wide-field cluster lensing survey. Similarly, for the study of individual objects (as opposed to

large-scale correlation functions) it is of paramount importance to accurately calculate object shapes

and exclude cluster members while attaining the highest possible resolved galaxy density within the

region of interest. Data selected by seeing depth also permits exploration into lower mass scales than

an untargeted analysis of cluster observations. Because the surface density of clusters with mass

∼1–2×1014M� is greater than 1 per deg2 (as opposed to rare ∼1015M� clusters targeted by most

WL studies) we can choose our target fields based on the image quality rather than their location

and still expect to make a significant number of detections [57, 74].

3.2 Suprime-Cam

The Subaru Telescope is an 8.2 meter optical-infrared telescope with a wide-field primary focus, on

Mauna Kea, Hawaii. The National Astronomical Observatory of Japan was formed to construct and

oversee the project in 1988, and in January 1999, Subaru saw first light. Since then, the prime-

focus camera has been upgraded twice, and at the time of this writing, the installation of a new
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Figure 3.1: Resolved galaxy density as a function of i′-band magnitude, in terms of different instru-
mental seeing [25].

prime-focus imager, Hyper-Suprime-Cam, is underway.

Subaru is one of the largest single-mirror observatories in the world (though several with seg-

mented or combined mirrors are larger). It employs a Ritchey–Chrétien configuration, with the pri-

mary reflective surface consisting of a 20 cm thick mirror, weighing 22.8 tons, whose optical figure is

corrected through a series of 261 active optics motors. The mirror is mounted in an altitude-azimuth

configuration.

The Subaru Prime Focus Camera (Suprime-Cam) consists of ten rectangular 2048 × 4096 pixel

charge coupled devices (CCDs), located at the objective mirror’s primary focus (Fig. 3.8). The total

span of the imaging plane (including chip gaps) is 10848 × 8373 pixels, with a view subtending 34′×

27′ of the sky. Because the edges receive less light, however, the effective field coverage is considered

to be nearer 24′× 24′, with a pixel scale of 0.20′′/pixel. Standard wide-band filters, Fig. 3.4a, are

used with the primary focus instrument, and first-guess astrometric coordinate data are provided in

the header data of the image files.

The peak of Mauna Kea is one of Earth’s best locations for ground-based astronomical obser-

vations. Atmospheric conditions which contribute to degradation in seeing, such as turbulence and
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Figure 3.2: The dome of the Subaru Telescope at sunset on Mauna Kea in 2010 [49].

differential temperature layers along the line of sight, are reduced by the unique topology and cli-

mate of a mountain rising out of the sea without nearby landmasses. Differences between lower and

upper atmospheric wind patterns are less significant than over inland mountains, as are temperature

variations. Cloud cover is also infrequent, optimizing potential observing time.

3.2.1 Data Selection

For the goals we have described, large numbers of images of lensing-quality depth and resolution

are needed to reach a high surface density of resolved galaxies. To preserve a quality threshold, we

focused our search on the following criteria:

• Observations totaling at least &1000 sec of exposure time in each area.

• Average stellar FWHM of 0.5′′ or lower1.

• Pointings ≥30◦ above or below the galactic plane, where galactic gas, dust, and stars do not

obscure our view of extragalactic objects.

1As measured by Subaru’s on-site data archive system. As we describe in §3.2.2, this information is overly op-
timistic, however, in terms of real stellar PSF, this translates to .0.7′′, which is sufficiently well-resolved for WL
measurements.
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Figure 3.3: Subaru’s 8.2 meter primary mirror in daylight.

• Red and near-IR bands, where the transmission and seeing of the atmosphere, and thus our

opportunity to resolve faint objects, is best. The most desirable data in terms of minimal

atmospheric dispersion and ability to resolve small background galaxies in the appropriate

redshift range are within r′, RC , i′, IC , z′, & zR passbands. When possible, we opted to

utilize fields for which there was data in more than one filter. Multiple passband fields provide

additional verification of cluster detections, as data from separate filters function as isolated

data sets. For this reason, V and g′ imaging was sometimes considered useful when paired

with red and near-IR filters.

In observations from the last 6 years there is more than ∼ 30 deg2 of wide-band images meeting

these criteria in the SMOKA catalog. Optimal images of this quality provide a number density of

&25 resolved galaxies per arcmin2 (Fig. 3.1).

An incident resulting in CCD replacement at Subaru took place in early 2008, so we focused

on data taken after July 2008, when ten new CCDs were installed there to ensure consistency
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in reduction and analysis across data sets. The reduction software developed subsequently was

specifically tuned to interpret this data, and our utilization of it took these changes into account.

We were also interested in data which was less likely to have been subjected to weak lensing analysis

prior to this work, and consideration for this was undertaken in the sample selection. We elaborate

further on field choice in Ch. 4.

3.2.2 SMOKA Data Archiving System

The policy of the National Observatory of Japan is to make data freely available to interested

researchers following a proprietary period of 18 months [110]. This archive, SMOKA2, is searchable

across multiple detailed parameters, including sky clarity, seeing quality, filters used, etc, allowing a

comprehensive targeted search for quality data. With conditions at Mauna Kea permitting a large

number of clear, low-seeing nights, and the light-gathering capabilities of an 8-meter telescope, it is

a certainty that observers were inadvertently imaging clusters in our area of interest, whether they

were looking for them or not.

One issue that arose was the unreliability of SMOKA in correctly describing the seeing of images.

Mountaintop measurements are provided as a criteria of SMOKA database queries and we routinely

measured values differing from estimates of the true stellar FWHM. Most typically, these initial

values (which are contained in image headers) report seeing somewhat lower than what we eventually

find, though their relative differences are consistent, and useful in identifying outlier or glitched

exposures. Nonetheless, because seeing is a major criteria for our image selection, we independently

performed seeing tests immediately prior to stacking exposures (Fig. 3.9b) to obtain more accurate

values, avoid excluding good data with misreported seeing, or including flawed images.

3.3 Image Processing

To prepare astronomical images for scientific analysis, numerous processing steps must be performed

on the raw data to create an unbiased picture of the observed target. Weak lensing studies, in

particular, require an emphasis on the accuracy of shape information of galaxies, which may be

relatively faint and therefore more susceptible to minor processing errors. Extreme care must be

taken to improve the signal-to-noise of fields used for weak lensing in order to accurately resolve the

2http://smoka.nao.ac.jp
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(a) (b)

Figure 3.4: (a) Broad passband frequency responses for Suprime-Cam. [113] (b) Distribution of
seeing FWHM measured during focus checks compiled for the first 8 years of Subaru’s operation.
The different colored trend lines correspond to the time of night. [111]

largest number of galaxies possible.

The standard set of astronomical reductions to prepare raw data for analysis is a complex and

delicate process. Dozens of computational steps are needed to remove electronic noise, calibrate

for differing observational conditions, compensate for unavoidable artifacts of the engineering, and

normalize separate detectors and exposures to one another.

Bias and overscan subtraction remove fixed electronic noise, patterns, and a pedestal voltage.

Flat fields, calibration images taken of evenly illuminated screens, are necessary to understand the

varying response of different parts of the detector to light. Faulty pixels, stray light, and regions

not appropriately responsive to photon collection must be masked out of the image. Corrections

for the distortion by telescope optics, which warp the representation of the sky, are also applied.

The CCDs must undergo sky background subtraction, then be scaled relative to one another and

combined into a single imaging field, at which point, corrections to the astrometric coordinates of

the data are made, to increase the accuracy of the dimensions and locations of objects.

At this point, images are cataloged, with stellar objects selected in preparation for modeling

the PSF (and the necessary circularizing corrections to it) prior to stacking. Exposures which

do not meet our standards of seeing FWHM are then removed from the sample. PSF correction

and relative photometric corrections are then applied at the image stacking step. This step also

removes aberrant objects, clipping outlying shapes only found in single exposures. Post-stacking,

after verifying circularization of stellar PSFs, additional atmospheric corrections are performed at the
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Figure 3.5: Raw field of view, prior to image reduction. Each CCD has 4 different readout areas
(Fig. 3.8), accounting for the jagged (apparent) discontinuities (described in §3.3.1). Vignetting is
visible near the edges.

catalog level, the object magnitudes are normalized, and finally pruned to compile galaxy catalogs

free of stars, extended/unresolved objects, and foreground galaxies.

Large-Scale Processing Challenges

The nature of this project required implementing a large-scale data reduction routine. However,

astronomical data is extremely variable—there are imperfections in atmospheric conditions, tem-

perature, airmass, satellite and airplane trails, reflected light, dust, electrical gain, cosmic rays,

telescope shake, tracking errors, etc. Images are taken with filters of different transmission efficien-

cies, exposure times—and choices of calibration frames may vary based on the availability for that

particular date.
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Figure 3.6: Example of a composite domeflat image.

We are using data collected by dozens of different observers, with different goals, choices of filters,

and observing strategies. Therefore we are subject to differences that are the result of their interests.

Most observers utilizing the Subaru telescope are interested in extragalactic astrophysics, however,

someone studying an active galactic nucleus or a star-forming region will necessarily have different

priorities than one studying weak lensing. Observers studying objects within the solar system track

motion that blurs the background. Those who are collecting photometric differences may tolerate

imperfect focus—where objects are detectable, but have sub-optimal shape resolution. Goals such

as ours emphasize field-depth and spatial resolution, so sub-optimal data was aggressively pruned

from our sample, and care was taken to not rely on SMOKA metadata, as well as to determine the

function of an observing run first.

In order to efficiently reduce large quantities of data, a software pipeline was created to do so in a

versatile but rigorous manner. Our Python suite, subarutools, consists of a systematic execution and
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(a) (b)

Figure 3.7: Color composite views of PLCK G 100.2-30.4, as imaged with the previously best
resolution via the 0.82-m IAC80 telescope for ∼3000 sec in g′, r′, and i′-bands [89] (overlaid with
XMM-Newton iso-contours), compared to Subaru imaging for the same region of the sky (§5.3.1).

quality check sequence for every reduction step from data sorting to astrometric correction. After

simple organizational steps, it selects the optimal form of calibration flats, constructs them, runs

the full detrending process, measures alignments and corrections, and ultimately creates a wide-

field image of the entire imaging plane. Because intermediate files generated during the reduction

process consume a substantial amount of disk space, the routine performs checks of the success or

failure of each step, and, at certain points, deletes unnecessary files, and organizes those selected for

preservation. (Raw files, and those created prior to astrometry, masking, and stacking, are always

retained so that the procedure is repeatable.)

SDFRED Software

Reduction software developed by the Subaru Telescope Collaboration, known as SDFred [80, 84],

is a C-based suite of programs facilitating detrending of astronomical imaging from the primary

Subaru cameras. It runs specialized processing scripts as command-line executables on FITS data

files, as opposed to a system like IRAF [117] (an extensive set of astronomical reduction tools) which

creates its own execution environment.

In order to deal flexibly with a large quantity of data, a complex reduction pipeline was required

for the initial reduction steps. The need for a general, scriptable, set of routines which would reliably

(and with low rates of failure and human interaction) produce high-quality images for stacking, as
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well as the consideration that SDFred was developed for issues specific to the Subaru telescope

and its camera, motivated our adoption of this system. The scriptable, Python wrapper for IRAF

known as PyRAF [100], would be an alternative system, and certain later reduction steps utilize

PyRAF. However, SDFred’s corrections for Suprime-Cam’s unique qualities, such as the unusual

readout system (Fig. 3.5), mirror distortions, flat fielding, and the efficient combination of CCDs,

were additional reasons for utilizing the specialized software.

Figure 3.8: Readout areas for each CCD [38].

3.3.1 Initial Reduction Steps

Sorting & Overscan Subtraction

To organize the files which can be of various filters, flat types, targets, and dates, a routine was

constructed which creates a folder system and organizes data hierarchically by necessary criteria

based on header information. Based on the available calibration frames and total exposure times

available for each filter in question, the program determines which type of flat fielding data will be

optimal (§3.3.1). The files are also renamed.

Each of the 10 CCDs reads out charge data through four separate channels at the edges of the

chip detection boundaries. Overscan regions on the edges measure line charge not exposed to light,

for calibration of the readout electronics. The median pixel values of each overscan line are thus
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subtracted line-by-line for the corresponding pixels (for each channel independently), to remove the

bias. The overscan regions and known blank pixels are then trimmed off, leaving gapless image

frames for each CCD. Known hot pixels and bad regions are also masked out by this step.

Flat Fielding

CCD pixels exhibit different response rate behaviors to light, sometimes even within the same narrow

waveband. Small engineering imperfections are unavoidable with such a large number of independent

cells, so it is necessary to account for these differences by creating flat frames of each chip. These

images consist of exposures of different lengths taken at twilight (when the sky is not completely

dark), known as sky flats, or those taken of an evenly lit white screen inside the telescope enclosure,

known as dome flats. Images of the target fields may be used as well to create object flats, as

long as their contents do not repeatedly appear at the same positions and do not contain large

extended objects. In all three cases, the flat frames must have been taken within several weeks of

the observation (or optimally within a few days) to ensure calibrating against chip behavior which

may vary over time, and must match the filter of the target data, as the detectors have different

response rates to each waveband.

Flats are constructed by first normalizing the counts of each pixel, dividing by median of the

image; then, having done this for each exposure, combining them into a final flat frame by taking

the median of each pixel value and removing outlier pixels having offsets greater than 3σ from

the median. Having made the flat, the pixel value of each data frame is divided by that of its

corresponding flat frame pixel.

Creating flat frames is computationally expensive, and one of the longest steps, time/processing-

wise, of the initial reduction process. The greater the number of flats, the longer it takes; however,

the result is marginally better. A minimum of 3 flats is necessary, but we never used any for which

there were fewer than 5 (and in situations where less than 10 flats were available but more object

frames existed, object flats were preferred). Dome flats were preferred over sky flats because they

are more evenly illuminated, and to save time and computing constraints, a database of completed

flats organized by filter, type, and date, was maintained for fast completion of this step for data

taken within 3 weeks of the previously created flat frames.
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Distortion & Atmospheric Dispersion Correction

This step accounts for warping of the field created by the specific optics of the mirror. It also corrects

for differential dispersion by the atmosphere, using the airmass value stored in the image header.

In the prescribed SDFred reduction process [80], this point would be where the PSF of each

chip is computed, and the lowest-seeing images are degraded via Gaussian smoothing, to match the

worst, high-seeing, frames, for eventual stacking by the imcio2a step. Although useful for certain

astronomical objectives, this step runs counter to our goal of achieving the highest quality seeing

data, necessary for the accurate shape resolution vital to weak lensing measurements. Moreover, our

stacking process (§3.4) is completely different from the simplistic method performed by SDFred,

and image degradation is unnecessary. Because of the number of images being analyzed, wherein

it is not atypical to encounter several defective exposures as part of a large data set, the likelihood

of over-smoothing a great deal of high-quality images would be significant. Instead, we choose to

simply discard large-seeing images at a later step, rather than including them in the final data set.

Sky Subtraction

Light diffusion from the atmosphere creates a low level of mostly uniform luminosity across the

night sky. Though greatest in areas near large amounts of man-made light sources, astronomical

sources contribute as well, and some level of background is always evident. It is necessary to remove

the artifact of this background noise from the exposure. This algorithm computes sky noise in

overlapping grid boxes, and, after rejecting outlying values, subtracts it from the image. This leaves

an image with mean background values of approximately zero and no spatial gradient.

AG shade

Subaru employs a guiding probe that, in certain alignments, may cause vignetting over a portion of

the top edge of the field. This script uses the telescope orientation to determine whether to mask this

area. This is a very straightforward process, however, the fact that it causes certain images to have

different sizes (sometimes within the same set of target frames) necessitated a flexible procedure for

mask creation in later reduction steps.
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Bad Pixel Masks

In addition to the AG probe, regions near the chip edges are masked because they display a bizarre

“frame”-like appearance. Parameter files generate these masks, which, depending on the CCD, mask

between 20-50 pixels around the edges of the images. SDFred masks regions by setting the specified

pixels to -32768 ADU, which is low enough to be far below the range of usable data values. The

scripts therefore ignore all points with this value throughout the reduction. A later step, §3.3.3, will

reset the bad data value to 0 and instead designate these areas with linked mask files.

Alignment, Scaling, and Chip Combination

At this stage, the 10 CCDs of each exposure field are still separate. Suprime-Cam’s 10 CCDs all

have a different relative flux scale, with the further unfortunate tendency of even these flux ratios

to exhibit minor variations with respect to one another from exposure to exposure3. Furthermore,

precise relations between the position and relative rotations of the chips to one another are also

important for any process of combining them. These remain nearly totally constant, but minor

variations do exist.

SDFred provides a two part routine for correctly combining CCDs and stacking them. The first,

makemos, measures these aspects for each frame, to correctly stack them, and generates a parameter

file with the necessary quantities. This file instructs how to alter the flux for each chip, and what

their relative positions/rotations are to one another, in order for the second routine, imcio2a, to build

them into a single composite stack of every chip. This (as intended) results in a single complete-field

image.

These tools posed a particular challenge, as well as an opportunity. On the one hand, an au-

tomated method for quickly normalizing the flux between chips, designed for, and already tested

extensively on, precise shift, rotation, and flux corrections, is very appealing. On the other, the

original purpose of the system is for stacking the chips: overlaying them to combine the total light

of each and create a deeper image, which uses the entire exposure time. It eliminates gap areas

between chips. Our goal includes shape correction of the PSF, a correction that may necessarily

vary between separate exposures (weather conditions at the ground and in the upper atmosphere

3A star on the reference chip, #6, would, on average, readout at ∼80% of its flux when imaged by the chip below
it, #8. However, one day that exact ratio may be 80.5%, and the next, 79.8%—so the ratio must be found on a
case-by-case basis.
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(a) (b)

(c) (d)

Figure 3.10: Various subtle image reduction difficulties. (a, b) Scattered light artifacts. The former
is too significant to correct, the latter (showing a far smaller area) is clipped out in the stacking
process. (c, d) Catastrophic and subtle tracking errors—both indicating unusable exposures.

often change over the course of an observing run). Although post-stacking corrections may be help-

ful, shape information is better maintained (and S/N strongly improved) by performing them prior

to co-addition of the frames. The SDFred stacking routine, as originally intended, is not optimal

for weak lensing data. Nonetheless, there is nothing wrong with using the alignment and scaling
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adjustments (intended for stacking multiple exposures and every chip at once) for combining only

the chips associated with a single exposure into images that contain the entire field for that exposure.

In addition to extremely accurate flux and chip location adjustment, there are many benefits to

this approach:

1. Because low-order shape distortions occur outside the instrument, these effects are best mea-

sured and ameliorated in the PSF-correction stage by using frames which encompass the im-

ager’s entire field of view.

2. Astrometric corrections are frequently of this same nature, so lower-order corrections are more

accurate, and full-plate solutions have a greater number of objects to optimize the fit.

3. Both of the previous factors are most significant for the edge frames, which receive less light

and have a worse signal-to-noise condition. Corrections relying solely on these chips have an

increased probability of failure because nearly 50% of their area is unusable.

4. Computing time for subsequent steps (astrometry, mask generation, cataloging, star selection,

PSF correction, and stacking) is an order of magnitude faster, and the amount of disk space

necessary for masks (which can be roughly equal to that of the data frames) is reduced.

5. Our star selection routine (§3.4.2) is better able to function reliably without human intervention

when given an entire field rather than a single CCD.

6. Identification of fields where an issue (such as a tracking failure) ruined every chip in the

exposure are far easier to find and discard when they are grouped in a single image.

For these reasons, the reduction process partially utilizes the SDFred combination routine by

breaking the parameter file into 10-CCD chunks and then using it to scale, shift, and combine the

chips into single-exposure wide-fields. Subsequent reductions are performed on these single-exposure

frames.

3.3.2 Astrometry

The Subaru Telescope data system attempts to add World Coordinate System (WCS) information

about the astrometric coordinates of the pointing to the header of the FITS data file. This is a

first-guess at the sky coordinates based on the pointing of the telescope and some knowledge of
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Figure 3.11: Average displacement RMS in arcsec of msccmatch astrometric fits for 590 fields.
(Top) Values following the initial iterative astrometric correction routine, with up to 4 attempts.
(Bottom) Final fit, with > 0.5′′ fields having been further corrected using more aggressive object
rejection.

the field geometry, and is relatively close to the actual right ascension (α) and declination (δ) of

the objects captured, but minute adjustments are necessary to ensure exact agreement between the

fields when stacking.

Astrometric correction was performed by use of PyRAF routines constructed to iteratively at-

tempt an msccmatch fit [117] until the RMS dispersion of the external difference between the catalog

position and the coordinates of the object in the FITS image was below 0.5′′ in both the x and y
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dimensions4. The program retrieves the relevant portion of the US Naval Observatory all-sky ob-

ject catalog (USNO-B1.0) [77], containing the position, proper motions, and magnitudes of the

well-measured objects within the field of view. It first applies large corrections, then attempts suc-

cessively fine-tuned ones. The iterative attempts are based on the output log of each subsequent

attempt. If, after 4 tries, it has failed to match the image to within an RMS of 0.5′′, fitting attempts

are performed with a more stringent object rejection criteria. The resulting correction is verified

using an overlay of the USNO-B catalog over the final image, by the IRAF program mscimage.

Due to the similar field size of the Mayall 4-meter MOSAIC Camera to that of Suprime-Cam, the

MOSAIC-based programs were successful at achieving an astrometric solution to within a sufficient

degree of accuracy in nearly all cases. Rare failed images were discarded from the data set.

3.3.3 Bad Pixel Zeroing and Mask Creation

Prior to exposure stacking, we generate masks corresponding to this value and reset the -32768

(error) pixels to 0, as the extremely negative values have undesired effects within our stacking routine.

Having the mask generation method correspond to the specific bad pixel values allow automated

programs to respond to heterogeneities between frames, such as size differences which are due to the

variable nature of the AG probe masking routine, as well as saturation effects which are screened out

in this manner (∼2% of the area of the frames). A pre-determined set of masks would not account

for these correctly, and having chip gaps set to -32768 would cause blotchy stripes and remnants at

unphysical high values around the field after stacking5. Using values of 0 (the average of the frame

after sky correction) and associated bad pixel masks solves both issues.

In practice, bad pixel masks typically consist of FITS or pixel list (.pl) files with the the coordi-

nates of good pixels having a value of zero, and the masked pixels having a non-zero value. (Though

in our stacking routine, dlscombine, mask files must have this condition reversed.) The name of

the mask is then added to the header of the data image. To make them in our process, a PyRAF

routine duplicates the original target frame, then uses the IRAF imreplace command to create mask

frames where corresponding good data pixels are “1” bad pixels are “0” and updates the header of

4A perfect solution is never possible, and would not actually be preferable due to the fact that the astronomical
objects used for the fit have peculiar velocities which change their position over time (gradually reducing the accuracy
of the USNO-B catalog astrometry). There is also an unavoidable level of measurement inaccuracy in the catalog itself
and the routines analyzing the image. Fits between 0.2–0.5′′ are generally considered the limit of astronometrical
accuracy for these calibration datasets.

5Due to a peculiar behavior of our stacking routine dlscombine.
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the target to indicate the mask’s path.

We then set to zero the regions of the target images with bad pixels (while maintaining the

association of masks for the images to be used in the final stacking process). This is necessitated

by an anomaly in the dlscombine stacking program, which generates spurious high pixel values in

areas where large discontinuities in pixel values occur in only one or several images of a stack. Upon

co-adding, bands of incorrect values then occur in parts of the image which disagree widely on the

value at certain coordinates of the images. The associated masks prevent the data in regions of chip

gaps and masked areas from being incorporated into the final stack, and the zero values match the

average sky value of the data, leaving nearby pixels unaffected by the anomalous co-adding behavior.

3.4 Alignment and Stacking

PSF correction and distortion subtraction is a vital aspect of any gravitational lensing analysis.

Of recent innovations permitting weak lensing measurement to become an important tool for prob-

ing cosmology, post-observational shape correction is one of the most significant. As atmospheric

dispersion and instrument effects can distort object shapes at a similar order to those created by

lensing shear, a method of accounting for them with a ground-based instrument is required. This

section describes the method of correcting for atmospheric and instrument error which would, if left

unaccounted for, undermine many weak lensing results undertaken from ground-based observatories.

3.4.1 Object Cataloging & Shape Measurement

A vital step in both obtaining stellar properties for stacking and analysis of galaxy shapes is the

construction of object catalogs. These bridge the gap between raw image files and manipulatable

data. Astronomical catalogs take the form of text files with arrays of measured quantities for

each detected object. Source Extractor [9], a highly configureable source analysis program, is

responsible for generating catalogs of resolved objects and their properties, while Ellipto [104],

has a more specialized purpose of measuring the intensity moments of ellipticity (and associated

quantities). Ellipto bases calculations on the SExtractor-generated catalog as well as the image,

and reduces bias, particularly in the case of larger FWHM objects (such as galaxies), by modulating

the shapes with a weight function of an elliptical gaussian profile (as opposed to a circular gaussian

used by windowed mode SExtractor). Ellipticity moments (§2.2.1) are calculated in terms of
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intensity as

Ixx =

∑
i Iix

2
i∑

i Ii
(3.1)

Iyy =

∑
i Iiy

2
i∑

i Ii
(3.2)

Ixy =

∑
i Iixiyi∑
i Ii

. (3.3)

In turn, allowing us to describe the ellipticity qualities as,

e1 =
Ixx − Iyy
Ixx + Iyy

(3.4)

e2 =
2Ixy

Ixx + Iyy
(3.5)

e =
√
e2

1 + e2
2 (3.6)

θ =
1

2
arctan 2(2Ixy, Ixx − Iyy) (3.7)

Utilizing different weighting functions is an important consideration which depends on the aim of

the cataloging measurement. Weighting functions attempt to account for pixel noise and overlapping

or nearby objects, and must be applied in differentiating between stars and galaxies—given that

galaxies tend to have comparatively diffuse and elongated flux profiles, in contrast to stars, which

exhibit more uniform characteristics. Stars, which are ideally circular in ground-based imaging, are

best modeled as circular gaussian profiles, with a scale dictated by the seeing size and pixel scale.

Elliptical profiles of exponential or “de Vaucouleurs” types best model elliptical and spiral galaxies

respectively (convolved by a circular gaussian to account for atmosphere). At different stages of

our analysis both approaches are important: accurately modeling and removing stellar PSF is best

accomplished through use of a circular gaussian weight appropriate for measuring stars (employed

by windowed-mode SExtractor), while Ellipto, optimized for weak lensing, employs elliptical

gaussian weights in catalog construction which are better suited for measuring galaxy shapes.

3.4.2 Star Selection

Stars, in ideal conditions, should exhibit a circular shape profile in ground-based observations.

However, all observations are subject to conditions like atmospheric turbulence, focal variations,
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Figure 3.12: (Top): Size-magnitude diagram for objects in an example field, taken from a single
exposure. The box indicates the region of likely stellar objects. (FWHM in pixels.) (Bottom):
Whisker plot showing the unsuitably small area of the image that previous tools recognize as stars
due to spatial PSF variation. (Highly elliptical objects in red.)
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and instrument defects which warp their appearance. Therefore, deviation from circularity may be

used to model local PSF distortion across the field and reconstruct an image as it would appear

without these effects. Stellar ellipticities are further used as a diagnostic of overall image quality

and suitability for lensing analysis. Therefore, a method of reliably detecting stellar objects from

image catalogs are vital in the preparation of data.

Prior methods utilized a set of programs (fiattools/dlstools), originally developed for the Deep

Lens Survey, that rely on choosing stars within a rectangular slice of the size-magnitude diagram,

where the flat branch of the distribution denotes a class of objects of different flux values but

constant size—a quality of stars, which, without atmospheric dispersion, would present themselves

as point sources, and therefore display no increase in size as a function of brightness6 (as opposed to

galaxies, whose flux is proportional to their size, because it results from a diffuse collection of sources,

when they are of resolvable extent). The FWHM of these objects depends on the atmospheric

seeing conditions, but the primary sequence is approximately between 18th and 23rd magnitudes

(depending on exposure time and filter). Nonetheless, the appropriate catalog section cannot be

chosen automatically, due to variance in both seeing, and inability of the prior technique along with

(elliptostar) to detect stars reliably (see Fig. 3.12).

This approach was unsatisfactory, because spatial variations in stellar PSF across Suprime-Cam’s

wide fields make it impossible to select clean star catalogs in this manner. Most samples left out stars

from large sections of the image, or the catalogs contained far too many galaxies (PSF-correcting

for which would degrade the lensing signal). Additionally, this method requires a very great deal of

human supervision, sometimes repeatedly for the same exposure. The scope of this work required

stacking on the order of ∼103 frames. Even if it had been effective, visual interaction with each

size-magnitude plot for every frame would be necessary. This would not, in itself, motivate a new

star selection algorithm, however, it does add additional preference for replacement rather than

modification of the original approach if possible.

SDFred possesses a means of selecting bright stars from an image, but this method is only

effective for the very brightest (∼15) stars per CCD, and does not behave reliably on a combined

10-chip image. It is intended for a different purpose than modeling subtle measurements of stellar

PSF across a frame [38]. Their method lacks the necessary information to find minute PSF changes

across the field with sufficient accuracy. Furthermore, using only the brightest stars of an image is

6Until they become luminous enough to saturate the detector.
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Figure 3.13: Various stars (Top Row) and galaxies (Bottom Row) showing the differential
aperture technique used to classify stellar objects. Inner and outer photometric apertures are at
1.4′′ to 2.4′′ in diameter, creating the characteristic object parameter via δm = minner − mouter.
As this demonstrates, a substantial difference between the value of the outer apertures versus the
inner is the result of isolated, non-saturated stars only increasing in aperture flux due to the sky
background, as opposed to galaxies which have irregular extended structure. (Sampled from 3600
sec EN1n1n1 stack in i′, §4.4).

not appropriate for measuring PSF distribution because saturation may become an issue effecting the

shape, and the response of CCD electronics to brighter extended objects is not fully representative

of the local PSF distortion.7

Instead of either of these, a new approach, subarustar, providing a more accurate, efficient, and

automated procedure for star selection was created. Based on the work of [93] and [82], subarustar

employs Source Extractor to measure the magnitude of objects at two differently-sized circular

apertures (in our case, 1.4′′–2.4′′, though a range of similar values could be used, depending on the

seeing resolution and pixel scale of the instrument). It then calculates the net difference, δm, and

assigns this parameter to each pre-selected object in the catalog. As visible in plots of δm vs. total

flux (Fig. 3.14), stars are clearly resolved as a distinct line, which allows for star selection which is

independent of regional PSF and across a range of flux values.

7In order to select stars for the purpose of SDFred processing, the software catalogs each chip with Source
Extractor (with a 2σ detection threshold). Then they count every object as a function of magnitude, and take 50
objects from the 15% percentile of brightest objects which are between 0.3′′–2.4′′ in FWHM. Of these 50 objects, they
have a new FWHM range which will be close to the seeing of that exposure. Having done this, Source Extractor now
uses this value of SEEING FWHM to run a test of the classification measurement CLASS STAR, a parameter that
seeks to identify how “star-like” an object is on a scale from 0 to 1. The SDFred routine ultimately chooses everything
with CLASS STAR> 0.9 and a size of the average seeing value within ±0.3′′.
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After building a catalog of the image, subarustar first removes any objects with erroneous mea-

surements (those flagged by Source Extractor or Ellipto with any code indicating an abnor-

mality). It also filters any object near the edges of the image, where the distortion due to telescope

optics is too great. Objects with an ellipticity greater than 0.3 are screened out (stars are never

this elliptical in usable exposures). Saturated stars are removed (as well as streaks of large negative

flux values created by the stellar bleed trails). Having pre-filtered these objects, subarustar then

calculates δm values for each candidate and adds it to the catalog file. At this point, an iterative

filtering algorithm bins the stars by δm and determines the flat trendline of the δm–FLUX MAX

plot, thus revealing the stars. Dispersion in optimal δm bin size varies as a function of the image’s

seeing and exposure length, so a range of bin widths is tested (this allows the algorithm to function

on images where the PSF varies significantly across the field). The algorithm performs these tests at

a higher flux range than is ultimately selected, because stars dominate the high-flux range of these

catalogs. Having fit a satisfactory trendline at these values, the program uses the optimal δm fit

and dispersion to extend the catalog cut to objects down to 1500 ADU, and only up to 30000 ADU,

where saturation effects begin to appear (alternate boundaries accounting for passband or exposure

time may be used).

The resulting selection is a cleaner star catalog than one generated through any previous ap-

proach. Fitting stars to a fixed δm value, as described by Richard (2005) [93] does not account

for variable PSF values, which may increase or decrease within the overall trendline. Rather, an

algorithm for treating large catalog sets must be responsive to the viewing conditions from night to

night, and adapt to the sensitivity of the CCD for different filters. Furthermore, examination of se-

quential δm–FLUX values provides an easy test of seeing evolution over the course of observation, as

δm fluctuations are shorthand measurements of the atmospheric dispersion when considered relative

to other images taken that night.

Resultant catalogs were well in agreement with both size-mag and CLASS STAR techniques,

with tests demonstrating a SExtractor stellarity index ≥0.90 for 96.1% of 8125 objects in 10

randomly-selected fields with pre-measured stellar FWHM. Only 2.5% lay outside acceptable mag-

size tolerances as judged by manual star selection. Subarustar catalogs are also more selective than

either previous approach, excluding a substantial number of contaminating sources which could

potentially degrade the PSF estimation and correction.
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Figure 3.14: (Top) δm–FLUX MAX plot of the same Fig. 3.12 catalog. The colored horizontal
trendline is stellar objects. (Bottom) Selected stars via subarustar overlaid in green upon the
original size-mag diagram. Note the exclusion of many objects within the selected “stellar” region
as well as the differing magnitude cut-off (a judgement impossible to discern by eye, and a possible
source of non-uniform star selection from frame to frame).
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3.4.3 Exposure Stacking and PSF Correction

Ultimately combining reduced data frames into a full stacked image is a challenging task. Best

methods for stacking and correction are often a matter of trial and error, however, our robust

set of stacking algorithms, fiatmake, provides an adaptive framework for precise calibrations and

co-addition of exposures. The primary steps it executes are:

1. Star selection via size-magnitude plot (in my process, replaced by subarustar before execution

of fiatmake).

2. Optional astrometry catalog created from the SDSS database.

3. Polynomial fitting to the PSF in each exposure, as measured from the stellar catalog.

4. Coordinate transformation derived to translate each pixel of the input frames to a final point

in the resultant stack.

5. Photometric scaling calculated through relative flux measurements of common objects.

6. Creation of the final image with these corrections taken into account. This final image is built

through use of a predecessor routine known as dlscombine [35], which inputs original frames,

scaling, the polynomial translation, associated bad pixel masks, and writes the output frame

pixel-by-pixel.

We have the fortunate circumstance of dealing with a relatively homogeneous set of images at this

stage of the process—Subaru data from a relatively narrow timescale, the same camera, pixel scale,

optical distortions (within images of the same passband), field of view, and approximately similar

numbers of useful stars. However, there are still some variances between filter responses, exposure

lengths, field density, and seeing conditions. Each stack is subject to post-fiatmake examination to

verify satisfactory improvement to the PSF distribution and visual follow-up to check for unusual

artifacts or extraneous effects.

PSF Convolution

Although we pre-select on the basis of FWHM seeing size, atmospheric and optical distortions still

warp the true object shapes. To recover them, we resample the data pixels through the application of

a correction kernel. Having measured the stellar PSF shape across the field through the Ixx, Iyy, and
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Figure 3.15: Stellar ellipticities of three successive corrections to the PLCK G100 field. (Plotted via
my vectron ellipticity measurement tool.)
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Ixy intensity moments, a localized circularizing solution is calculated for each frame. The correction,

based on Fischer & Tyson’s approach [35] utilizes a flux-conserving, analytically determined, 3× 3

pixel convolution kernel (which is appropriate for the scale of high-resolution Subaru imaging, where

a 0.2′′/pixel scale and .0.7′′ seeing results in stellar FWHM values in in the ∼2.5–4 pixel range).

The analytic correction is calculated as complementary moments to the stellar PSF measurements

and interpolated across the field [19]. Taking Iii > Ijj (where i, j are x or y):

I∗ii = |Iij | (3.8)

I∗jj = |Iij |+ Iii − Ijj (3.9)

I∗ij = −Iij (3.10)

The kernel is

k00 = min(1− I∗xx, 1− I∗yy) (3.11)

k−10 = k10 = 0.5[I∗yy + (1− k00)] (3.12)

k0−1 = k01 = 0.5[I∗xx + (1− k00)] (3.13)

k−1−1 = k11 = 0.25[I∗xx + I∗yy + I∗xy − (1− k00)] (3.14)

Cross-Ellipticity Irregularity

The primary difficulty detected among stacked fields was that of stellar “flattening” across the e1

and e2 ellipticity modes. Although circularization to both e1 and e2 were below RMS values of

0.5%, a relative spread in e1/e2 between ∼1.2–1.8 was occasionally found. The improvements to

stellar PSF based on standard PSF-correction methods were significantly greater than the resultant

ellipticity distortion and there was no spatial correlation to this effect—aggregate ellipticity moments

exhibiting this phenomenon were consistent across images, with no spatial variance—meaning that

lensing measurements could potentially be suppressed, but not exaggerated.

The primary reason for this effect is the slight irregularity and rectangularity of pixels on the post-

2008 Suprime-Cam CCD imager [123]. The aforementioned reference, von der Linden et al. (2014),

contains an unofficial description of this instrumental defect (which is under-reported in literature

about Suprime-Cam). To quote: “These have the unusual [artifact] that the pixels vary in shape
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and size; the divisions between pixels are not straight lines, but are curved (Miyazaki, private

communication).” As such, when stellar resolution closely approaches the CCD pixelization limit

(as in cases of very clear seeing often selected by choice in this work), e1–e2 tests of circular objects,

measuring “up–down” versus diagonal moments, lose accuracy when weighted by their elliptical

convolution kernel in windowed-mode SExtractor and Ellipto. Circular weighting functions

more accurately fit inherently circular stellar shapes, and are less prone to this effect.

The consequential test of this instrumental aberration against WL measurements are further

explored in §4.2 & 5.2, where we demonstrate the agreement of circularized fields with prior inde-

pendent measurements of known clusters.

Post-stacking Measurements

Following initial stacking, secondary correction is applied by fiatcirc circularization at higher order8

to remove any further trace ellipticity. If the resultant field is satisfactorily circularized, object detec-

tion and cataloging is performed, with filters for flagged, saturated, and non-physical measurements.

The intensity moments based on this initial catalog are remeasured by Ellipto with an elliptically

weighted gaussian kernel, and filtered again. A sharpening transformation on the catalog shapes

developed for ground-based measurements, based on Bernstein & Jarvis (2002), seeingcorrect [8], is

applied, as a correction to the shape profile degradation of the atmosphere. This process utilizes

measured parameters based on the sky background noise, seeing PSF, and shape measurement error,

to reconstruct a set of ellipticity moments as they would appear without the atmosphere.

The next chapter continues with discussion of galaxy filtering constraints, mass map generation,

calibration, and large field detections.

84th or 5th depending on which yielded the best stellar circularization on a case-by-case basis
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Figure 3.16: (Top) Overall mean ellipticity, for all detected objects measured across the entire field
of view in an example image. (Note: rectangular field rescaled for a square plot.) (Bottom) Size,
in pixels, of the useful, 24′× 24′, region of the Suprime-Cam imager.
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Figure 3.17: Example of a complete wide-field stack. This frame depicts the region near the Hercules
Dwarf Sph Galaxy in the IC band. 3200 sec from ten 320 sec exposures.



Chapter 4

Wide-Field Cluster Calibrations

and Detections

“It’s like a jigsaw puzzle, all one color.

No key to where the pieces fit in.

Why?”

Captain Kirk, Star Trek, “This Side of Paradise”

The raw survey sample consisted of over 120 separate fields, and & 25 square degrees of the

sky. Nearly 13 TB of data were reduced. To meet quality standards, however, the final sample

was pruned significantly, and only the highest-quality data taken under self-similar observational

conditions is presented here. We rejected every field with seeing ≥ 0.75′′ to create our own survey,

pre-selected for galaxy densities above 20 ≥ gal/arcsec2.

Our initial intention was to capture the greatest amount of non-cluster-specific images and per-

form a blind study on it. However, so much Subaru imaging is oriented towards cluster studies that

human selection-bias led to the realization that selected fields would find an unnaturally high number

of clusters, and massive intermediate redshift clusters will obscure the signal from smaller unseen

clusters. Thus, we oriented our search, in particular, towards fields which had no cluster-specific

purpose: proposals focused on high-z objects such as AGN, Quasars, Lyman-alpha blobs, and, most

usefully, follow-up observations of large regions of the sky covered by previous studies.

This chapter is devoted exclusively to the large congruent regions of the sky meeting these

67
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standards, on which we perform a wide-field cluster detection effort. First, we describe catalog

filtering methodology, generation of convergence maps, statistical quality measures. Then we provide

a verification check of our pipeline and analysis techniques through a detailed examination of a

single cluster, Abell 781, well-studied in independent work, as a comparison. We then give a general

description of the data sample, and the results of this survey for each of the five areas of the sky

explored. Charts of our candidate clusters are provided, and discussion of measurement precision

and selected comparisons with other cluster surveys.

4.1 An Independent Subaru Survey: Goals & Approach

Galaxy cluster observations are among the most common applications for Suprime-Cam [112], due

to the exceptional suitability of the instrument for wide-field multi-band extragalactic astrophysics.

Therefore, a straightforward number density survey of clusters would not be possible, owing to

human selection bias in telescope pointings favoring cluster-rich regions. (Especially among those

consisting of &1000 sec of exposure time in red and near-IR bandpasses.) Thus, we divided the

complete sample into 3 regions of interest:

• Large-angle uniform observations lacking well-known clusters

• Known clusters lacking weak lensing measurements

• Known galaxy clusters with lensing measurements (as a calibration check, and potential re-

finement of earlier results)

This chapter explores the first category, broadly speaking. Five areas of the sky comprise the

largest self-similar areas of the sky imaged by Subaru since 2008. They are each wide enough

to encompass previous work where cluster searches (using other techniques) have been performed.

However, the cluster detection methods used are extremely varied in both quality and redshift range

explored. Among a subclass of the third category were previously discovered clusters possessing

redshifts not sufficiently distant to contaminate a potential WL signal at the higher redshift scale

probed. Secondly, because of the wide field-of-view, some regions can contain multiple structures

at distances which interest us. Due to the public availability of the data used in this project, we

emphasized relatively new data, as being the most profitable to all 3 categories. We return to a

specific description of these areas in §4.3.
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4.1.1 Catalog Filtering

Mass reconstruction by weak lensing, particularly when dealing with large field samples where cluster

detection itself is the primary objective, necessitates a rigid constraint strategy for filtering undesir-

able objects which degrade or bias the lensing signal. To select for background galaxies, our clipping

scheme has three main goals:

• Elimination of objects too faint or small to have accurately measured shapes

• Removal of galaxies likely to be in the foreground of the sample or be members of the cluster

• Removal of stars and bad detections

As described in §3.4.3, object detection in the final stacked images is performed with SEx-

tractor and Ellipto; we then attempt to remove non-galaxy objects. We cut objects with an

error code greater than zero, reverse exclusion of the stars (based on the star selection method

described in §3.4.2), objects of size greater than SIZEE=50 (which are too large to constitute back-

ground objects), erroneous negative size measurements, outliers in shape measurement error1, and

all remaining magnitude and size outliers. Image edges, particularly along the x-axis, were clipped

aggressively because the rectangular nature of the imaging field results in signal degradation more

than ∼4000 pixels from the center of the plane. The effective field coverage is 24′ × 24′ for single

exposures, and can be slightly wider with substantial dithering and depth, so this was accounted for

on a case-by-case basis by inspection of variance in background sky noise.

In order to select for reliably shape-measured galaxies, we only include objects with PSF size

more than 20% above minimum local PSF size for small objects in the field. Faint objects are

discarded as well, with removal of the faintest 10% of the effective magnitude range.

Because this chapter focuses on blind, wide-field attempts at convergence peak detection, we

do not apply aggressive filtering of foreground galaxies, as these fields are not targeted at specific

clusters or redshift domains. In the next chapter, where the goal is measurement of cluster weights,

the foreground is aggressively pruned through removal of objects with estimated redshift below the

known cluster redshift (see §5.1.1).

1“mean rho 4thE” and “sigma eE”
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(a) (b)

(c) (d)

Figure 4.1: Succession of catalog filtering stages for a portion of the EN1n1n1 field stack (3600 sec
in i′, §4.4). (a) Raw SExtractor catalog, (144,610 objects). (b) Ellipto’ed catalog filtered
to potential stellar objects, prior to execution of the subarustar star-selection algorithm (29,192
objects). (c) Automatically determined stellar objects (798 stars). (d) Filtered galaxy catalog
(28,427 objects).

4.1.2 Generating Convergence Maps

We generate convergence maps based on the approach of Wittman et al. (2006) [129]. The fiatmap

algorithm [56] finds convergence values within particular “blocks”2 sampled across the field in ques-

tion (supplied via a catalog of weighted galaxy moments calculated by Ellipto) (Fig. 4.3a).

2Not to be confused with pixel blocks, assigned only in order to specify the resolution of the S/N sample.
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Figure 4.2: Catalog filtering, S/N map, and mass estimation process. (Continued from Fig. 3.9).

The convergence measurement, (as described in §2.3.1) is

κ(~θ) =
2

πn

∑
galaxies

W (~θ − ~θi)|~etan(~θi)|
|~θ − ~θi|2

(4.1)

where ~θ is the location of the measurement and ~θi is the location of the galaxy being summed. The

weight function, W (~θ), is given by

W (~θ) =
(

1− e−|~θ|2/2r2in
)
e−|

~θ|2/2r2out (4.2)

The structure of this weight function suppresses the fluctuations at small radii, where the contri-

bution of a small number of galaxies can strongly influence κ. The rout parameter, the outer radius,
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prevents the shape noise from the much larger number of distant galaxies from overwhelming the

signal.

The strength of the mass reconstruction signal is subsequently gauged through comparison

against estimated noise maps. These are created through a Monte Carlo-type approach: fiatmap

generates 100 convergence maps based on the input catalog but with randomized galaxy shapes. In

the generation of noise maps, position information is preserved, however, and the variance between

the signal at corresponding pixels across the set is used to assign each pixel an average noise value

dominated by shape noise. Assuming aggregate randomness in the 100 maps, the variance of the

signal ought to provide Gaussian shape noise error, and gives a 1σ level of the measurement at each

point (Fig. 4.3b). Dividing the genuine signal by the noise at each pixel produces a signal-to-noise

map (Fig. 4.3c).

Replacement of the tangental ellipticity (E-mode) used in the generation of convergence mapping,

with that of the B-mode (curl-like) ellipticity, rotated at 45◦, gives an additional check in systematic

distortion in background galaxies. B-mode signals ought to vanish when substituted for their E-

mode ellipticity counterparts in calculations of κ, therefore finding significant peaks approaching the

strength of E-mode signal indicate flaws in the galaxy catalog. B-mode ellipticity is given by:

eB = e2 cos 2φ− e1 sin 2φ. (4.3)

Since WL does not generate a residual B-mode signal, anomalous peaks corresponding to those

found in E-mode maps are an important check on the creation of lensing maps. Fiatmap creates

them as well, in the same method as S/N maps (Fig. 4.3d). In practice, such B-mode signals are

often seen to some extent among 2D mass reconstructions which accurately model the lensing system.

Because they are essentially random fields which do not correspond a physical lensing quantity per

se, in wide sky areas with many source galaxies, the large number of samples means that &3 S/N

B-mode peaks are not so rare. Nonetheless, a small B-mode signal in comparison to the E-mode

peaks is a good indication of successful detection, while B-modes comparable to or greater than the

lensing signal cast the signal into doubt.

We define the spatial extent of sampling around each pixel as rin. Nearby pixels provide similar

results, as they share the majority of the objects within this block, but as we vary rin, we can

examine the S/N of signal peaks to optimize the correlation scale of the sampling. The maximum
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(a) (b)

(c) (d)

Figure 4.3: Fiatmap results. (a) Convergence signal map, (b) Noise map, (c) Signal-to-noise map,
(d) B-mode S/N. Note edge effects due to mismatch between galaxy catalogs and extent of FITS
stack which provide the WCS. Edge regions do not correspond to data catalogs and are trimmed in
subsequent analysis. (Taken from Abell 781 data, §4.2.)

S/N will occur at an rin which matches the angular extent, or “characteristic scale” of the peak. In

our wide-field sample, we measure the convergence at 4 different scales to detect clusters in a varied

size range. We chose to use a range of the following scales: 1′ (300 pix), 1.67′ (500 pix), 2.33′ (700

pix), and 3.33′ (1000 pix), and only select out the highest detection signal to indicate the angular

scale of the potential cluster found.

The resulting output of fiatmap are FITS files, with each “block” represented by a pixel, and

the WCS values inherited by comparison to the header of the original stacked image from which

catalogs are drawn (as well as the RA & DEC values of the images in those catalogs). The catalog

is trimmed substantially, both in terms of characteristics for selecting suitable galaxies (§4.1.1), and

to remove the edges, where quality is suspect. However, output maps extend to the full size of the

original image, including the regions trimmed out of the catalog, so a clipping process is performed
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to match the final maps to the size of the catalogs.

The resolution size utilized for wide-field regions of this chapter are within several pixels of ∼150

pix3. Providing pixel blocks 2-6 times smaller than the characteristic scale being examined, while

also limiting the substantial processing resources required to produce over 200 maps, allowed for an

effective measurement process. This resolution size does, however, result in a relative uncertainty

of 0.5′ for any given peak location. Larger pixel block sizes, because they span more of the section

area, can have a slight tendency to reduce the signal strength of convergence peaks—though block

sizes on this scale are sufficient to avoid correlation with suppressed signal on our narrow scale (300

pix, 500 pix) measurements relative to the wider ones (700 pix, 1000 pix)—but it is worth noting.

Furthermore, because of the unscriptable nature of the SeeingCorrect routine, this was not

implemented in the generation of maps in this chapter (though it is used in mass estimates in the

next). De-convolving object shapes to reconstruct atmospheric blur (effectively “sharpening” the

objects) is primarily relevant to measurements estimating cluster mass—attempting to match the

sky to the true object shapes prior to atmospheric distortion in order to calculate lensing shear. The

goals of Ch. 4, the generation of 2D mass maps via convergence, are based on relative difference in

ellipticity across the field of study; therefore, this type of en masse shape alteration will not effect

the proportional strength of the lensing peaks used to locate cluster candidates.

4.1.3 Statistical Methodology

Though S/N calculations are already inherently based on systematically-sensitive noise measure-

ments, we added an additional metric to gauge the extent to which convergence peaks were found

outside of the normal distribution created by random shape noise of the sampled galaxies. Due to

the fact that the overwhelming number of pixels in any map do not correspond to a lensing signal,

the S/N maps exhibit a normal distribution in terms of Npix vs. S/N. Signal peaks occur at the

maxima of the S/N-distribution, so quantifying their value in terms of standard deviation to a fitted

gaussian gives a further gauge of their significance, relative to each map. Departures from gaussian-

ity, as seen in Fig. 4.4 (particularly clear in the logarithmic plot), represent the true convergence

signal. To calculate this, histograms of each field are created based on the FITS–format convergence

maps, and fitted to a normal distribution (pruned by 2% at the edges to account for departures from

3As a result of the specific behavior of the Fiatmap software, it was simplest to assign the 1′,1.67′, 2.33′, &
3.33′ maps to block sizes each offset by one pixel from 150-153 pix for identification purposes. Because fields are
approximately ∼8000 pix on each side, the variance in pixel scale is essentially negligible.
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(a) (b)

Figure 4.4: Example S/N histograms displayed with gaussian fit to E-mode S/N (dark blue) and B-
mode (light blue) maximums. Linear and logarithmic versions. Residual from gaussianity is visually
obvious, and upper-bound of B-mode signal is shown via dotted vertical line.

non-gaussianity characteristic of lensing peaks). The pixel S/N value is then translated to its corre-

sponding standard deviation value, σfit, in terms of the map’s fitted normal distribution. The error

in σfit estimation is the residual standard mean error of the gaussian fit.

Additional plots and tables for each field in this chapter may be found in Appendix A.

4.2 2D Mass Reconstruction Calibration Field: Abell 781

Abell 781 is a system of four subclusters centered at 9h20m25s +30◦31′ (J2000). Studied extensively

in the prior work of this group, Richard Cook’s thesis and subsequent articles dealt with this area

in great detail [19, 20]. Cook used multiple imagers to analyze this galaxy cluster; OPTIC on the

WIYN 3.5-m telescope, Deep Lens Survey (DLS) data from MOSAIC at the Mayall and CTIO

Blanco 4-m telescopes, and 2003 Subaru data, with a particular focus on Abell 781D, (or “A781

West”). This subcluster presented convincing evidence for its existence in X-ray and dynamical

studies, but was not detected via WL. Wittman et al. (2014) [128] showed that random intrinsic

alignments prevented its measurement, and used redshift information to improve filtering techniques

needed to resolve the cluster’s lensing signal. Prior work by Sehgal et al. (2008) [101] used Deep

Lens Survey, Chandra, and XMM-Newton data to study the cluster.

We chose this cluster as the ideal test region to compare the efficacy of our analysis pipeline
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with multiple independent measurements of the cluster’s structure. Firstly, several X-ray studies

confirm the complex substructure of the region. Secondly, independent methods of WL analysis

using other datasets identify these sub-groups. And lastly, analysis within our own group, using the

same algorithms on different imaging data, and under a totally different reduction approach, give

us a final benchmark for systematic differences in our tools. Success reproducing these results will

allow us to gauge confidence of our application of our techniques to other regions in our sample.

Our dataset is Suprime-Cam imaging taken in i′, on March 15, 2010. Nine 240 sec exposures

(2160 sec) were available, with only six meeting quality standards for a total of 1440 sec. We reduce,

astrometrically correct, stack, and circularize residual stellar e1 & e2 ellipticity moments to below

≤0.2%. Mean seeing of our final sample is 0.73′′, with 21,182 galaxies in our final, filtered, sample

across 0.17 deg2 of the sky, for a galaxy density of 〈ngal〉 = 34.9 gal/arcmin2, and sample depth of

25.23 magnitudes.

Sub-Cluster S/N σfit RA, DECa RA, DEC (X-ray)b Separation

Abell 781A 6.012 3.795 [09:20:24.6, +30:28:28.5] [09:20:24.8, +30:30:20.4] 1.872′

Abell 781B 6.381 3.992 [09:20:51.4, +30:28:13.9] [09:20:52.5, +30:28:08.4] 0.252′

Abell 781C 5.287 3.408 [09:21:06.8, +30:27:55.6] [09:21:10.9, +30:28:04.2] 0.894′

Abell 781D 0.173 0.093 [ – , – ] [09:19:23.3, +30:31:35.6] –

a Detected in our analysis.
b Chandra [101].

Table 4.1: Abell 781 WL results in terms of 2010 Subaru Data.

(a) (b)

Figure 4.5: Wittman (2014) [128] figures based on Sehgal et al. (2008) X-ray measurements [101],
depicting the Abell 781 cluster. (a) X-ray map, showing sub cluster lumps. XMM-Newton imaging.
(b) Weak lensing map of A781 region, without correction for photo-z galaxy calibration.
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Convergence mapping at several scales gives the greatest mutual 3-subcluster signal structure

at 900 pix characteristic scale, or rin = 3′. At this scale length, the Main (A), Middle (B), and

East (C) subclusters are each uniquely resolved and found at 6.012, 6.381, 5.287 S/N respectively

(Fig. 4.6). No significant B-mode peaks were identified, and fits to the Gaussian S/N provided

standard deviation detections above ≥3σfit for all three peaks. Comparison to Chandra emission

peaks demonstrated low separation in WL center-of-convergence from the X-ray source (Table 4.1).

In terms of subtler shape recognition, the substructure mass to the right of the Main (A) cluster,

is seen as well, and is the reason for the ∼1.87′ peak separation to Chandra imaging—likely due to

the presence of this mass extension.

With each subcluster closely identified at high accuracy, we find our sample provides an excel-

lent verification of our methods. Multiple independent measurements in this region are in close

agreement, as seen in Fig. 4.7, where different analyses are overlaid upon our map. Furthermore,

they agree with the Cook (2012) and Cook & Dell’Antonio (2012) [19, 20] results, which utilized

OPTIC, DLS (Mosaic & CTIO), and different 2003 Subaru data. The quality of the imaging used

in his analysis is comparable to ours, with far longer exposure times in the non-Subaru data, though

with less powerful telescopes and slightly worse atmospheric conditions. For Mosaic, OPTIC, and

Suprime-Cam, Cook’s sample consisted of: (R-band, R-band, z′-band) filters, exposure time=(14000

sec, 6000 sec, 780 sec), galaxy density=(24, 21, 11 gal/arcmin2), limiting magnitudes=(27, 26.6, 24.5

mag), and seeing=(0.9′′, 0.84′′, 0.79′′), respectively. They, similarly, detected the primary A, B, & C

cluster peaks, but not the D “West” peak, yet effectively ruled out systematic telescope, instrumen-

tation, and PSF-residual causes for the lack of signal. Because they utilized multiple data sets, with

different pixel-scales, qualities, and instrumental features, they determined that the non-detection of

Abell 781D was the result of unique alignments in the distribution of source galaxies, while Wittman

et al. (2014) later used a more detailed redshift analysis to show that contamination effects from

foreground galaxies also contributed to the masking of the lensing signal.

We also note the same issue that prevents the detection of A781D. Because this is a systematic

feature of intrinsic galaxy alignments in the regional lensing conditions themselves, seen in every

independent measurement, this systematic feature is to be expected. Carefully targeted application

of redshift information can reveal it, as in Wittman et al. (2014), but because we do not have photo-

z information for the fields in our sample, we must accept some incompleteness in this sense. We

are more interested in accurate positive detections, than in potentially missing a small number of
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candidates due to effects undiagnosable without specific knowledge of any one particular cluster. It

is of note, however, that the quality of resolved shape information for our calibration dataset is on

par with Cook’s somewhat deeper, longer-timescale imaging. Their combined DLS, OPTIC, and

Suprime-Cam imaging managed to barely resolve the strong lensing arc near the A781D center of

mass. Our 1440 sec i′-band stack, processed through our completely different data-reduction pipeline

easily shows the same feature, (Fig. 4.8). This further indicates that our reduction methodology is

successfully reconstructing faint and extremely subtle galaxy shapes with high-accuracy.
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(a)

(b)

Figure 4.6: (Top) 2D Mass reconstruction map of Abell 781. Contours at levels of 3, 4, 5, & 6 S/N.
(Bottom) B-mode calibration map. Contour at 3 S/N
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(a) (b)

(c) (d)

Figure 4.7: Peak comparisons across multiple comparison fields based on Abell 781 (at characteric
scale 3′). The top two superimpose X-ray measurements of Abell 781 [101], while the bottom
fields show weak lensing comparisons. (a) XMM-Newton. (b) Chandra. (c) DLS-Mosaic, Sehgal
et al. (2008) [101]. (d) Optic-Mosaic-Subaru, Wittman et al. (2014) [128].
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Figure 4.8: Lensing arc around A781D. (a) Combined OPTIC (r′-band, 6000 sec, 0.84′′ seeing)
and Subaru Telescope (z′-band, 780 sec, 0.79′′ seeing) data, from Cook & Dell’Antonio (2012) [20].
(b) Our 1440 sec, 0.74′′ seeing i′-band stack. Though we do not detect the West cluster through
weak lensing (due to intrinsic alignment effects beyond our limitations), the ability to accurately
resolve this extremely faint lens, on par with a deeper-imaged analysis at similar atmospheric con-
ditions, serves as an indication that our reduction, stacking, and circularization pipeline is effective
at accurately imaging subtle field objects.
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4.3 Wide-Field Regions

As touched upon in §4.1, we select on depth and quality parameters from post-2008 Suprime-Cam

data:

• & 1000 sec of total exposure time

• Galactic latitude & ±30◦

• Reported seeing . 0.6′′ according to initial SMOKA estimates

• Red and near-IR bandpasses

• Contiguous fields taken in single observational runs given preference

The last standard marks our emphasis on large contiguous regions with similar characteristics,

and thus results in our selection of these five particular regions, as opposed to different, scattered

fields selected fully at random. For consistency, we focused on images taken on shorter timescales in

similar conditions. Among these are the Lockman Hole (LH) and ELIAS North 1 (EN) fields (§4.4),

because they represent optimum extragalactic viewing lines-of-sight due to low galactic dust column

density, and multiple filter exposures in at different dates, as well as two of the CFHTLS-Wide areas

(W2 & W3) (§4.5), and a field located midway between the Boötes void, and the Boötes supercluster

structure (referred to as “F”) (§4.6) areas, chosen for high quality seeing and substantial depth

(≥1000 sec).

Our selection criteria, as first outlined in §3.2.1, are slightly expanded to be marginally more

inclusive. We have done this for several reasons. Firstly, standards for measuring stellar seeing

vary somewhat within the astronomical community. Although we maintain an approach which is

consistently self-similar and uniform, to account for different standards, we opted to be slightly

more inclusive. Secondly, as our goal is to achieve high source density, and we are able to find 〈ngal〉

and depth values for each field, the built-in quality statistics are reported and permit us to assess

the value of each detection. Since we are interested in optimizing an approach in cluster detection,

including some range of quality values gives us a way of evaluating the worthiness of each parameter.

Due to being taken for a variety of different purposes, this is a diverse sample. In terms of

galactic density (Fig. 4.9), area, and waveband, these regions are somewhat different. EN1 and

the Lockman Hole (§4.4) are, on average, the highest quality regions, with excellent depth and low
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extinction, while the two CFHTLS areas, W2 & W3 (§4.5), are relatively large with sufficient seeing

and exposure time and the lowest average galaxy density. The Boötes, or F–fields (§4.6), are both

large and imaged with exceptionally good seeing.

While Subaru imaging, as a general trend, is aimed at cluster observations at a much higher than

random rate, none of these five areas, broadly speaking, were originally selected for that goal per

se. Rather, most areas seem to have been selected as follow-ups to prior larger studies of a variety

of extragalactic interests, and due to generally low-background regions at high galactic latitude, few

stars, and as clear windows out of the Milky Way. Nonetheless, the collected data is, in the case

of the W and F regions, only a fractional subset of those regions as a whole, and may have been

selected to examine local features.

Our methodology has been to reduce the largest possible number of fields, discard those with

problematic aspects, and then create convergence maps at a range of four characteristic scales (300,

500, 700, and 1000 pixels). Peaks in detection S/N typically occur across multiple scales at the same

location, however, the peak on the map with the scale yielding the highest significance signal is the

size most likely to represent the true extent of a cluster at this location (§4.1.2).

Region Area Exp. Time Seeing 〈ngal〉 Depth Obs. Date Peaks
[deg2] [sec] [′′] [arcmin−2] [mag]

LH 2.66 3600-6000 0.62 48.66 25.97 Various 2009-20111 28
EN1 0.73 3600,4200 0.60 44.10 25.72 April 13-14, 2010 8
W2 1.26 1200 0.66 22.18 24.81 April 17-19, 2010 12
W3 2.73 1200 0.53 27.74 24.97 April 17-19, 2010 25
F 2.97 1200-1440 0.52 33.17 25.21 April 26-27, 2011 19

1 See Table 4.3.

Table 4.2: Summary of region information. LH are z′-i′-r′ bandpasses, EN is i′, and the others are
z′.

Several extragalactic surveys have provided data used for other types of cluster studies (all of

far larger scope and intention), including SWIRE, which examined LH and EN1; HerMES (using

SPIRE on the Herschel instrument), which studied LH, EN1, and F; the SCUBA-2 Cosmology

Survey (S2CLS) which looked at Boötes; and the CFHTLS surveys of which W2 and W3 were two

of the four wide-field regions.

Each section includes:

• A table of galaxy statistics by subfield
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Figure 4.9: Galaxy density histogram of the 5 wide-field regions of the sky included in this survey.

• A table of highest S/N peaks by characteristic scale

• Convergence maps at rin = 700 pixels (2.33′) scale

• Charts of candidate cluster detections (at every scale) overlaid upon sky and previous candi-

dates existing on the NED database of extragalactic objects

• Detailed subimages of relevant, high S/N regions in optical, overlaid with convergence contours

We also include void measurements—peaks of extreme negative signal which are unlikely to contain

a cluster within the redshift range sensitive to WL analysis.

Full tables of every recorded peak at each scale, all convergence maps, and additional optical

zooms are included in Appendix A.

Our measurements are sensitive to clusters at intermediate redshift (z ∼ 0.05-0.6 at most, de-

pending on depth). Our detections are shown contrasted with cluster candidates suggested through

several methods, pruned to the same redshift range, almost none of which include wide-field weak

lensing analysis. Therefore, our survey presents a unique WL-based contrast against other cluster

search techniques.

Candidates already existing in extragalactic databases originate in a diverse array of survey

techniques, with different sensitivities and signal strengths—some of which are found via methods
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sensitive to different redshift scales. The outside candidate clusters are only provided for reference—

not all of them are detectable through WL techniques using our data, nor do they all necessarily

represent reliable cluster measurements. In particular, optically-selected cluster samples are prone

to false positivity.
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4.4 Low Extinction Fields

This section features two areas of the sky with very clear views out of the Milky Way, with lines of

sight minimally contaminated by interstellar gas and therefore containing low amounts of infrared

background [97] and low line-of-sight extinction [61, 60].

Parts of three of the seven SWIRE fields were found imaged in the post-2008 SMOKA archive,

the Lockman Hole (LH), the European Large-Area ISO Survey “ELAIS” North 1 region (EN1),

and the XMM Large-Scale Structure Survey. All three regions were downloaded and processed by

our pipeline. After reduction, much of LH and EN1 met lensing quality standards. Of the fields

available, twenty were of sufficient quality and depth for lensing measurements (3.24 deg2). The

XMM-LSS region, 2h20m -4◦48′, possessed seeing and observational difficulties too significant for

inclusion in the final sample, with only a single usable field, so it was discarded.

The Lockman Hole, located within Ursa Major, is a gap in the galactic medium with a low

concentration of neutral hydrogen [59]. Almost entirely devoid of foreground contamination, it

provides an excellent view of extragalactic objects and is a frequent observational target. Its angular

dimensions are approximately 3.66◦ × 3.00◦ (11.0 deg2), centered at 10h45m +58◦. We obtained

fourteen such fields, in r′, i′, and z′ bands, and selected for depth and best residual stellar ellipticity

among them.

The ELIAS North 1 field is 3.08◦ × 3.00◦, (9.2 deg2) in size, centered at 16h11m00s +55◦00′, in

Draco. Our sample within this region is only four fields, because we discarded several additional

pointings at insufficient seeing/exposure time. In those remaining fields, the seeing is 0.60′′, and the

galaxy density is quite high, averaging 44.1 gal/arcmin2.

As evident in Fig. 4.9 and Table 4.3, these constitute the highest resolution portion of the wide-

field sample, containing the deepest and highest galactic density regions (due both to long exposure

time and low extinction). The pointings in these regions consist of some of the greatest exposure

depth and galaxy density, averaging 0.62′′ and 48.66 gal/arcmin2, respectively (Table 4.3).

The Spitzer Wide-area InfraRed Extragalactic project (SWIRE) [61, 60] surveyed seven regions

of the sky with low background. Exploring galaxy formation and evolution, AGN, and cosmic struc-

ture formation, SWIRE surveyed nearly 65 deg2. They sought out large neighboring regions with

low galactic emission, low contamination by bright stars and objects, large clusters, radio sources,

especially those located at northern or southern galactic latitudes, overlapping other observations in
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(a) (b)

Figure 4.11: Existing coverage from prior studies of Lockman and EN1 as of 2012, [69]. (Note this
does not necessarily reflect coverage from clustering surveys, specifically).

non-infrared wavebands.

Ground-based follow-up imaging was taken under a Subaru-Keck timeshare proposal across five

observation dates in 2009-2011 in service of the Spitzer Extragalactic Representative Volume Survey

(SERVS) [69], an IRAC Legacy project (with a scope of 18 deg2)4 focusing on galaxy evolution.

Subaru supplied optical imaging of three northern SERVS fields to improve photometric-z mea-

surements. Wavebands r′,i′,z′ imaged 2 deg2, 6 deg2, and 5 deg2, respectively, at magnitudes

mag(z′)=25, mag(i′)=26, mag(r′)=27 [114].

4.4.1 Lockman Hole

LH field key located on Pg. 152.

4Subaru proposals: o09419, o09420, o10203, o10223, o11202
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Figure 4.12: Miyazaki et al. (2007) [74] mass reconstruction map for a portion of the Lockman Hole
region, based on Subaru imaging. This map overlaps with parts of our LHn1n1, LHn2n2, LHp0n2,
and LHp0n3 fields.
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Region RA DEC Filter texp Seeing Ngal 〈ngal〉
[J2000] [J2000] [sec] [′′] [arcmin−2]

LHn1n1§ 10:53:30 +57:47 z′ 2700 0.60 30665 46.3
–† - - r′ 3600 0.70 38429 57.7
LHn1p0† 10:53:30 +58:15 i′ 2400 0.48 30483 48.0
LHn2n2? 10:57:30 +57:20 i′ 3900 0.71 33985 50.5
LHp0n1? 10:49:30 +57:47 z′ 3600 0.61 27592 43.4
LHp0n2‡ 10:49:30 +57:20 r′ 3600 0.70 36427 56.5
–† - - z′ 5700 0.73 28203 43.6
LHp0n3?? 10:49:30 +56:55 z′ 3600 0.73 24668 37.7
LHp0p0† 10:49:30 +58:15 i′ 3600 0.51 34459 53.4
LHp0p1† 10:49:30 +58:45 i′ 2400 0.56 29726 44.7
-‡ - - r′ 4400 0.57 36431 54.2
LHp1n1§ 10:45:30 +57:47 z′ 3600 0.60 30678 45.7
LHp1p0‡ 10:45:30 +58:15 r′ 3600 0.71 37461 55.6
–† - - z′ 3600 0.62 32112 48.2
LHp1p1‡ 10:45:30 +58:45 r′ 3600 0.65 38374 57.1
LHp1p2‡ 10:45:30 +59:20 r′ 3600 0.62 33056 50.3
LHp2p1† 10:41:00 +58:45 i′ 6000 0.61 36189 53.8
LHp2p2† 10:41:00 +59:20 i′ 6000 0.65 25269 38.3
EN1n1n1‡ 16:07:00 +53:55 i′ 3600 0.55 28427 50.6
EN1p0n1‡ 16:10:00 +53:55 i′ 3600 0.58 24682 37.2
EN1p1n1‡ 16:13:00 +53:55 i′ 3600 0.74 32405 48.6
EN1p2n1‡ 16:16:00 +53:55 i′ 4200 0.54 27254 39.9
? Observed November 16, 2009
† Observed January 18-19, 2010
‡ Observed April 13-14, 2010
§ Observed December 5, 2010
?? Observed April 2, 2011

Table 4.3: Lockman Hole Fields. LH is 2.66 deg2 (out of a potential 3.42 deg2 analyzed for this area
across multiple filters), while EN1 comprises 0.76 deg2 of the sky. (Second line describes filter not
chosen for primary lensing measurement.)
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Region S/N σfit RA DEC rin
[J2000] [J2000] [pix] [arcmin]

LHn1n1 5.93 5.68±0.021 10:52:35.2 +57:36:46.2 300 1′

LHn1p0 4.92 4.74±0.021 10:52:46.9 +58:05:35.5 300 1′

LHn1p0 3.89 3.52±0.022 10:54:11.6 +58:05:48.0 500 1.67′

LHn2n2 4.22 4.40±0.019 10:55:48.1 +57:20:14.7 300 1′

LHn2n2 5.04 4.05±0.025 10:58:15.4 +57:25:37.2 1000 3.33′

LHp0n2 5.26 3.49±0.030 10:49:56.8 +57:21:32.8 700 2.33′

LHp0n2 4.55 3.39±0.027 10:47:48.8 +57:21:01.9 500 1.67′

LHp0n2 5.00 3.03±0.033 10:48:19.8 +57:29:08.3 1000 3.33′

LHp0n3 4.46 4.27±0.021 10:49:29.1 +57:04:54.3 300 1′

LHp0n3 4.45 3.53±0.025 10:49:28.3 +57:04:50.4 700 2.33′

LHp0n3 4.63 3.37±0.028 10:49:03.9 +56:53:38.0 1000 3.33′

LHp0p0 4.84 3.06±0.032 10:50:55.9 +58:08:45.1 1000 3.33′

LHp0p0 4.17 2.64±0.032 10:50:18.9 +58:19:40.6 1000 3.33′

LHp0p0* -6.03 - 10:49:08.4 +58:15:37.2 1000 3.33′

LHp0p1 6.57 5.37±0.024 10:48:40.7 +58:32:45.6 700 2.33′

LHp1n1 4.01 3.33±0.024 10:44:08.3 +57:54:37.1 700 2.33′

LHp1n1 4.34 3.61±0.024 10:45:17.5 +57:57:22.6 700 2.33′

LHp1p0 5.13 3.71±0.027 10:44:40.7 +58:08:20.0 700 2.33′

LHp1p0 4.40 3.54±0.024 10:45:08.1 +58:09:19.7 500 1.67′

LHp1p0 5.15 3.43±0.030 10:45:31.9 +58:02:46.7 1000 3.33′

LHp1p0 4.28 3.44±0.024 10:46:32.9 +58:02:53.7 500 1.67′

LHp1p1 4.17 2.87±0.029 10:46:03.4 +58:38:53.4 700 2.33′

LHp1p1 4.10 2.82±0.029 10:45:13.2 +58:50:38.2 700 2.33′

LHp1p2 4.27 3.82±0.022 10:45:48.7 +58:56:06.4 700 2.33′

LHp2p1 4.33 3.64±0.023 10:41:53.2 +58:37:25.2 500 1.67′

LHp2p1 4.69 3.29±0.028 10:41:48.6 +58:37:08.0 1000 3.33′

LHp2p2 4.69 3.75±0.025 10:40:54.3 +58:55:51.9 1000 3.33′

LHp2p2 3.88 3.61±0.021 10:39:50.3 +58:54:51.8 500 1.67′

LHp2p2 3.51 3.26±0.021 10:41:47.7 +58:59:15.1 500 1.67′

Table 4.4: Highest signal peaks in the LH field
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Figure 4.13: rin = 700 pix convergence map of the Lockman Hole region. The other 3 maps can be
found in A.2
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Figure 4.14: Signal peaks (red circles) shown at different characteristic scales overlaid on the Lock-
man field, with known candidate clusters from outside surveys marked by light blue crosses. Cluster
candidates at the perimeter or our detectable range, at z=0.5-0.7 are shown in dark blue. Miyazaki
et al. (2007) [74] weak lensing peaks are yellow. Voids are magenta. Strong lens shown as turquoise
arrow.
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Figure 4.15: Signal peaks in the LH fields. (a): 4.92 S/N peak at 1′ scale (300 pix). Contours at 3,
4. (b): 4.55 S/N peak at 1.67′ scale (500 pix). Contours at 3, 4. (c): 4.40 S/N peak at 1.67′ scale
(500 pix). Contours at 3, 4. (d): 4.69 S/N peak at 3.33′ scale (1000 pix). Contours at 3, 4.
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4.4.2 ELAIS North 1 Peaks

EN1 field key located on Pg. 160.

Region S/N σfit RA DEC rin
[J2000] [J2000] [pix] [arcmin]

EN1n1n1 4.53 4.20±0.023 16:06:34.4 +53:54:05 300 1′

EN1n1n1 3.71 2.56±0.031 16:08:20.2 +53:54:32 1000 3.34′

EN1n1n1* -4.99 - 16:07:07.0 +53:56:57 1000 3.34′

EN1p0n1† 6.37 5.15±0.024 16:10:33.1 +54:05:51 500 1.67′

EN1p0n1† 4.67 3.77±0.024 16:10:05.5 +53:47:56 900* 3′

EN1p1n1 5.11 4.66±0.022 16:12:10.1 +54:00:45 300 1′

EN1p1n1 5.08 3.43±0.030 16:13:39.6 +54:02:53 700 2.33′

EN1p1n1* -5.49 - 16:11:46.5 +54:08:42 1000 3.34′

EN1p2n1 4.69 3.64±0.025 16:15:46.8 +53:47:24 700 2.33′

EN1p2n1 4.74 3.47±0.027 16:15:12.3 +54:08:25 1000 3.34′

Table 4.5: Dominant signal peaks in the EN1 field.
†Due to a software glitch, the EN1p0n1 field could only be singly (rather than doubly) circularized, and a previous
analysis scheme substituted scales of 400 pix and 900 pix for 300 pix and 1000 pix, respectively, in the map-generation
process.
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Figure 4.16: Convergence map of the EN region for rin = 700 pix (Note: EN1p0n1 is 700 & 900 pix,
respectively). The other 3 maps are in A.3.

4.4.3 LH & EN1 Results

Prior Work

Prior cluster detection attempts in these regions utilized photometric-redshift [55, 127, 125, 125]

and color-matching techniques [94, 43] applied to catalogs generated by SWIRE and SDSS. Because

those observations are most sensitive to infrared galaxies at high-z, the majority of clusters they

locate are outside our detection range, with increasing density at z < 1. For our comparison chart,
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Figure 4.17: Signal peaks (red circles) shown at different characteristic scales overlaid on the EN1
field, with known candidate clusters from outside surveys marked by light blue crosses. Cluster
candidates at borderline redshifts within this region are dark blue. 2XMM J161040.5+540638 is in
green.

we restrict to “known” clusters within 0.05 ≤ z ≤ 0.6, however the bias in these samples may still

be influential because these methods are also sensitive to groups and filaments, in addition to truly

gravitationally-relaxed structures.

Portions of this area have also been imaged by Subaru. Miyazaki et al. (2007) [74] studied 1.57

deg2 of the field in RC to produce a WL convergence map in search of cluster candidates (Fig. 4.12).

They reported seeing of 0.60′′ and 39.3 gal/arcmin2, and identified 16 potential clusters above 3.72

S/N.

Results

The first notable feature of our Lockman Hole & EN1 maps (Fig. 4.13 & 4.16) is the continuity of

measurements across neighboring (but independently calculated) fields. Because catalogs are created

independently, visual inspection of signal trends across gaps, even at lower S/N values, is an initial

test for systematic flaws.

In existing extragalactic databases5, for the redshift range in which we are sensitive, our LH

regions, (Fig. 4.14), contain 26 uniquely resolved clusters, of which we confirm 13 prior detections.

13 are unique to our survey and independently resolved spatially. In EN1 regions (Fig. 4.17), 8

cluster candidates from prior studies exist in extragalactic databases. We confirm 5 of these and

propose 3 of our own.

5http://ned.ipac.caltech.edu/
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Figure 4.18: Signal peaks in the EN1 fields. (a): 4.53 S/N peak at 1′ scale (300 pix), contours at
3, 4. (b): 4.67 S/N peak at 3.33′ scale (1000 pix), contours at 3, 4. (c): 5.11 S/N peak at 1′ scale
(300 pix). Contours at 3, 4, 5. (d): 6.37 S/N peak at 1.67′ scale (500 pix), contours at 3, 4, 5, 6.

We find strong agreement to clusters in EN1n1n1, LHn1p0, LHp0p1, LHp1p0, LHn2n2, and

LHp0n2, with an additional source with 1′ offset in that field. Both the X-ray source and the
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apparent extended structure near the bottom of EN1p0n1 correspond to our lensing peaks. The X-

ray source, 2XMM J161040.5+540638, is our highest S/N detection for the entirety of the wide-field

sample. Matching cluster detections are seen at higher redshifts in EN1p2n1, LHp2p2, LHp0n3. We

detect matches, with center coordinate discrepancy differences against clusters located in LHp0p0,

LHp0n3, LHp0p0, LHp2p, EN1p1n1, and EN1p2n1 (8 LH, 3 EN1).

We also find excellent agreement with the independent lensing results of Miyazaki et al. (2007)

[74], which were performed using the Subaru Telescope. Four of our fields overlap their imag-

ing region: LHn1n1, LHn2n2, LHp0n2, and LHp0n3. We detect 4 of the 5 clusters they find in

these fields. The cluster detection we do not confirm holds the lowest S/N among their Lockman

Hole clusters. The peak we detect in LHn1n1 (but which is not included in their final results), at

10h52m35s +57◦36′46′′, coincides with a convergence peak in the Miyazaki map which was below

their threshold for inclusion (Fig. 4.12), but significant enough to be marked as ≥3.69 S/N. This

agreement with independent lensing results is a strong independent check on our approach.

We make 13 unique detections and 6 center-of-mass corrections in Lockman and 3 of each in

EN1. Our matches are highly significant, with 34 of 36 clusters detected above S/N ≥4. Within our

sample, these two subsamples represent the most profitable of the five wide-field regions studied, at

10.53 & 10.96 peaks/ deg2, respectively.

(Complete tables and additional figures dealing with this region may be found in §A.2 & §A.3)
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4.5 Two CFHTLS Wide Fields

These areas, W2 & W3, are both subsets of the four Canada France Hawaii Telescope Legacy Survey

(CFHTLS) Wide fields [45]. The four areas of the sky in this survey were selected by the CFHTLS

leadership for low dust extinction, intersection with other extragalactic surveys and visibility from

VLT for potential follow-up. Each of the four corresponds to a season in which they are azimuthally

located (W2 in winter, and W3 in spring). Our portion consists of 2 large regions of the sky imaged

in z′. Observed on April 17th and 18th, 2010 by Karl Glazebrook under proposal S10A-083 (“Is

Dark Energy an Illusion? Measuring the growth of structure to z=1.5”)6. These fields (particularly

those of the W3 group) were observed under excellent seeing conditions in 1200 sec dithering groups.

Six of the eleven W2 pointings were of sufficient shape resolution, with average seeing of 0.66′′ and

average galaxy density of 22.18 gal/arcmin2. Meanwhile, the W3 sample was both larger and deeper,

consisting of thirteen pointing of average 0.52′′ and 27.74 gal/arcmin2 (Table 4.6).

Figure 4.19: CFHTLS Deep and Wide survey fields on the whole sky [13].

W2 Fields

W2 field key located on Pg. 165.

6http://www.naoj.org/Observing/Schedule/s10a.html
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Region RA DEC Seeing Ngal 〈ngal〉
[J2000] [J2000] [′′] [arcmin−2]

w2 52 09:02:02 -03:18 0.94 - -
w2 53 09:04:09 -03:18 0.83 - -
w2 54 09:06:15 -03:18 0.96 - -
w2 61 09:02:02 -02:55 0.74 15670 20.7
w2 62 09:04:09 -02:55 0.61 18030 23.8
w2 63 09:06:16 -02:55 0.78 15000 19.8
w2 70 09:02:02 -02:25 0.70 14307 19.6
w2 71 09:04:09 -02:25 0.58 18062 23.8
w2 72 09:06:15 -02:25 0.56 19273 25.4
w2 79 09:02:02 -02:03 1.04 - -
w2 80 09:04:09 -02:03 1.22 - -
w3 126 14:14:17 +56:10 0.51 20473 27.0
w3 127 14:17:55 +56:10 0.53 22422 29.5
w3 128 14:21:32 +56:10 0.53 19375 26.4
w3 137 14:14:17 +56:36 0.45 23178 31.0
w3 138 14:17:55 +56:36 0.46 23139 30.5
w3 139 14:21:33 +56:36 0.52 20559 27.2
w3 140 14:25:11 +56:36 1.36 - -
w3 149 14:17:55 +57:00 0.48 21774 28.7
w3 150 14:21:33 +57:00 0.48 19911 27.7
w3 151 14:25:10 +57:00 0.66 17118 22.6
w3 159 14:14:18 +57:26 0.55 19284 25.4
w3 160 14:17:56 +57:26 0.51 20531 27.3
w3 161 14:21:33 +57:26 0.48 22222 29.3
w3 162 14:25:10 +57:26 0.59 21221 28.0

Table 4.6: W-Fields quality statistics. 1200 sec stacks (5× 240 sec exposures) taken in z′ on April
17-19th, 2010. W2 is 1.26 deg2. W3 field is 2.73 deg2. Stacks with seeing > 0.8′ were discarded.
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Region S/N σfit RA DEC rin
[J2000] [J2000] [pix] [arcmin]

w2 61 3.63 3.67±0.018 9:01:53.4 -2:45:34.0 500 1.67′

w2 61* -4.02 - 9:02:00.5 -2:54:5 700 2.33′

w2 62 3.78 3.94±0.017 9:03:41.8 -3:01:15.8 300 1′

w2 62 4.01 4.18±0.017 9:04:32.5 -2:55:23.1 300 1′

w2 63 3.56 3.81±0.017 9:07:10.1 -3:01:20.4 300 1′

w2 63 3.32 3.39±0.018 9:07:10.2 -3:01:22.0 500 1.67′

w2 63 3.87 3.83±0.019 9:06:37.4 -2:47:03.9 700 2.33′

w2 70 3.31 3.33±0.018 9:01:17.3 -2:28:44.0 300 1′

w2 70 3.95 3.70±0.020 9:02:27.1 -2:25:30.2 1000 3.33′

w2 71 4.25 3.61±0.022 9:04:36.5 -2:21:23.1 700 2.33′

w2 71 4.26 4.37±0.018 9:03:26.2 -2:40:14.5 300 1′

w2 72 3.80 3.76±0.018 9:06:32.9 -2:36:34.5 300 1′

w2 72 3.27 2.94±0.021 9:05:52.0 -2:22:13.8 700 2.33′

w2 72* -4.18 - 9:06:16.2 -2:31:03.0 500 1.67′

Table 4.7: Highest signal peaks in the W2 field
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Figure 4.20: rin = 700 and 1000 convergence maps of the W2 field region.
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Figure 4.21: Signal peaks (red circles) shown at different characteristic scales overlaid on the W2 field,
with known candidate clusters from outside surveys marked by light blue crosses, other potential
candidates are shown as green crosses. Detections at the borderline redshifts of this dataset are dark
blue. Voids are magenta.
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Figure 4.22: Signal peaks in the W2 fields. (a): 3.87 S/N peak at 2.33′ scale (700 pix). Contours
at 3, 3.5. (b): 4.25 S/N peak at 2.33′ scale (700 pix). Contours at 3, 3.5, 4.
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W3 Fields

W3 field key located on Pg. 171.

Region S/N σfit RA DEC rin
[J2000] [J2000] [pix] [arcmin]

w3 126 3.55 3.44±0.019 14:15:58.9 +56:20:15.4 500 1.67′

w3 126 4.17 3.71±0.021 14:13:37.9 +56:19:35.0 700 2.33′

w3 127 4.23 3.83±0.020 14:17:16.4 +56:15:30.4 500 1.67′

w3 127 4.46 4.46±0.018 14:18:38.5 +56:09:08.0 300 1′

w3 128 3.56 3.19±0.021 14:22:28.5 +56:19:52.2 1000 3.33′

w3 137 4.01 4.01±0.018 14:12:49.6 +56:38:17.7 300 1′

w3 137 3.53 3.34±0.019 14:14:41.4 +56:48:00.1 500 1.67′

w3 137* -4.21 - 14:15:51.2 +56:34:59.0 700 2.33′

w3 138 4.38 4.01±0.020 14:17:04.0 +56:39:33.0 500 1.67′

w3 138 4.06 3.72±0.020 14:18:53.1 +56:41:33.2 500 1.67′

w3 138 4.15 3.77±0.020 14:17:21.0 +56:38:36.3 700 2.33′

w3 138* -5.30 - 14:17:58.8 +56:36:41.9 500 1.67′

w3 139 3.90 3.79±0.019 14:21:46.1 +56:31:27.8 500 1.67′

w3 139 4.17 3.86±0.020 14:21:06.8 +56:47:26.9 700 2.33′

w3 139 3.69 3.74±0.018 14:22:18.2 +56:41:10.5 300 1′

w3 139 5.59 5.18±0.020 14:23:18.0 +56:39:47.0 700 2.33′

w3 139 3.68 3.58±0.019 14:16:27.5 +56:56:01.2 500 1.67′

w3 150 4.43 4.58±0.018 14:20:41.2 +56:51:22.6 300 1′

w3 150 3.96 3.56±0.021 14:20:33.6 +57:12:25.9 700 2.33′

w3 150 5.84 4.91±0.023 14:23:19.5 +57:12:59.7 1000 3.33′

w3 151 4.64 3.88±0.022 14:26:03.1 +57:05:23.6 1000 3.33′

w3 159 5.10 5.12±0.018 14:13:05.0 +57:35:45.8 500 1.67′

w3 159* -5.19 - 14:14:23.9 +57:23:18.9 700 2.33′

w3 160 3.96 4.36±0.017 14:18:38.3 +57:29:53.2 300 1′

w3 160 4.16 4.46±0.017 14:19:04.8 +57:25:38.5 700 2.33′

w3 161 4.91 4.30±0.021 14:22:15.3 +57:27:39.3 700 2.33′

w3 161 3.84 3.36±0.021 14:20:27.1 +57:31:22.1 700 2.33′

w3 162 4.39 4.18±0.020 14:23:50.5 +57:26:47.3 1000 3.33′

Table 4.8: Highest signal peaks in the W3 field.

4.5.1 CFHTLS W2 & W3 Results

From the NED extragalactic database, our W2 fields contain 12 uniquely-located cluster candidates

within the redshift range of detectability, of which we confirm 6, and propose 6 in addition to these.

In W3, of the 5 non-CFHTLS candidates which exist, we detect 2. 30 unique, non-extended-structure

cluster candidates originate from the CFHTLS study, of which we confirm 6. 13 of our peaks suggest

unique cluster detections.
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Figure 4.23: rin = 700 pix convergence map of the W3 field region.

The vast majority of previously cataloged cluster candidates from these fields (every one from

W2, and all but 5 in the regions covered by our W3 sample), are candidate clusters attributed to

a photometric cluster survey conducted on the four CFHTLS regions by Durret et al. (2011), [29].

They proposed a total of 6802 possible cluster candidates over 154 deg2 via photometric redshift

counts. Their methodology is sensitive to clusters from 0.1 ≤ z ≤ 1.15, with the bulk of detections

above z & 0.5, and four times as many intermediate mass (1014M�) clusters in the high redshift

0.5 ≤ z ≤ 1.15 range than the range 0.2 ≤ z ≤ 0.5, which overlaps our WL sensitivity. Their

catalog also contains a large number of 2σ detections, which they attribute to “catastrophic redshift

clustering” in their photo-z calculations. They also found their measurements unreliable below

z = 0.35, and were unable to cross-correlate detections at these low redshifts (though this is the well

within our most sensitive region). Therefore, our findings allow a useful contrast with photometric
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Figure 4.24: Signal peaks (red circles) shown at different characteristic scales overlaid on the W3
field, with known candidate clusters from outside surveys marked by light blue crosses. Voids are
magenta. Cluster candidates at borderline redshifts within this region are dark blue. (Note: W3 139
does not display as background in this imaging projection.)

galaxy cluster searches at this redshift scale.

(Complete tables and additional figures dealing with this region may be found in §A.4 & §A.5)
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Figure 4.25: Signal peaks in the W3 fields. (a): 4.46 S/N peak at 1′ scale (300 pix), contours at
2.5, 3, 3.5, 4. (b): 5.59 S/N peak at 2.33′ scale (700 pix), (contours outside field of view). (c): 4.43
S/N peak at 1′ scale (300 pix), contours at 2.5, 3, 3.5, 4. (d): 5.10 S/N peak at 1.67′ scale (500
pix), contours at 3, 4, 5.
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4.6 Boötes Void

Boötes field key located on Pg. 179.

Another large area of high-quality data lies in a region adjacent to the so-called Boötes void,

a nearby spherical expanse approximately 75 Mpc in diameter with an extreme underdensity of

galaxies (less than 100 have been observed) [54]. However, it borders the Hercules and Boötes

superclusters, and the data obtained is a 2.96 deg2 section of the sky nearly equidistant from the

centers of the void and the Boötes supercluster (Fig. 4.26). (We refer to this region as Boötes or

F-fields for convenience.)

Observations were performed April 27th & 28th, 2011, under proposal S11A-083 “A Suprime

View of Clusters in Bootes” by P.I. Yen-Ting Lin7. Sky conditions were measured as extremely

clear, with seeing reported between 0.2′′-0.6′′ (though our more thorough analysis shows it closer

to 0.5′′ on average). Observers sought imaging between 3-5, 240 sec exposures in z′. Our analysis

restricted these to those pointings of greater than 720 sec and sub-0.6′′ seeing. Of 16 usable stacks,

13 exceeded 1200 sec, and 12 contained ≥31 resolved galaxies per arcmin2 (Table 4.9). Despite

exceptionally good seeing, and having been imaged in 2011, there is as yet no published literature

crediting the P.I. of the imaging proposal (a convention used to credit the particular observation,

particularly in the case of the first use of images).

This area was initially one of two observed in deep optical and near-infrared by the NOAO Deep

Wide-Field Survey (NDWFS) [50], each covering 9.3 deg2 of the sky and aimed at understanding

large scale structure and evolution at z > 1. Boötes was one of these two fields, centered at

14h32m05s +34◦16′, near the north galactic pole, while the other, not used in our dataset, was

found in Cetus in the southern hemisphere. The regions were originally imaged by the MOSAIC

camera on the Mayall Telescope at KPNO (and Blanco at CTIO), while infrared observations were

first made via other KPNO instruments. It was later observed by Spitzer as parts of the IRAC

Shallow Survey [32], and by the Chandra X-ray Observatory [79]. Spitzer later conducted a multi-

epoch survey, the “Spitzer Deep Wide-Field Survey” (SDWFS) [108], over the same region.

These regions were selected for low IRAS cirrus emission, relatively small amounts of neutral

hydrogen, and due to expected later observation of the areas by the VLA FIRST radio survey. It is

part of HerMES study listed as “NDWFS/Bootes” and as “Bootes-SCUBA2.”

7http://www.naoj.org/Observing/Schedule/s11a.html
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Quality

This area consists of sixteen fields, with numerous others from this data set having been rejected

because of low-exposure times or aberrant seeing and three (F43, F61, and F72) included for com-

pleteness, despite including only 720 sec of exposure time. Results from these areas, though included

in this section, are to be considered more skeptically due to their poorer depth. Further, data ir-

regularities resulted in only half of F81 stacking correctly (though the remaining area was otherwise

unaffected), and F62 only able to be subjected to a single circularization. The once (rather than

doubly) circularized stack exhibited no particularly interesting features (high significance WL de-

tections would have been evident in this field even prior to a 2nd circularizing step). 151/2 pointings

were successfully reduced, with 121/2 meeting all quality criteria. Of the best fields, seeing averages

0.52′′ and 34.80 gal/arcmin2. Including the three substandard areas the quality is 0.53′′ and 33.17

gal/arcmin2, in total (the three 720 sec areas yield comparable seeing but lower, 26.40 gal/arcmin2,

galaxy density figures). Though the stellar resolution varies the least from pointing to pointing of

all 5 major wide-field analysis regions, the exposure times (due to both observer choice and our own

selection for inclusion in stacking) vary more greatly, with 1200 sec, 1440 sec stacks and a single

2880 sec field, F63. (Table 4.9)

Figure 4.26: Location of “Boötes Void” data (red box) relative to the void itself and adjacent
superclusters [91].
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Region RA DEC texp Seeing Ngal 〈ngal〉
[J2000] [J2000] [sec] [′′] [arcmin−2]

f43 14:30:21 +34:15 720 0.52 18049 27.7
f44 14:32:39 +34:15 1440 0.57 25508 38.7
f45 14:34:57 +34:15 1440 0.46 24151 36.9
f46 14:37:16 +34:15 1440 0.48 25562 39.4
f52 14:28:22 +33:50 1200 0.51 22705 35.3
f53 14:30:59 +33:50 1440 0.49 24359 37.0
f54 14:33:35 +33:50 1200 0.58 22509 34.2
f56 14:37:42 +33:47 1440 0.59 21160 31.7
f61 14:25:48 +33:24 720 0.53 16815 25.8
f62† 14:28:26 +33:24 1200 0.54 21299 32.9
f63 14:31:04 +33:24 2880 0.53 23959 36.3
f64 14:33:42 +33:24 1440 0.47 23541 35.8
f71 14:25:59 +32:58 1200 0.52 20762 31.6
f72 14:28:37 +32:58 720 0.53 16363 25.7
f73 14:31:14 +32:58 1440 0.54 20540 31.2
f81 14:25:59 +32:25 1440 0.56 9197 28.0
†Field only stacked and circularized once.

Table 4.9: Boötes Fields. 1200 sec (5× 240 sec stacks) taken in z′. Subtends 2.96 deg2 of the sky.

4.6.1 Boötes Results

Within our redshift range, 25 isolated candidates exist within our imaged regions. Our peaks corre-

spond to only 4 of these, while 15 are unique compared to prior work.

In previous studies, F46 (upper-left) appears to contain some extended structure, which we

positively confirm (Fig. 4.30). Our highest detection is in F43 (rightmost of upper row), where we

obtain a 6.30 S/N cluster. We also obtain a clear image of a strong lens in F64, at the location of a

3.70 S/N peak with rin=1′ (Fig. 4.30).

Similar to the case of Lockman and EN1 regions, the existing cluster candidates in these fields

come almost exclusively from photometric methods utilizing SDSS data [127] as well as earlier work

looking for galaxy overdensities based on the digitized Second Palomar Observatory Sky Survey

[62, 40, 39, 62]. And though we select for candidates with expected cluster redshift within 0.05-0.5,

some bias may still be present.

(Complete tables and additional figures dealing with this region may be found in §A.6.)
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Region S/N σfit RA DEC rin
[J2000] [J2000] [pix] [arcmin]

f43 6.30 5.64±0.022 14:30:50.9 +34:21:12.2 500 1.67′

f44 4.43 2.97±0.030 14:32:41.5 +34:27:04.7 700 2.33′

f44 4.28 2.59±0.033 14:33:03.3 +34:21:31.5 1000 3.33′

f44* -6.92 - 14:32:40.6 +34:16:12.4 1000 3.33′

f45* -4.56 - 14:34:51.2 +34:15:59.7 500 1.67′

f46 4.86 4.35±0.022 14:37:08.5 +34:19:05.3 700 2.33′

f52 4.49 3.76±0.024 14:28:07.6 +33:45:22.9 500 1.67′

f52 4.35 3.19±0.028 14:29:19.5 +34:00:34.6 1000 3.33′

f53 3.71 3.71±0.020 14:31:29.3 +33:53:45.9 300 1′

f54 4.00 4.16±0.019 14:33:08.0 +33:50:25.2 300 1′

f54 4.44 4.62±0.019 14:32:45.8 +34:01:00.1 300 1′

f56 4.88 5.10±0.019 14:38:18.2 +33:55:27.9 300 1′

f61 5.22 4.94±0.021 14:25:29.1 +33:14:39.8 500 1.67′

f63 4.40 4.06±0.021 14:32:08.7 +33:15:10.4 500 1.67′

f63 4.19 3.61±0.023 14:31:43.2 +33:31:45.9 700 2.33′

f63* -4.51 - 14:31:05.3 +33:24:49.0 500 1.67′

f64† 3.70 3.57±0.020 14:33:53.1 +33:30:15.6 300 1′

f64 4.53 3.91±0.023 14:34:19.2 +33:27:17.3 700 2.33′

f71 4.63 3.51±0.027 14:26:41.5 +33:00:53.5 1000 3.33′

f71 4.44 3.90±0.023 14:25:41.1 +32:51:49.4 500 1.67′

f71* -5.32 - 14:25:01.2 +32:57:59.8 500 1.67′

f73 4.37 3.20±0.028 14:31:50.6 +32:51:44.5 1000 3.33′

f73 4.04 3.13±0.026 14:30:54.4 +32:49:29.1 700 2.33′

†Exhibits strong lensing arc.

Table 4.10: Highest signal peaks in the Boötes field.



112

6

4

2

0

-2

-4

-6
38:00.0 36:00.0 34:00.0 32:00.0 14:30:00.0 28:00.0 26:00.0

34
:0
0:
00
.0

30
:0
0.
0

33
:0
0:
00
.0

32
:3
0:
00
.0

RA

D
EC

Bootes

Figure 4.27: rin = 700 pix convergence map of the Boötes Void field region.
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Figure 4.28: Signal peaks (red circles) shown at different characteristic scales overlaid on the Boötes
field, with known candidate clusters from outside surveys marked by light blue crosses. Voids are
magenta.



114

16.0 12.0 08.0 04.0 14:37:00.0

20
:4
9.
0

19
:5
3.
0

34
:1
8:
57
.0

01
.0

17
:0
5.
0

RA

D
EC

F46

X

Figure 4.29: 4.86 S/N peak at 2.33′ scale (700 pix), contours at 3, 4.
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Figure 4.30: Signal peaks in the Boötes fields. (a): 6.30 S/N peak at 1.67′ scale (500 pix), contours
at 3, 4, 5, 6. (b): 4.28 S/N peak at 3.33′ scale (1000 pix), contours at 3, 4. (c): 5.22 S/N peak
at 1.67′ scale (500 pix), contours at 3, 4, 5. (d): 3.70 S/N peak at 1′ scale (300 pix), contour at 3.
Gravitational lens evident near leftmost X.
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4.7 Summary of Results

Figure 4.31: Summary of quality statistics for each of the 92 candidate peaks across all scales.
Boötes is red, W2 & W3 are yellow and green, and the light and dark blues are LH and EN1.

In all, with some variance in image quality, (Fig. 4.9), this chapter contains WL measurement

of 10.34 deg2 of the sky from 53 separate pointings, imaging 1,268,828 source galaxies. We find

92 candidate peaks of S/N ≥ 3.0 (with 2 duplicate couples measured at identical S/N for two

different rin values, and both included on the chart of final candidates). 43 of our cluster candidates

correspond to known candidate clusters, while 47 are unique, hitherto unknown structures. Our
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Figure 4.32: Relation of S/N to σfit values.

frequency of detection is 8.704 peaks-deg−2, with Boötes the emptiest of the five regions. LH, EN1,

W2, and W3 possess a convergence peak density of 10.53, 10.96, 9.52, 9.12 peaks-deg−2, respectively,

while Boötes only contains 6.42 peaks-deg−2.

In total, including all measured peaks (not just the highest S/N selected to determine the char-

acteristic extent) we find similar numbers of detections across each scale—54, 70, 64, 50 at scales of

1′, 1.67′, 2.33′, and 3.33′, respectively—showing that no systematic factor is biasing the application

of the fiatmap algorithm.

We also see that the relationship between the S/N values and our gaussian assurance parameter,

σfit, is approximately linear (Fig. 4.32), with similar distributions (Fig. 4.31d), demonstrating that

the σfit is a useful value for gauging signal strength. We find the strongest determinant of S/N

strength is resolved galaxy density, 〈ngal〉, (Fig. 4.31). However, the inherent regional variability is

significant enough to provide a possible alternative explanation. Though seeing and exposure depth

are determinative in attaining high source-density, we find that they do not correlate noticeably

with lensing signal strength per se among a self-selected dataset pre-selected above certain quality

parameters. This is somewhat unexpected; however, we note that our sample is comparatively
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Figure 4.33: (a) Correlation between S/N convergence peaks and their value in terms of standard
deviations to the fitted normal distribution. (b) Two-dimensional histogram of peaks in terms of
S/N and σfit.

homogeneous in terms of seeing because we set a high quality threshold for inclusion. Mean field

stellar FWHM only ranges between 0.47′′-0.78′′; this is nearly the best ground-based seeing possible

for a sample of this size. Therefore, it is likely that among fields with excellent seeing, with all other

quality parameters being equal, WL detection likelihood does not measurably increase as seeing

improves. A wider range of values may be necessary to discern a significant effect in terms of WL

detection.

Our results are in strong agreement with previous weak lensing study of a portion of the Lockman

Hole by Miyazaki et al. (2007) [74]. We independently identify all but one of their detections in

overlapping regions, providing a good external check of our cluster detection method. Our detections

do not match optical samples as well—likely due, in part, to the large numbers of false positives

found in those methods. Best agreement with previously-known cluster candidates (found via any

method) is seen in the Lockman and EN1 regions. Prominent X-ray sources found in LH and EN1

are detected at high significance as well.

Though our goals and the scope of this work is substantially different, we note that in terms of

total sky analyzed through lensing techniques, our 10.34 deg2 subtended is comparable to the scale of

far better-funded projects with substantially more personnel8. Furthermore, it also comprises only

8DLS: 21 deg2; Weighing the Giants: 12.5 deg2; CFHTLS-Deep: 4 deg2; etc.
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one of a handful of large-scale lensing cluster surveys attempted so far, a number which is certain

to grow as ever larger instruments and enormous data-handling abilities come online over the next

decade.



Chapter 5

Selected Cluster Weights

“...As we know, there are known knowns; there are things we know we know.

We also know there are known unknowns.

That is to say, we know there are some things we do not know.

But there are also unknown unknowns—the ones we don’t know we don’t know.

And if one looks throughout [history]...

it is the latter category that tend to be the difficult ones.”

Donald Rumsfeld

This chapter employs the numerous data handling and analysis tools developed for large-scale

Subaru WL processing to obtain mass measurements of several clusters that have no previous pub-

lished lensing results (as well as one cluster with both WL and other mass estimates, for calibration

of our technique). In addition to the reduction methods performed to generate 2D mass maps as in

the previous chapter, several additional catalog preparation steps are needed. First, because mass

measurements require source redshifts, we construct an ensemble approach to redshift estimation

for the galaxies in our sample (§5.1.1). We then create high-resolution 2D mass reconstruction maps

of each cluster to locate the central lensing peak and mass distribution. We utilize an NFW-fitting

approach to find shear-derived M200 values (§5.1.2). We calibrate our approach by comparison

with a well-studied cluster, Abell 383 (§5.2), and proceed to mass estimates. We make measure-

ments of the four galaxy clusters PLCK G 100.2-30.4, PLCK G 018.7+23.6, Abell 1672, & RXC

J1651.1+0459—and are able to generate mass estimates of three of them.
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5.1 Methodology

5.1.1 Photometic Calibration & Simulated Redshifts

Figure 5.1: Monte Carlo estimated PLCK 100 mag-z distribution overlaid on COSMOS-derived
value distributions for the r′-bandpass, in blue and black1, respectively.

In order to assign redshifts to the galaxies in our catalogs, we need accurate photometric zeropoint

data. We achieve this by calibration of SExtractor-measured magnitudes against known SDSS

magnitudes for objects found in our field. Corrections to within ≤0.05 magnitude accuracy were

sufficient, as color-dependent photometric redshifts could not be utilized to high-accuracy with only

several wavebands. Object redshifts are then found via an ensemble matching approach to the

COSMOS field photometric redshift catalog, which was compiled largely using multi-band Subaru

observations (and thus uses the same camera and filters as our fields).

The COSMOS photometric redshift catalog was obtained from their data archive [14]. The cat-

alog covers 2 deg2 of combined space-based and ground-based observations, including with Subaru.

As a result, it contains detailed magnitude and photometric redshift information for over 3 × 105

1Or white and gold.
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galaxies taken in z′, i′, r′, g′, V , and B passbands with the Suprime-Cam imager. Because of the

large number of galaxies in the catalog, it provides the best estimate of the redshift distribution

for galaxies in any given Subaru magnitude range. Thus, it may be used as a means to form a

magnitude-redshift correlation for the background galaxies in our fields.

The COSMOS data was prepared by re-formatting the catalog and header information to match

SExtractor-recognized values, and the catalog was then filtered to exclude stars, masked/flagged

objects, and entries with null values for photometric-z’s and Subaru magnitudes. The Subaru

magnitudes were measured with 3′′ apertures, so matching of galaxy catalogs utilized apertures

of the same size and SExtractor cataloging parameters. After performing the galaxy filtering

steps (§4.1.1), the objects are matched to the redshift distribution via a Monte Carlo approach,

associating each galaxy with a COSMOS galaxy redshift from within 25 nearest neighbors in terms

of magnitude, for the catalog of that bandpass. Because our catalogs are on the order of ∼105

objects, the ensemble approach simulates the z distribution to an accuracy sufficient to make shear

measurements. Photometric-z estimates would only be possible in fields which include multiple

bandpasses at high source-density, and could suffer from systematic biases not controlled for in our

analysis. Because our catalogs are relatively large (as they have been pre-selected for high-quality

observing conditions), we can employ a statistical approach to z-estimation relying on a catalog

already compiled for the same instrument with more accurate photometric redshift determinations.

Our approach necessarily means that some foreground galaxies are mistakenly classified as back-

ground and vice-versa. However, the distribution of redshifts should be robust, and because galaxy

magnitudes correlate well with redshift the mean lensing signal should be largely unaffected. Our

calibration measurement of Abell 383 serves as a partial test of this approach.

5.1.2 NFW Fitting Protocol

Assuming a Navarro-Frenk-White density profile [81], a halo mass within a radius of R200 is

M200 ≡M(R200) =
800π

3
ρcR

3
200 =

800π

3

ρ(z)

Ω(z)
R3

200 (5.1)

where ρc(z) is the critical density of the universe (Eq. (1.28)), ρ(z) is the mean energy density,

and Ω(z) is the cosmological density parameter, all at the cluster redshift z. This profile has a

characteristic radial scale, for which R200 is defined as the distance from the center of the cluster at
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which the concentration of mass equals 200 times that of the critical density of the universe. It has a

surface mass density, ΣNFW (r), which varies radially in terms of the characteristic scale. To estimate

a M200 mass value, we follow the methodology of Wright & Brainerd (2000) [132], calculating the

predicted shear at the position of each galaxy and comparing it against our measurements. We then

vary the R200 value to find the minimum χ2 residual via the parabolic extrapolation approach of

Press et al. (2007) [92]. The best fit of the measured shear profile of that to the NFW model allows

us to calculate the mass. The R200 radius associated with that fit describes the physical extent of

the cluster, and is sensitive to both the cluster density and the cosmology [28].

It should be noted that R200 values are not derived independently, they are the result of the value

associated with the parametrically-derived fit to the measured tangental ellipticities of the galaxies

alone. Additionally, we point out that best-fit χ2 values are the minima for the fit itself, and are

dependent on the intrinsic shape noise of the catalog. Therefore, they are not an independent gauge

of the quality of the measurement, but rather a relative figure compared to other potential values of

M200 for the sample.

Angular diameter distance measurements are calculated based on the redshift information matched

to each object (and independent redshift measurements of the lensing cluster itself), under current

Planck -derived ΛCDM model cosmological parameters (Ωm, ΩΛ, Ωk, h)=(0.306, 0.692, 0.0, 0.678)

[87].

In order to calculate error bars for our mass values, we employ a jackknife approach, calculating

the best NFW fit to each of 5000 catalogs, as described, but having randomly resampled each to

include only 50% of the background galaxies. This is useful as an internal consistency check, and

variance among these measurements determines the error range in M200 measurement. Moreover, it

ensures that our shear signal is not dominated by a small fraction of shape outliers.

5.2 Calibration Field: Abell 383

Due to the potential for bias in WL measurements it is important to provide benchmarks that will

expose systematic errors within the reduction and analysis framework. To this end, we utilized a

well-studied cluster with independent mass measurements via multiple analysis techniques, Abell

383, as a calibration cluster.

Though Abell 781 (used as a calibration field in our previous chapter) represents a cluster with
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Figure 5.2: Abell 383 region. Contours are of 4, 6, 8 & 10 S/N, and a strong lens is visible to the
lower left of the 10.2 S/N peak. (Maps have a tolerance of ±5′′.)

highly-resolvable WL features, the subcluster structure creates the possibility of degeneracy in mass

measurements [70]. For the purpose of calibration, a dense, centralized cluster is more appropriate.

Abell 383 is the paradigm of this—as an extraordinarily well-studied field with a compact mass

distribution.

5.2.1 Previous Measurements

Optical observations of the galaxy distribution place the cluster center at 2h48m06.9s -3◦29′32′′ [99],

and mean redshift z ' 0.1871 [34]. Several strong lensing features have been identified in the heart

of the cluster (Fig. 5.2).

There are a wealth of mass measurements of Abell 383, many utilizing WL. Mass estimates
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of the cluster vary slightly, with weak lensing measurements typically finding an approximately

∼30% lower mass estimate than X-ray observations, likely due to cluster-cluster contamination

from an offset high-redshift (z ' 0.9) background cluster2 [134]. Nonetheless, because we are not

completing a precise redshift-complete cluster weighing study, we are satisfied to confirm M200

agreement to within 20%. A 2007 weak lensing study by Bardeau et al. [7] used CFH12K to

measure M200 = 5.98 ± 2.08 × 1014M� for A383. Chandra X-ray observations that same year fit

cluster halo observations to an NFW profile, finding a virialized mass Mvir = 9.16+1.89
−1.85 × 1014M�

[98]. The CLASH project finds an M200 mass of 8.1±2.2×1014M� [119], while Weighing the Giants

estimates M(< 1.5Mpc) = 7.3± 1.4× 1014M�, [6] (using a methodology that finds cluster weights

within 1.5 Mpc of the cluster center, rather than the M200 figure). Huang et al. (2011) [46] test a

variety of approaches for galaxy selection, using multi-band data from CFHT and Subaru, finding a

range of M200 values between 6.30–7.44×1014M�.

5.2.2 Mass Measurement

(a) (b)

Figure 5.3: 2D mass reconstruction maps of the Abell 383 cluster. (a) E-mode S/N, peaking at
10.207 at the cluster center. (Contours at 4, 6, 8, & 10). (b) B-mode systematic check, peaking at
3.32 (plotted on the same scale).

Abell 383 was observed on November 5th, 2011 by Umetsu, Bruursema & Medezinski under

proposal S10B-059 “A unique cluster mass profile dataset from an HST-Subaru Survey” (effectively,

the CLASH lensing study). 6300 sec of data was obtained in z′-band (a mix of 150 sec & 300 sec

2In principle, our measurement could help resolve this discrepancy, but this would require more precise redshifts
for the background galaxies.
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(a) (b)

Figure 5.4: Linear and logarithmic plots of S/N pixel distribution in our Abell 383 mass reconstruc-
tion map. E-mode in red, B-mode in orange, with vertical lines at B maxima and 3σfit.

exposures). The SMOKA archive reported mountaintop seeing between 0.22′′-0.35′′, but in actuality,

we find the seeing in this region to be 0.52′′.

After circularizing to <0.4% e1-e2 stellar ellipticity, assigning and then cutting on estimated

redshift, and filtering to remove foreground objects, we map a field with 26931 galaxies (37.3

gal/arcmin2). Unsurprisingly, we detect this cluster at S/N= 10.21, with a central peak of 2h48m01.7s -

3◦31′21.5′′. Signal distribution places the peak at σfit=8.056±0.03, and a B-mode maximum far

below measured S/N at 3.32 (Fig. 5.4).

Our sample selected from a magnitude cut of 20.39 < mag < 25.62, and redshift estimate

z > 0.1871. Reconstruction maps include the entire quality region of the field, while our NFW

measurement selects a circular annulus of the 10.2′ extent of the cluster centered on the peak of

detection (a 100 pixel circle at the cluster center is removed because the galaxy density makes

distinguishing source from background impossible here).

We measure a minimized–χ2 fit of M200 = 7.65 ± 1.61 × 1014 M� (with χ2 = 0.724). This

value is well within the range of recent lensing measurements. We also find the cluster extent to be

R200 = 1.81 Mpc. For comparison, Bardeau et al. (2007) [7] find R200 = 1.89 Mpc. We provide a

2D histogram of mass-χ2 values generated by our 5000 iteration jackknife measurement, Fig. 5.5,

showing the maximum-likelihood M200 values, produced from catalogs sampling 50% of the galaxies

used in the NFW fit. (Note that, as described in §5.1.2, χ2 is linked to the shape noise of the catalog

itself, therefore the range of χ2 values is an illustration of shape noise variability among resampled
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catalogs.) It shows a measurement centered on our final result, confirming that our estimate is not

dominated by a small fraction of galaxies. Fig. 5.6 displays this comparison graphically. Therefore,

our pipeline is capable of producing accurate mass estimates.

Figure 5.5: M200-χ2 maximum likelihood plotted over 5000 resampled iterations of the Abell 383
lensing catalog. Centered at a mass of M200 = 7.65± 1.61× 1014M�.

5.3 Planck-XMM Clusters

The Planck Collaboration identified dozens of potential galaxy clusters through application of the

Sunyeav-Zel’dovich effect. Many of these have been selected for follow-up by the X-ray observatory

XMM-Newton, and several were selected for WL study with Subaru. Among them are two observed

in 2012, but, as of the time of this writing, having no published weak lensing results. They consist

of PLNK G 100.2-30.4 and PLCK G 018.7+23.63, as identified by SZ signal [89]. The fields were

imaged by observers Radovich and Formicola on the evening of July 24, 2012, under proposal S12A-

059 (o12122) “A weak-lensing analysis of two new clusters discovered by the Planck survey”4 this

3also known as “PLCKESZ G100.2-30.4.” and “PLCKESZ G100.2-30.4.” For convenience, we refer to these areas
as “PLCK 100” & “PLCK 018.”

4http://www.naoj.org/Observing/Schedule/s12a.html



129

Figure 5.6: Comparisons with previous measurements of Abell 383 masses. Y -axis plots ratio of our
result, MMich

200 , to figures seen in other work (error bars show extrema of possible results), while the
X-axis shows independently reported masses, M Ind

200 . Our result is displayed as a vertical red line
with error limits the dotted lines. (Note that Chandra and Weighing the Giants values have been
scaled from Mvir and M(< 1.5Mpc), respectively.)

(a) (b)

Figure 5.7: XMM-Newton imaging of the central mass distribution regions of the two Planck-detected
clusters. Yellow crosses indicate Planck SZ-derived positions, and green/red indicate X-Ray peaks
found in the ROSAT BSC/FSC catalogs [89].

imaging is the third in a sequence of follow-up observations on these cluster candidates.

Our analysis strongly confirms the detection of the former, while the latter is more problematic.



130

5.3.1 PLNK G 100.2-30.4

Figure 5.8: Color composite of the PLCK 100 cluster in r′-i′-g′ filters.

Planck et al. (2011) [89], performing follow-up on the Planck SZ-detected cluster candidates with

XMM-Newton, detected PLCK G100.2-30.4 in X-ray at 4.7 S/N, having found it at a S/N value of

5.5 in its Planck -HFI maps measuring SZ detection. They derive a spectroscopic X-ray redshift of

zFe = 0.31, fitting to the Fe contribution to the X-ray spectral profile, while observations by the

CAMELOT camera at the 0.82-m IAC80 telescope (see Fig. 3.7a) calculate a photometric redshift

of zphot = 0.38 ± 0.04 using four bands of imaging (griz). While SDSS-derived optical spectral

redshift finds a value in-between these at zopt = 0.34± 0.03 [88].

The data in our sample is also drawn from four filters: g′r′i′z′ wavebands, with the vast majority

coming in r′, which is excellent for resolving background object shapes. All imaging (including that

of PLCK 018 as well) consists of 180 sec exposures. The r′ field consists of 19× 180 sec exposures,

3420 sec total. 10 exposures in i′ & g′ totaled 1800 sec, and 7 z′ exposures for 1260 sec.

No analysis is required to demonstrate that there is a massive cluster located in this part of the
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(a) (b)

Figure 5.9: 2D mass reconstruction maps of the PLCK 100 cluster. (a) E-mode S/N, peaking at
11.374 at the cluster center. (Contours at 4, 6, 8, & 10, and white at 11). X-ray and SZ detection
locations [89] indicated by white and purple marks, respectively. (b) B-mode systematic check.

sky. Lensed and magnified galaxies are exceedingly evident in Fig. 5.11. Though the cluster center

sits on the cusp of what we had chosen as our data sample cut-off in terms of galactic latitude, at

coordinates, `=100.243◦, b=-30.354◦, we do not find the region contaminated by an over-abundance

of stars or foreground galactic extinction.

Using r′-band data, we detect this cluster at 11.69 S/N, σfit=7.517±0.02, with a B-mode max-

imum of 4.84 at a different position (Fig. 5.9). Our peak center, at 23h22m14.7s +28◦31′36.0′′ is

in good agreement with the X-ray and SZ sources found by XMM-Newton and Planck [89] at

23h22m14.9s +28◦31′13.5′′, and 23h22m21.4s +28◦33′46.8′′, respectively. SZ detection is offset

1.4′ from our central lensing peak. Further, this peak is consistently seen across the other inde-

pendent (g′i′z′) bandpasses, at 8.24 S/N, 9.47 S/N, and 11.65 S/N. Applying seeing-correction,

and placing further catalog cuts to filter the sample, we exclude objects with estimated z < 0.40,

magnitude (23.7 < mag < 26.3), and very small size.

As mentioned above, there are two differing redshift values for this cluster, the variance of which

has some influence over the derived mass measurements for our sample. We determine three M200

values, one for each possible z. Our fitted NFW profile returns best-fit estimates of:

• X-ray Spectral (zFe = 0.31): M200 = 7.22± 1.85× 1014 M�. χ2 = 0.59.

• SDSS Optical (zopt = 0.34): M200 = 7.67± 2.02× 1014 M�. χ2 = 0.59.
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• Photometric (zPhot = 0.38): M200 = 8.17± 2.12× 1014 M�. χ2 = 0.60.

We also find R200 scale radii of 1.69 Mpc, 1.71 Mpc, and 1.72 Mpc, respectively. These values

place our measurement in good agreement with that of the 2011 Planck team’s XMM-Newton X-ray

results, which are of M500 = 5.63 ± 0.22 × 1014 M�, and R500 = 1.13 Mpc, which measures the

smaller central region of the cluster [89]. M500 and R500 refer to values calculated in reference to

the region of the cluster where mass concentration is greater than 500 times that of the universe’s

critical density (and likewise with regard to M200 and R200). Therefore, we expect our figures, which

correspond to a greater extent of the cluster, to be larger. We find our results to be a confirmation

of the XMM-Newton values.

5.3.2 PLCK G 018.7+23.6

This region was also imaged in the same four wavebands, though several fields experienced imaging

glitches. As in the previous instance, r′ was the most heavily used filter, with 15 usable exposures

of 180 sec for 2700 sec total. Those acceptable for lensing use totaled 1800 sec in i′, g′ and 1620 in

z′.

Planck et al. (2011) [89] Planck -HFI maps find PLCK G018.7+23.6 at 5.6 S/N, while XMM-

Newton detects it at 6.0 S/N. Despite a detection strength roughly on par with PLCK 100 by these

metrics, we found a substantially different observational quality. The central component of PLCK

018 is essentially undetectable across all scales by WL analysis with the field of view we had access

to. Instead, lower significance structures appear, widely separated from the published location.

Although we had hoped to find an unambiguous WL signal, it is unsurprising that we did not

for several reasons. Firstly, X-ray spectroscopic redshift measurement places it significantly closer

to us, at zFe = 0.09, on the near edge of the detectability region for weak lensing. Secondly, it lies

several degrees within the galactic disk, at `=18.759◦, b=23.564◦. Foreground extinction as well as

a very star-heavy field, prevents successful imaging of enough background galaxies to make a firm

detection of a signal. Though r′-band seeing of unglitched images was 0.66′′, which is adequate,

there are far more large saturated stars compared to our other data. A higher fraction of the field

is therefore obscured by them. Other bands of data possess worse seeing still, with g′, i′, & z′

having stellar FWHM’s of 0.86′′, 0.74′′, & 0.74′′, respectively. Thirdly, the WL signal itself would

be likely to be relatively diffuse at this scale, because observations by XMM-Newton estimate mass
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Figure 5.10: Convergence contours of the PLCK G 100 cluster center in the r′ (main lensing) band.
The cross marks the X-ray emissions peak of the XMM study of this field. [89]

and radial extent values of M500 = 3.42± 0.22× 1014 M�, R500 = 1.03 Mpc [89]. This translates to

an angular scale of θ500 ' 10′ (and thus, what would appear as a larger R200 in our measurements),

while Suprime-Cam’s imaging field is 24′×24′. At this angular extent, but a lower estimated total

mass than PLCK 100, a strong detection signal is a challenging prospect.

Despite these difficulties, it is remarkable that we found no signal whatsoever near the X-ray/SZ

coordinates. Furthermore, inspection of the images indicates a galaxy richness profile which is not

consistent with an intermediate-mass cluster at this redshift (Fig. B.1). Even with the dense star
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Figure 5.11: Central view of PLCK100 in r′ (zoom from Fig. 5.9). Arcs are clearly visible.

(a) (b)

Figure 5.12: PLCK 100 S/N distribution histograms in linear and logarithmic modes. E-mode in
red, B-mode in orange, with vertical lines at B maxima and 3σfit.

field, we might expect to find more large galaxies near the X-ray/SZ peak.

Nonetheless, it is possible we were able to glimpse a portion of the cluster’s substructure. Though

systematic issues are still problematic, we consistently detected a signal ∼7′ displaced from the

X-ray peak—within the potential extent of the cluster. Because these are present in 3 of the 4

wavebands imaged (Fig. 5.14 & Fig. B.2), data sets which constitute independent observations,

they may indicate a valid detection of a substructure peak—however, the displacement from X-ray

measurement is too significant to be considered a detection of the primary cluster.
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Best-quality r′-band data find a 4.72 S/N peak at 17h02m01s -00◦54′27′′, with a characteristic

scale of 2.67′ (Fig. 5.14). B-mode measurement peaks at 3.06, while the non-gaussianity metric

shows σfit = 3.26 ± 0.03. i′ & z′ data indicate this same peak, at S/N strengths of 4.04 & 4.06,

while g′ (the bandpass least suitable for lensing-quality shape resolution) locates a 4.17 S/N peak at

17h01m57s -00◦59′27′′—somewhat closer (∼5′) to the X-ray and SZ coordinates, but decidedly offset

from the candidate in the other three filters. (Additional g′i′z′ reconstruction maps are provided in

§B.1, as well the image in r′, marked with our detection and previous results.)

The general low quality of this field in terms of star density and convergence map signal strength,

prevents us from making a NFW shear measurement, or of drawing any conclusions as to the

detectability of this cluster via WL. Better quality data may have allowed us to attempt a halo

measurement, however the unreliability of the field based on these metrics prohibits making such a

determination with any certainty. Though SZ and X-ray results are in relatively good agreement,

we do not have enough information to offer a firm explanation of our inability to find a WL signal.

As mentioned above, it is intriguing that a cluster associated with this nearby redshift is so visually

unremarkable. To reconcile these questions, further study is needed.

Figure 5.13: 2D mass reconstruction map of the PLCK 018 region. Contours at 3, 3.5, 4, 4.5 S/N,
with peak value of 4.72 S/N. X-ray and SZ locations [89] shown in red and violet, respectively.
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5.4 RXC J1651.1+0459

RXC J1651.1+04595, is a cluster of galaxies located at 16h51m10.0s +04◦59′46′′, with an X-ray

derived redshift of z =0.1540 [11]. Piffaretti et al. 2011 [86] used the MCXC X-ray luminosity

meta-catalog to calculate a mass of M500 = 3.76× 1014M�, characteristic radius R500 = 1.04 Mpc,

and X-ray luminosity L500 = 3.23 × 1044 erg/s. A cluster member contains a bright and well-

studied active galactic nucleus, HERCULES A, at 16h51m08.2s +04◦59′33′′, z = 0.1549 ± 0.0001

[121, 131]. And the Northern Optical Cluster Survey likely identified RXC J1651.1+0459 as NSC

J165058+050108, at the nearby coordinates of 16h50m58.15s +05◦01′07.5′′ but at lower redshift

z ' 0.1086 [39].

The RXC J1651.1+0459 cluster has an existing mass measurement, but only through X-ray

observation, therefore, this poses an interesting target for a mass measurement through WL methods.

The field itself sits right at the cusp of the SDSS observation area, with the imaged area passing

directly through the center of the cluster.

Our sample consists of 2160 sec (nine 240 sec exposures) in i′ taken by Smith, Jauzac & Okabe

on April 4th, 2011 under Suprime-Cam proposal-ID “o11203”. Fields possess seeing of 0.63′′, filtered

galaxy density 〈ngal〉=37.0 gal/arcmin2, and a depth of 26.30 mag.

Convergence maps indicate an extended structure, with a larger central mass conglomeration

at 16h51m04.4s +04◦59′15′′, ∼1.5′ from the X-ray center, and a smaller secondary peak to the

south-west of this around 16h50m54.7s +04◦56′31′′. Peak signal is 5.39 S/N, with σfit=3.94±0.02

non-gaussianity metric and B-mode peak 3.98.

We find M200 = 3.37± 1.96× 1014 M� at best-fit χ2 = 0.511, with characteristic radius R200 =

1.39 Mpc. This value is slightly lower than would be expected compared to the X-ray mass, though

still within statistical uncertainty. Given the extended nature of the signal it is possible that the

NFW fit underestimates the mass. We also find that the convergence peak matches the X-ray

measurement very well.

5Also identified as MCXC J1651.1+0459, NAME 3C 348, Hercules A Cluster, (as well as, in all likelihood, the
extremely nearby optical cluster detection NSC J165058+050108).
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Figure 5.14: 2D mass reconstruction contours on the RXC J1651.1+0459 region. Contours at 3, 3.5,
4, 4.5, 5 S/N, with peak value of 5.39 S/N. (X-ray peak shown as “X”).

(a) (b)

Figure 5.15: 2D mass reconstruction maps of: (a) RXC J1651.1+0459, with a peak value of 5.39
S/N. (b) Abell 1672, with a peak of 5.34 S/N. (Both) Contours at 3, 3.5, 4, 4.5, 5 S/N, X-ray
peaks marked by “X” [86].

5.5 Abell 1672

This cluster was first identified in 1958 as a rich cluster in the Abell catalog [1]. It has been studied in

a variety of approaches, but not yet through weak gravitational lensing. It possesses an X-ray peak at
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13h04m20.4s +33◦36′03′′ [85], and a redshift of z=0.1882 [4]. As with the previous cluster, Piffaretti

et al. 2011 [86] employed X-ray luminosity measurements to estimate M500 = 3.23 × 1014M� with

characteristic radius R500 = 0.98 Mpc.

This field was observed on the same date and by the same researchers as RXC J1651.1+0459,

but with only eight lensing-quality frames for 1920 sec (8× 240 sec) in i′-band instead of nine.

We find Abell 1672 to be characterized by an relatively compact central area with a distinct

subcluster region to the northwest at smaller scales. We determine a primary lensing peak at

13h04m16.6s +33◦35′40′′ (just 0.88′ separated from the X-ray source) with S/N=5.34, σfit=3.34±0.03,

and maximum B-mode value 2.80. We calculate a mass of M200 = 5.61± 2.81× 1014M� at best-fit

χ2 = 0.449, and characteristic radius R200 = 1.63 Mpc.

5.6 Summary

We demonstrate cluster mass estimation of four clusters, as well as report the non-detection of

a fifth, PLCK 018, potentially due to inopportune lensing conditions. Our measurements of the

calibration field, Abell 383, as well as PLCK 100 and Abell 1672 are in good agreement with prior

measurements, while RXC J1651.1+0459 finds a slightly lower M200 mass than would be expected

based on the prior X-ray based result.

Our 2D mass reconstructions are highly precise, matching the known X-ray emission peaks of

four of the five clusters with excellent accuracy. We also confidently map mass distribution, finding

PLCK 100 and Abell 1672 to be relatively compact, while RXC J1651.1+0459 presents a more

extended structure leading off the primary cluster center. This suggests that a mass degeneracy

effect may be responsible for a slightly lower WL-derived NFW mass than the one found via X-ray

measurement. Quality statistics and final estimates are summarized on Table 5.1.

Successful measurements of intermediate-to-low mass clusters through an approach such as the

one we have outlined is a key aspect of applying WL to cosmological pursuits, as their greater

numbers provide a more sensitive determination of cosmologically significant structure parameters.

Future studies employing enormous sets of imaging data will require tools, similar to those described

in this work, to detect and study clusters on a large scale, while maintaining sensitivity to galaxy

clusters on the lower end of the mass range.



Chapter 6

Conclusions and Future Directions

“...It’s people like that who make you realize how little you’ve accomplished.

It is a sobering thought, for example, that when Mozart was my age,

he had been dead for two years.”

Tom Lehrer (age 37)

Alma, 1965.

This work constitutes a significantly large sample of lensing measurements. Similarly large

WL studies are rare, due to their inherent difficulty and large computational requirements. We

demonstrate proof-of-concept in our approach to archival data that accomplishes this goal with

modest technological resources and (very) few personnel.

Results

• We make wide-field convergence measurements of ∼10.34 deg2 of the sky, the majority of which

has never been studied with weak lensing tools. We detect 90 clusters above & 3 S/N, with

47 presenting potential new cluster discoveries. We provide comparisons to previous cluster

studies overlapping these fields.

• We make cluster mass estimates of the Abell 383, PLCK G 100.2-30.4, Abell 1672, and RXC

J1651.1+0459 fields. 2D mass reconstruction of Abell 781 is accomplished as well, a partial

follow-up of the work previously accomplished by this group. We also attempt WL detection

139
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of a SZ cluster candidate, PLCK G 018.7+23.6, however, we are unable to find a reliable signal

at the predicted coordinates.

• We develop a rapid and robust astronomical data pipeline for Subaru Telescope data, capable

of going from raw data frames to refined galaxy catalogs and convergence maps within several

hours, (with the majority of processing effort occurring automatically and without frequent

human input).

• We create a highly accurate, magnitude-independent, automated star-selection routine—ideal

for object shape analysis/correction and capable of adaptation to a broad array of astronomical

imagers beyond Suprime-Cam.

Future Directions

• Further exploration of archival fields: There was such an abundance of potentially useful

data that quality parameters were not always sufficient for truncating the scope of this work.

Outside the highest impact data, a focus on areas by likelihood of being “understudied” defined

our selection approach. Although we have indeed shed light on a great deal of regions and

clusters unreached by WL study, further study of under-examined regions which were processed

but not explored in-depth may yield interesting results.

• Cluster mass detection thresholds: Although data was selected primarily to include fields

most likely to provide high significance detections, the issue of the boundary of detection

ability for WL is ongoing. Selected tests of low-mass clusters within such a framework could

potentially provide a measurement of this threshold.

• Cluster mass function: In concert with the previous item, low-mass clusters, which require

large numbers of faint galaxies to convincingly detect and study, provide the strongest anchor

to the cluster mass function. As such, quality-optimized compilations of large data sets capable

of reaching them (as much of our sample consists of) may be profitably applied to this issue.
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Outlook

Observational astrophysics, advanced largely by improvements in detector technology and computa-

tional power, is poised to enter an age of truly staggering data intake. As massive observatories such

as the Large Synoptic Survey Telescope, the Giant Magellan Telescope, the European Extremely

Large Telescope, and the Thirty Meter Telescope come online in the next decade, the light-gathering

abilities of ground-based astronomy will scale upwards dramatically, as will the technical demands

for the thorough analysis thereof. Weak lensing studies of large sections of the sky will become

further refined in precision, and automated tools for aggregating vast amounts of data (similar to

but on much larger scales than this work) will transition from convenience to necessity. Wide-field

WL studies, such as this one, are providing essential calibration and methodology for the era which

is about to come.



Appendix A

Complete Wide-Field Results

This appendix consists of extra figures and data for which only select portions were included in the

main body of the dissertation. We include complete tables of every detected peak throughout all

four examined scales, each convergence map covering this area, and additional images around signal

peaks, for every one of the 53 pointings in this sample.

As in Figs. 4.9 & 4.10, the regions are color-coded and abbreviated as:

Lockman Hole (LH)

Elias North 1 (EN1)

CFHTLS Wide (W2 & W3)

Boötes (F)

A.1 Full Quality Statistics Figures
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Figure A.1: Relation of S/N to σfit values for every of the 241 peaks found across the 4 characteristic
scales, not only those chosen to represent represent the annular extent.
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Figure A.2: Summary of every quality statistic for the 92 convergence peaks found at all 4 scales.
Several peaks are duplicated because they appear in multiple scales at different strengths.
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Figure A.3: Summary of quality statistics for the 64 convergence peaks found at rin = 300 pix (1′′).
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Figure A.4: Summary of quality statistics for the 70 convergence peaks found at rin = 500 pix
(1.67′′).
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Figure A.5: Summary of quality statistics for the 64 convergence peaks found at rin = 700 pix
(2.33′′).
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Figure A.6: Summary of quality statistics for the 50 convergence peaks found at rin = 1000 pix
(3.33′′).
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A.2 Lockman Hole

Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

LHn1n1 5.93 10:52:35.246 +57:36:46.20 300 1′

LHn1p0 4.92 10:52:46.962 +58:05:35.51 300 1′

LHn2n2 4.22 10:55:48.088 +57:20:14.75 300 1′

LHp0n3 4.46 10:49:29.158 +57:04:54.29 300 1′

LHp0p1 4.36 10:48:48.908 +58:30:03.53 300 1′

LHp1n1 4.12 10:45:20.432 +57:56:45.06 300 1′

LHp1p0 4.45 10:45:08.409 +58:09:17.22 300 1′

LHp1p2 4.10 10:45:46.239 +58:56:18.72 300 1′

LHp2p2 3.94 10:40:52.151 +58:55:54.57 300 1′

Table A.1: Highest signal peaks in the LH field at rin = 300.
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Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

LHn1n1 5.03 10:52:31.294 +57:35:46.32 500 1.67′

LHn1p0 4.42 10:52:46.588 +58:05:48.48 500 1.67′

LHn1p0 3.89 10:54:11.635 +58:05:48.00 500 1.67′

LHn2n2 4.57 10:58:12.022 +57:25:49.29 500 1.67′

LHn2n2 4.01 10:55:48.950 +57:20:34.07 500 1.67′

LHp0n2 4.92 10:49:56.021 +57:21:30.95 500 1.67′

LHp0n2 4.55 10:47:48.810 +57:21:01.96 500 1.67′

LHp0n2 4.16 10:48:15.144 +57:27:50.66 500 1.67′

LHp0n3 4.43 10:49:22.939 +57:05:06.88 500 1.67′

LHp0n3 3.78 10:49:25.443 +56:55:30.99 500 1.67′

LHp0p0 4.07 10:50:05.854 +58:22:12.66 500 1.67′

LHp0p0* -5.73 10:49:08.972 +58:15:34.26 500 1.67′

LHp0p1 5.29 10:48:41.939 +58:32:28.08 500 1.67′

LHp1n1 4.21 10:45:18.545 +57:57:06.69 500 1.67′

LHp1p0 4.40 10:45:08.069 +58:09:19.72 500 1.67′

LHp1p0 4.28 10:46:32.961 +58:02:53.67 500 1.67′

LHp1p0 4.20 10:44:40.550 +58:07:47.09 500 1.67′

LHp1p1 3.79 10:45:12.682 +58:50:25.34 500 1.67′

LHp1p2 3.77 10:45:46.283 +58:55:03.28 500 1.67′

LHp2p1 4.33 10:41:53.252 +58:37:25.20 500 1.67′

LHp2p2 3.88 10:39:50.347 +58:54:51.77 500 1.67′

LHp2p2 3.62 10:40:51.787 +58:55:51.65 500 1.67′

LHp2p2 3.51 10:41:47.718 +58:59:15.11 500 1.67′

Table A.2: Highest signal peaks in the LH field at rin = 500.

Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

LHn1n1 5.01 10:52:35.134 +57:35:41.37 700 2.33′

LHn2n2 4.42 10:58:11.435 +57:25:15.89 700 2.33′

LHn2n2 4.17 10:55:45.960 +57:20:23.30 700 2.33′

LHn1p0 4.53 10:52:45.430 +58:05:55.41 700 2.33′

LHp0n2 5.26 10:49:56.802 +57:21:32.78 700 2.33′

LHp0n2 4.49 10:48:24.239 +57:29:22.74 700 2.33′

LHp0n3 4.45 10:49:28.057 +57:04:50.39 700 2.33′

LHp0n3 4.29 10:49:16.993 +56:55:09.09 700 2.33′

LHp0p0 4.14 10:50:59.288 +58:10:34.78 700 2.33′

LHp0p0 4.15 10:50:54.718 +58:08:55.75 700 2.33′

LHp0p1 6.57 10:48:40.687 +58:32:45.58 700 2.33′

LHp1n1 4.34 10:45:17.466 +57:57:22.65 700 2.33′

LHp1n1 4.01 10:44:08.315 +57:54:37.06 700 2.33′

LHp1p0 5.13 10:44:40.715 +58:08:20.01 700 2.33′

LHp1p0 4.25 10:46:32.498 +58:02:34.95 700 2.33′

LHp1p1 4.17 10:46:03.389 +58:38:53.37 700 2.33′

LHp1p1 4.10 10:45:13.219 +58:50:38.19 700 2.33′

LHp1p2 4.27 10:45:48.685 +58:56:06.38 700 2.33′

LHp2p1 4.07 10:41:47.783 +58:37:18.95 700 2.33′

LHp2p2 4.45 10:40:52.230 +58:55:54.88 700 2.33′

Table A.3: Highest signal peaks in the LH field at rin = 700.
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Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

LHn1n1 5.17 10:52:36.904 +57:35:42.41 1000 3.33′

LHn2n2 5.04 10:58:15.457 +57:25:37.17 1000 3.33′

LHp0n2 5.00 10:48:19.763 +57:29:08.32 1000 3.33′

LHp0n2 4.94 10:49:55.970 +57:21:40.61 1000 3.33′

LHp0n3 4.63 10:49:03.940 +56:53:38.04 1000 3.33′

LHp0n3 4.13 10:49:28.523 +57:05:16.61 1000 3.33′

LHp0p0 4.84 10:50:55.872 +58:08:45.14 1000 3.33′

LHp0p0 4.17 10:50:18.869 +58:19:40.56 1000 3.33′

LHp0p0* -6.03 10:49:08.373 +58:15:37.19 1000 3.33′

LHp0p1 5.84 10:48:41.110 +58:31:42.34 1000 3.33′

LHp1n1 3.95 10:45:12.988 +57:58:33.65 1000 3.33′

LHp1p0 5.15 10:45:31.871 +58:02:46.71 1000 3.33′

LHp1p0 4.55 10:44:44.192 +58:07:57.92 1000 3.33′

LHp1p1 4.05 10:45:12.132 +58:50:44.05 1000 3.33′

LHp1p2 3.70 10:45:46.227 +58:56:14.07 1000 3.33′

LHp2p1 4.69 10:41:48.595 +58:37:08.05 1000 3.33′

LHp2p2 4.69 10:40:54.287 +58:55:51.91 1000 3.33′

Table A.4: Highest signal peaks in the LH field at rin = 1000.
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Figure A.7: Relative locations of LH fields.
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Figure A.8: Rin = 300 pix convergence map of the Lockman Hole region.
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Figure A.9: Rin = 500 pix convergence map of the Lockman Hole region.
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Figure A.10: Rin = 700 pix convergence map of the Lockman Hole region.
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Figure A.11: Rin = 1000 pix convergence map of the Lockman Hole region.
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Figure A.12: Signal peaks in the LH fields. (a) 5.26 S/N peak at 2.33′ scale (700 pix). Contours
at 3, 4, 5. (b) 5.04 S/N peak at 3.33′ scale (1000 pix). Contours at 3, 4, 5. (c) 4.55 S/N peak at
1.67′ scale (500 pix). Contours at 3, 4. (d) 5.00 S/N peak at 3.33′(1000 pix). Contours at 3, 4, 5.
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Figure A.13: Signal peaks in the LH fields. (a) 5.15 S/N peak at 3.33′ scale (1000 pix). Contours
outside field of view. (b) 6.57 S/N peak at 2.33′ scale (700 pix). Contours at 3, 4, 5, 6. (c) 5.13
S/N peak at 2.33′ scale (700 pix). Contours at 3, 4, 5.
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A.3 EN1 Region

Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

en1n1n1 4.53 16:06:34.374 +53:54:05.96 300 1′

en1p0n1 5.57 16:10:33.206 +54:05:40.00 400 1.33′

en1p1n1 5.11 16:12:10.063 +54:00:45.36 300 1′

en1p2n1 4.15 16:15:45.754 +53:47:03.98 300 1′

Table A.5: Highest signal peaks in the EN1 field at rin = 300.

Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

en1n1n1* -4.22 16:07:04.815 +53:57:03.79 500 1.67′

en1p0n1 6.37 16:10:33.144 +54:05:50.81 500 1.67′

en1p1n1 4.29 16:13:46.886 +54:02:45.77 500 1.67′

en1p1n1 4.83 16:12:11.263 +54:00:24.54 500 1.67′

en1p2n1 4.43 16:15:08.591 +54:08:58.40 500 1.67′

en1p2n1 4.29 16:15:46.490 +53:47:19.37 500 1.67′

Table A.6: Highest signal peaks in the EN1 field at rin = 500.

Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

en1n1n1 3.85 16:06:32.656 +53:53:49.33 700 2.33′

en1n1n1* -4.78 16:07:09.014 +53:57:00.07 700 2.33′

en1p0n1 5.69 16:10:32.681 +54:06:14.51 700 2.33′

en1p0n1 4.22 16:10:04.975 +53:47:44.42 700 2.33′

en1p1n1 5.08 16:13:39.581 +54:02:53.05 700 2.33′

en1p1n1 5.05 16:13:42.094 +54:05:57.05 700 2.33′

en1p1n1 4.73 16:12:12.103 +54:00:28.12 700 2.33′

en1p1n1* -4.85 16:11:45.666 +54:08:28.08 700 2.33′

en1p2n1 4.69 16:15:46.756 +53:47:24.07 700 2.33′

en1p2n1 4.30 16:15:15.910 +54:08:28.27 700 2.33′

Table A.7: Highest signal peaks in the EN1 field at rin = 700.



160

Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

en1n1n1 3.71 16:08:20.191 +53:54:32.02 1000 3.33′

en1n1n1 3.49 16:06:31.749 +53:53:21.18 1000 3.33′

en1n1n1* -4.99 16:07:06.981 +53:56:57.14 1000 3.33′

en1p0n1 5.58 16:10:31.940 +54:05:45.43 900 3′

en1p0n1 4.67 16:10:05.473 +53:47:55.82 900 3′

en1p1n1 5.04 16:13:52.545 +54:04:01.93 1000 3.33′

en1p1n1 4.14 16:12:11.379 +54:00:26.84 1000 3.33′

en1p1n1* -5.49 16:11:46.476 +54:08:41.82 1000 3.33′

en1p2n1 4.74 16:15:12.296 +54:08:25.19 1000 3.33′

en1p2n1 4.58 16:15:45.516 +53:47:48.12 1000 3.33′

Table A.8: Highest signal peaks in the EN field at rin = 1000.
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Figure A.14: Relative locations of EN1 fields.
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Figure A.15: Convergence maps of the EN region for rin = 300 and 500 pix. (EN1p0n1 is 400 &
500 pix, respectively).
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Figure A.16: Convergence maps of the EN region for rin = 700 and 1000 pix. (Note: EN1p0n1 is
700 & 900 pix, respectively)
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Figure A.17: 4.74 S/N peak at 3.33′ scale (1000 pix). Contours at 3, 4.

A.4 W2 Region

Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

w2 61 3.48 9:01:53.562 -2:45:31.76 300 1′

w2 62 3.78 9:03:41.758 -3:01:15.76 300 1′

w2 62 4.01 9:04:32.552 -2:55:23.07 300 1′

w2 63 3.56 9:07:10.137 -3:01:20.45 300 1′

w2 63 3.57 9:06:33.857 -2:47:15.42 300 1′

w2 70 3.70 9:02:23.657 -2:24:30.40 300 1′

w2 70 3.31 9:01:17.355 -2:28:44.05 300 1′

w2 71 3.85 9:04:34.830 -2:21:12.55 300 1′

w2 71 4.26 9:03:26.204 -2:40:14.51 300 1′

w2 72 3.80 9:06:32.870 -2:36:34.49 300 1′

Table A.9: Highest signal peaks in the W2 field at rin = 300.
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Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

w2 61 3.63 9:01:53.455 -2:45:34.05 500 1.67′

w2 62 3.55 9:04:31.610 -2:55:15.13 500 1.67′

w2 63 3.61 9:06:33.724 -2:47:11.33 500 1.67′

w2 63 3.32 9:07:10.245 -3:01:22.00 500 1.67′

w2 70 3.82 9:02:24.224 -2:24:31.38 500 1.67′

w2 71 3.82 9:03:41.842 -2:23:13.13 500 1.67′

w2 71 3.60 9:03:25.294 -2:40:35.98 500 1.67′

w2 71 3.93 9:04:38.537 -2:20:50.91 500 1.67′

Table A.10: Highest signal peaks in the W2 field at rin = 500.

Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

w2 62 3.79 9:04:33.892 -2:54:58.43 700 2.33′

w2 63 3.87 9:06:37.387 -2:47:03.96 700 2.33′

w2 70 3.46 9:02:26.901 -2:24:49.32 700 2.33′

w2 71 4.25 9:04:36.554 -2:21:23.12 700 2.33′

w2 71 3.61 9:03:40.993 -2:23:16.56 700 2.33′

w2 72 3.27 9:05:52.008 -2:22:13.84 700 2.33′

w2 72 3.19 9:06:33.909 -2:36:37.09 700 2.33′

Table A.11: Highest signal peaks in the W2 field at rin = 700.

Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

w2 61 2.84 9:01:41.646 -3:00:08.84 1000 3.33′

w2 62 3.40 9:04:34.374 -2:55:23.57 1000 3.33′

w2 63 3.59 9:06:35.228 -2:47:19.13 1000 3.33′

w2 70 3.95 9:02:27.123 -2:25:30.17 1000 3.33′

w2 71 4.13 9:04:36.027 -2:21:10.86 1000 3.33′

w2 72 3.10 9:05:50.816 -2:22:10.56 1000 3.33′

Table A.12: Highest signal peaks in the W2 field at rin = 1000.
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Figure A.18: Relative locations of W2 fields.
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Figure A.19: Rin = 300 and 500 convergence maps of the W2 region.
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Figure A.20: Rin = 700 and 1000 convergence maps of the W2 field region.
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Figure A.21: 4.26 S/N peak at 1′ scale (300 pix). Contours at 3, 3.5, 4.

A.5 W3 Region
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Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

w3 126 4.15 14:13:37 +56:19:52 300 1′

w3 127 4.14 14:17:13 +56:15:13 300 1′

w3 127 4.19 14:17:28 +56:08:42 300 1′

w3 127 4.46 14:18:38 +56:09:08 300 1′

w3 137 4.01 14:12:49 +56:38:17 300 1′

w3 138 4.15 14:17:09 +56:39:45 300 1′

w3 139 3.77 14:21:06 +56:47:37 300 1′

w3 139 3.69 14:22:18 +56:41:10 300 1′

w3 139 3.88 14:21:47 +56:31:50 300 1′

w3 150 3.93 14:23:20 +57:13:02 300 1′

w3 150 4.28 14:22:02 +57:02:55 300 1′

w3 150 4.43 14:20:41 +56:51:22 300 1′

w3 151 3.76 14:25:52 +57:07:02 300 1′

w3 159 4.04 14:13:05 +57:35:47 300 1′

w3 160 3.96 14:18:38 +57:29:53 300 1′

w3 161 3.92 14:22:18 +57:27:40 300 1′

w3 161 3.81 14:22:02 +57:28:09 300 1′

Table A.13: Highest signal peaks in the W3 field at rin = 300.

Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

w3 126 3.69 14:13:37.383 +56:19:48.36 500 1.667′

w3 126 3.55 14:15:58.909 +56:20:15.44 500 1.667′

w3 126 3.59 14:13:37.379 +56:20:03.07 500 1.667′

w3 126 3.30 14:13:16.415 +56:09:44.75 500 1.667′

w3 127 4.23 14:17:16.374 +56:15:30.40 500 1.667′

w3 127 4.19 14:18:38.555 +56:08:29.28 500 1.667′

w3 128 3.43 14:22:20.923 +56:19:33.58 500 1.667′

w3 137 3.53 14:14:41.383 +55:48:00.14 500 1.667′

w3 137 3.44 14:12:35.091 +56:28:35.73 500 1.667′

w3 137 3.50 14:13:33.305 +56:49:13.41 500 1.667′

w3 138 4.06 14:18:53.109 +56:41:33.25 500 1.667′

w3 138 4.38 14:17:04.015 +56:39:33.05 500 1.667′

w3 139 4.51 14:23:18.838 +55:39:54.49 500 1.667′

w3 139 4.16 14:21:09.868 +56:47:17.43 500 1.667′

w3 139 3.90 14:21:46.104 +56:31:27.83 500 1.667′

w3 149 3.68 14:16:27.492 +56:56:01.18 500 1.667′

w3 150 4.78 14:23:19.720 +57:13:15.33 500 1.667′

w3 159 5.10 14:13:04.964 +57:35:45.79 500 1.667′

w3 160 4.05 14:19:04.053 +57:25:24.27 500 1.667′

w3 161 3.77 14:20:23.285 +57:31:19.19 500 1.667′

w3 161 4.45 14:22:13.889 +57:27:30.04 500 1.667′

w3 162 3.67 14:23:48.401 +57:26:50.68 500 1.667′

w3 162 3.40 14:23:33.122 +57:38:26.71 500 1.667′

Table A.14: Highest signal peaks in the W3 field at rin = 500.
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Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

w3 126 4.17 14:13:37.917 +56:19:35.02 700 2.33′

w3 127 4.08 14:18:37.143 +56:08:21.10 700 2.33′

w3 137 3.68 14:12:39.175 +56:28:07.16 700 2.33′

w3 138 4.15 14:17:20.969 +56:38:36.31 700 2.33′

w3 139 5.59 14:23:18.003 +56:39:46.96 700 2.33′

w3 139 4.17 14:21:06.808 +56:47:26.88 700 2.33′

w3 150 4.58 14:23:19.927 +57:12:59.27 700 2.33′

w3 150 4.14 14:20:42.211 +56:51:12.85 700 2.33′

w3 150 3.96 14:20:33.601 +57:12:25.89 700 2.33′

w3 151 4.06 14:25:03.379 +57:04:31.02 700 2.33′

w3 159 4.28 14:13:01.982 +57:35:36.29 700 2.33′

w3 160 4.16 14:19:04.813 +57:25:38.46 700 2.33′

w3 161 4.91 14:22:15.329 +57:27:39.29 700 2.33′

w3 161 3.84 14:20:27.059 +57:31:22.09 700 2.33′

w3 162 3.90 14:23:50.449 +57:26:17.25 700 2.33′

Table A.15: Highest signal peaks in the W3 field at rin = 700.

Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

w3 126 4.09 14:13:36.377 +55:19:52.58 1000 3.33′

w3 128 3.56 14:22:28.489 +55:19:52.22 1000 3.33′

w3 138 3.87 14:17:11.555 +56:39:44.07 1000 3.33′

w3 138 3.87 14:17:11.566 +56:39:44.07 1000 3.33′

w3 139 5.59 14:23:17.027 +56:40:47.81 1000 3.33′

w3 150 4.08 14:20:57.149 +56:49:23.63 1000 3.33′

w3 151 4.64 14:26:03.087 +57:05:23.57 1000 3.33′

w3 150 5.84 14:23:19.537 +57:12:59.72 1000 3.33′

w3 159 4.52 14:13:03.921 +57:35:36.53 1000 3.33′

w3 161 4.59 14:22:11.486 +57:27:47.67 1000 3.33′

w3 162 4.39 14:23:50.545 +57:26:47.33 1000 3.33′

Table A.16: Highest signal peaks in the W3 field at rin = 1000.
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Figure A.23: Rin = 300 pix convergence map of the W3 field region. (Contours at 3, 4, and 5 S/N
levels to make peaks discernible.)
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Figure A.24: Rin = 500 pix convergence map of the W3 field region.
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Figure A.25: Rin = 700 pix convergence map of the W3 field region.
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Figure A.26: Rin = 1000 pix convergence map of the W3 field region.
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Figure A.27: Signal peaks in the W3 fields. (a) 4.38 S/N peak at 1.67′ scale (500 pix) contours at
3, 4. (b) 4.64 S/N peak at 3.33′ scale (1000 pix), contours at 3, 4. (c) 4.91 S/N peak at 2.33′ scale
(700 pix), contours at 3, 4.

A.6 Boötes Void
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Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

f43 5.44 14:30:50.368 +34:20:58.54 300 1′

f46 4.78 14:37:07.733 +34:19:15.77 300 1′

f46 3.74 14:37:08.177 +34:24:44.50 300 1′

f52 4.36 14:28:08.074 +33:45:35.61 300 1′

f53 3.71 14:31:29.326 +33:53:45.90 300 1′

f54 4.00 14:33:07.982 +33:50:25.17 300 1′

f54 4.44 14:32:45.803 +34:01:00.13 300 1′

f56 4.88 14:38:18.198 +33:55:27.90 300 1′

f61 4.54 14:25:29.708 +33:14:52.51 300 1′

f63 3.60 14:32:02.789 +33:15:23.24 300 1′

f64 3.70 14:33:53.057 +33:30:15.63 300 1′

f64 3.71 14:34:34.551 +33:22:28.03 300 1′

f71 4.57 14:26:41.204 +33:00:25.59 300 1′

f71 3.84 14:25:41.517 +32:52:11.10 300 1′

f73 3.87 14:31:44.087 +32:59:47.09 300 1′

Table A.17: Highest signal peaks in the Boötes field at rin = 300.

Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

f43 6.30 14:30:50.963 +34:21:12.26 500 1.67′

f44 3.90 14:33:01.632 +34:21:30.41 500 1.67′

f44* -6.14 14:32:43.669 +34:16:25.35 500 1.67′

f45* -4.56 14:34:51.199 +34:15:59.67 500 1.67′

f46 4.52 14:37:07.859 +34:19:04.55 500 1.67′

f52 4.49 14:28:07.588 +33:45:22.93 500 1.67′

f54 3.88 14:33:07.524 +33:50:26.76 500 1.67′

f56 4.18 14:38:17.862 +33:55:44.15 500 1.67′

f61 5.22 14:25:29.145 +33:14:39.85 500 1.67′

f63 4.40 14:32:08.741 +33:15:10.44 500 1.67′

f63* -4.51 14:31:05.306 +33:24:49.01 500 1.67′

f64 4.11 14:34:20.199 +33:26:49.93 500 1.67′

f71* -5.32 14:25:01.257 +32:57:59.83 500 1.67′

f71 4.45 14:26:41.074 +33:01:08.44 500 1.67′

f71 4.44 14:25:41.136 +32:51:49.37 500 1.67′

f73 4.18 14:31:43.075 +32:59:16.13 500 1.67′

Table A.18: Highest signal peaks in the Boötes field at rin = 500.
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Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

f43 6.03 14:30:52.566 +34:21:09.59 700 2.33′

f44 4.43 14:32:41.504 +34:27:04.70 700 2.33′

f44 4.07 14:33:01.280 +34:21:34.13 700 2.33′

f46 4.86 14:37:08.473 +34:19:05.32 700 2.33′

f46 4.29 14:37:08.182 +34:15:29.41 700 2.33′

f52 4.15 14:28:07.447 +33:45:06.01 700 2.33′

f52 4.10 14:29:14.046 +33:59:22.88 700 2.33′

f56 4.36 14:38:18.433 +33:55:31.52 700 2.33′

f61 4.85 14:25:28.425 +33:14:49.87 700 2.33′

f63 4.19 14:31:43.235 +33:31:45.96 700 2.33′

f64 4.53 14:34:19.251 +33:27:17.30 700 2.33′

f64 4.31 14:34:07.969 +33:31:35.70 700 2.33′

f73 4.30 14:31:50.756 +32:51:41.06 700 2.33′

f73 4.04 14:30:54.431 +32:49:29.14 700 2.33′

Table A.19: Highest signal peaks in the Boötes field at rin = 700.

Region S/N RA DEC rin
[J2000] [J2000] [pix] [arcmin]

f43 5.37 14:30:50.388 +34:21:06.99 1000 3.33′

f44 4.28 14:33:03.291 +34:21:31.53 1000 3.33′

f44* -6.92 14:32:40.574 +34:16:12.41 1000 3.33′

f46 4.63 14:37:07.903 +34:18:41.56 1000 3.33′

f52 4.35 14:29:19.539 +34:00:34.62 1000 3.33′

f56 4.19 14:38:16.736 +33:55:50.71 1000 3.33′

f61 4.84 14:25:28.289 +33:14:31.52 1000 3.33′

f63 4.17 14:32:05.903 +33:14:50.13 1000 3.33′

f64 4.41 14:34:21.772 +33:27:24.24 1000 3.33′

f71 4.63 14:26:41.494 +33:00:53.55 1000 3.33′

f71 4.03 14:25:28.865 +33:04:42.40 1000 3.33′

f73 4.37 14:31:50.6478 +32:51:44.53 1000 3.33′

Table A.20: Highest signal peaks in the Boötes field at rin = 1000.
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Figure A.28: Relative locations of Boötes fields.
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Figure A.29: Rin = 300 pix convergence map of the Boötes Void field region. (Contours at 3, 4, and
5 S/N levels to make peaks discernible.)
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Figure A.30: Rin = 500 pix convergence map of the Boötes Void field region.
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Figure A.31: Rin = 700 pix convergence map of the Boötes Void field region.
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Figure A.32: Rin = 1000 pix convergence map of the Boötes Void field region.



Appendix B

Additional Targeted Fields

Additional figures relating to the results of Ch. 5.

B.1 PLCK G 018.7+23.6

Figure B.1: PLCK 018 region in r′. X-ray, SZ, and our r′-band lensing peak marked with red “x,”
violet cross, and circle, respectively [89]. Few large ellipticals are visible, counter to expectations for
a cluster located at this redshift.
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(a) (b)

(c) (d)

Figure B.2: PLCK 018 2D mass reconstruction maps in all filters. X-ray and SZ locations [89]
shown in red and violet, respectively. (Contours at 3, 3.5, 4, 4.5 S/N). (a) r′-band. Peak 4.72 S/N
(B-mode maximum at 3.06). (b) g′-band. Peak 4.17 S/N (B-mode maximum at 3.01). (c) i′-band.
Peak 4.04 S/N (B-mode maximum at 3.51). (d) z′-band. Peak 4.06 S/N (B-mode maximum at
2.99).
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L. Marchetti, G. Zeimann, E. A. Gonzáles-Solares, J. Pforr, A. O. Petric, B. Henriques, P. A.

Thomas, J. Afonso, A. Rettura, G. Wilson, J. T. Falder, J. E. Geach, M. Huynh, R. P.



194

Norris, N. Seymour, G. T. Richards, S. A. Stanford, D. M. Alexander, R. H. Becker, P. N.

Best, L. Bizzocchi, D. Bonfield, N. Castro, A. Cava, S. Chapman, N. Christopher, D. L.

Clements, G. Covone, N. Dubois, J. S. Dunlop, E. Dyke, A. Edge, H. C. Ferguson, S. Foucaud,

A. Franceschini, R. R. Gal, J. K. Grant, M. Grossi, E. Hatziminaoglou, S. Hickey, J. A.

Hodge, J.-S. Huang, R. J. Ivison, M. Kim, O. LeFevre, M. Lehnert, C. J. Lonsdale, L. M.

Lubin, R. J. McLure, H. Messias, A. Mart́ınez-Sansigre, A. M. J. Mortier, D. M. Nielsen,

M. Ouchi, G. Parish, I. Perez-Fournon, M. Pierre, S. Rawlings, A. Readhead, S. E. Ridgway,

D. Rigopoulou, A. K. Romer, I. G. Rosebloom, H. J. A. Rottgering, M. Rowan-Robinson,

A. Sajina, C. J. Simpson, I. Smail, G. K. Squires, J. A. Stevens, R. Taylor, M. Trichas,

T. Urrutia, E. van Kampen, A. Verma, and C. K. Xu, The Spitzer Extragalactic Representative

Volume Survey (SERVS): Survey Definition and Goals, PASP 124 (2012), 714–736.

[70] J. McCleary, I. dell’Antonio, and P. Huwe, Mass Substructure in Abell 3128, ArXiv e-prints

(2015).

[71] Y. Mellier, Probing the Universe with Weak Lensing, ARA&A 37 (1999), 127–189.

[72] R. J. Michney, Anisotropy in the Cosmic Neutrino Background, Dartmouth College Under-

graduate Honors Thesis, June 2006.

[73] R. J. Michney and R. R. Caldwell, Anisotropy of the cosmic neutrino background, JCAP 1

(2007), 14.

[74] S. Miyazaki, T. Hamana, R. S. Ellis, N. Kashikawa, R. J. Massey, J. Taylor, and A. Refregier,

A Subaru Weak-Lensing Survey. I. Cluster Candidates and Spectroscopic Verification, ApJ 669

(2007), 714–728.

[75] S. Miyazaki, Y. Komiyama, M. Sekiguchi, S. Okamura, M. Doi, H. Furusawa, M. Hamabe,

K. Imi, M. Kimura, F. Nakata, N. Okada, M. Ouchi, K. Shimasaku, M. Yagi, and N. Yasuda,

Subaru Prime Focus Camera – Suprime-Cam, PASJ 54 (2002), 833–853.

[76] , Subaru Prime Focus Camera – Suprime-Cam, PASJ 54 (2002), 833–853.

[77] D. G. Monet, S. E. Levine, B. Canzian, H. D. Ables, A. R. Bird, C. C. Dahn, H. H. Guetter,

H. C. Harris, A. A. Henden, S. K. Leggett, H. F. Levison, C. B. Luginbuhl, J. Martini, A. K. B.

Monet, J. A. Munn, J. R. Pier, A. R. Rhodes, B. Riepe, S. Sell, R. C. Stone, F. J. Vrba, R. L.



195

Walker, G. Westerhout, R. J. Brucato, I. N. Reid, W. Schoening, M. Hartley, M. A. Read,

and S. B. Tritton, The USNO-B Catalog, AJ 125 (2003), 984–993.

[78] M. J. Mortonson, D. H. Weinberg, and M. White, Dark Energy: A Short Review, ArXiv

e-prints (2014).

[79] S. S. Murray, A. Kenter, W. R. Forman, C. Jones, P. J. Green, C. S. Kochanek, A. Vikhlinin,

D. Fabricant, G. Fazio, K. Brand, M. J. I. Brown, A. Dey, B. T. Jannuzi, J. Najita, B. Mc-

Namara, J. Shields, and M. Rieke, XBootes: An X-Ray Survey of the NDWFS Bootes Field.

I. Overview and Initial Results, ApJS 161 (2005), 1–8.

[80] F. Nakata, R. S. Furuya, and Subaru Telescope Support Staff, Subaru Data Reduction Cook-

book: Optical Imaging with Suprime-Cam (SDFRED2), 2012.

[81] J. F. Navarro, C. S. Frenk, and S. D. M. White, A Universal Density Profile from Hierarchical

Clustering, ApJ 490 (1997), 493–508.

[82] S. Noda, J. Furusawa, R. Furusho, Y. Yamada, H. Furusawa, T. Ozawa, T. Takata, and S.-I.

Ichikawa, PSF analysis of 7 years Subaru/Suprime-Cam data., Publications of the National

Astronomical Observatory of Japan 13 (2010), 71–81.

[83] K.A. Olive et al., Review of Particle Physics, Chin.Phys. C38 (2014), 090001.

[84] M. Ouchi, K. Shimasaku, S. Okamura, H. Furusawa, N. Kashikawa, K. Ota, M. Doi, M. Ham-

abe, M. Kimura, Y. Komiyama, M. Miyazaki, S. Miyazaki, F. Nakata, M. Sekiguchi, M. Yagi,

and N. Yasuda, Subaru Deep Survey. V. A Census of Lyman Break Galaxies at z=4 and 5 in

the Subaru Deep Fields: Photometric Properties, ApJ 611 (2004), 660–684.

[85] P. Patel, S. Maddox, F. R. Pearce, A. Aragón-Salamanca, and E. Conway, An imaging survey

of a uniform sample of brightest cluster galaxies and intracluster light, MNRAS 370 (2006),

851–883.

[86] R. Piffaretti, M. Arnaud, G. W. Pratt, E. Pointecouteau, and J.-B. Melin, The MCXC: a

meta-catalogue of x-ray detected clusters of galaxies, A&A 534 (2011), A109.

[87] Planck Collaboration, P. A. R. Ade, N. Aghanim, C. Armitage-Caplan, M. Arnaud, M. Ash-

down, F. Atrio-Barandela, J. Aumont, C. Baccigalupi, A. J. Banday, and et al., Planck 2013

results. XVI. Cosmological parameters, ArXiv e-prints (2013).



196

[88] Planck Collaboration, N. Aghanim, M. Arnaud, M. Ashdown, F. Atrio-Barandela, J. Aumont,

C. Baccigalupi, A. Balbi, A. J. Banday, R. B. Barreiro, J. G. Bartlett, E. Battaner, K. Benabed,
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