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Introduction

An economic model can be understood as a theoretical construct that, by simplifying a
complex reality, seeks to aid in the understanding and/or prediction of economic pro-
cesses. As such, for the most part, these models are not meant to replicate an intricate
reality but intend to help in the understanding of the processes that drive observed out-
comes and, if desired, to be used in the prediction of responses to unobserved economic

environments /]

Though economic models can be thought as interesting theoretical exercises to bet-
ter understand specific economic processesﬂ special interest lies in checking whether
these models can be supported by empirical evidence and/or be useful to predict behav-
ior in out-of-sample economic environments. For that, it is important to understand the
connection between the theory and its empirical counterpart. Axiomatizations provide
the description of the implications of the model in terms of observable behavior, deliv-
ering necessary and sufficient conditions that are equivalent to the theoretical modelE]
Consider, for example, the utility maximization model, that is the focus of Chapter
Utility functions are unobservable, but their behavioral manifestation -choices- are not.
The Generalized Axiom of Revealed Preference (GARP henceforth) provides the neces-

sary and sufficient conditions on observed behavior for it to be consistent with a decision

1For more on the role of models in economics refer to (Gibbard and Varian 1978), (Sugden 2000),
(Sugden 2009), (Mé&ki 2005), (Caplin and Schotter 2010), among others.

2Notable examples are the "The Market for Lemons: Quality Uncertainty and the Market Mechanism"
by (Akerlof 1970) and "Job Market Signalling", (Spence 1973).

3(Dekel and Lipman 2010) argue for the value provided to axiomatic derivations.



maker that behaves as if her choices maximize her utility function among feasible al-

ternatives.

Understanding the behavioral implications of the model is not only relevant for test-
ing its empirical validity; but it is also important to understand them when selecting
among theories for modeling behavior. Two seemingly distinct behavioral models can-
not be teased apart if they result in the same observed data; that is, if for a sequence
of decision problems the behavioral implications of two competing models are not sig-
nificantly distinct, then the theoretical differences between the models are irrelevant[|
The empirical content of a model depends on the behavior that pretends to explain and
available data; i.e. comparisons across competing models can only be made conditional
on the behavior that is intending to explain for the considered sequences of economic
environments. For example, the satisficing modeﬂ is a highly influential and intuitive
model of bounded rationality, but it cannot be tested using standard choice data; its be-
havioral implications are indistinguishable from those of a standard utility maximizer.
In Chapter [2| my coauthors and I propose an alternative way to test for the satisficing
model based on stochastic choice data. Assuming that preferences are fixed, but search
order may change randomly, the model predicts that stochastic choice can only occur
amongst elements that are always chosen, while all other choices must be consistent
with standard utility maximization. Adding the assumption that the probability distri-
bution over search orders is the same for all choice sets makes the satisficing model a

subset of the class of random utility models.

The empirical content of a model and the suitability of it to explain a given data set
depends on the sequence of decision problems that is being studied. Consider again the

utility maximization model. If the decision maker faces menus of alternatives A = {a, b}

4(Gul, Pesendorfer, et al. 2008)
5(Simon 1955)



and B = {c,d}, the utility maximization model has no empirical content, i.e. any pro-
file of choices from those menus can be rationalized. Consider now a decision maker
choosing from A’ = {a, b,c} and B’ = {b, ¢, d}, for those sets of feasible alternatives the

theory has empirical content.

The empirical content of a model also depends on the behavior that seeks to ex-
plain/predict. For example, assume that the decision maker chooses C(A") = {a}; then
any choice from B’ would be consistent with the model, i.e. choices from A’ are not
informative about the predictions of the model for B’. This latter example raises a few
questions when considering limited data sets; what information can be learned about
preferences? what predictions can be made based on observed behavior?. These ques-
tions are addressed, for the case of the utility maximization model, in Chapter (1| As
discussed in (De Clippel and Rozen 2014) the latter is not a trivial question, for many
bounded rationality models. The authors show that for some models, it is the case that
a limited data set may be consistent with a subset of possible menus but no extension

for a complete data set would be.

(Gabaix and Laibson 2008) describes the seven key properties of useful economic
models: parsimony, tractability, conceptual insightfulness, generalizability, falsifiability,
empirical consistency, and predictive precision. The last three properties pertain to the
relation between the theoretical model and its empirical counterpart. A model is falsifi-
able if it makes non trivial predictions on behavior, i.e. if there is some feasible behavior
profile that is inconsistent with the model. As a simplification of the reality, a model is
not expected to perfectly explain human behavior in all possible circumstances. How-
ever, as researchers, we are interested in the empirical accuracy of the model, and when
observed behavior is not consistent with the model, the degree to which the model fits

the data. This is known as the goodness of fit criterion.



The goodness of fit of a model is not the only relevant criteria when judging the suit-
ability of a model. The limitations of this criterion are specially relevant when dealing
with axiomatic models with limited data sets, as discussed in Chapter 1| In particular,
a model may be empirically accurate because data was indeed generated by a decision
maker that behaves as the theory prescribes; but it could be also the case that it is empir-
ically accurate because, for the considered sequence of decision problems, the model
prescribes weak (loose) predictions, such that almost any behavior would be consis-
tent with the theory. This caveat relates to predictive precision. A model that delivers
more precise predictions is desirable because it facilitates its evaluation and testing,
furthermore, "A model with predictive precision may even be useful when it is empirically
inaccurate(...) In general, models that make approximately accurate strong predictions
are much more useful than models that make exactly accurate weak predictions. 'ﬂ Fig-
ure (1] illustrates the importance of predictive precision and how empirically inaccurate

models can be useful if they deliver strong predictions.

Chapter[I]exploits the connection between the predictive precision and the power to
identify inconsistent behavior conditional on observed choices, proposing a predictive
ability approach for model assessment. This approach provides a meaningful answer to
the tension between the severity of the violations (fit) and the sensitivity of the test to
detect them (power), a long standing problem in the literature when dealing with ax-
iomatic representations for behavioral models. The discussion in the chapter is centered
around the utility maximization model, though most results extend to a general class of
behavioral models. Utility maximization is a core assumption in economics for which
the generalized axiom of revealed preference (GARP) provides a nonparametric test.

However, two problems arise when testing GARP First, it provides an extremely sharp

6(Gabaix and Laibson 2008)
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Figure 1: Relation between empirical consistency, falsifiability and predictive ability. Em-
pirical consistency -fit- is important but does not implies usefulness of the model. Even when
falsifiable it may not restrict behavior enough to allow for learning about underlying behavior.
test since rejection occurs after only one violation. Second, even when a data set passes
the test, it cannot necessarily be understood as a success for the theory since conditions
may be so undemanding that any behavior would pass it. Then, the predictive ability
approach developed in the chapter naturally establishes a meaningful trade-off between
empirical accuracy and falsifiability for models of consumer behavior, a long standing
problem in the literature. Intuitively, better predictions are the result of a lot of rev-
eled preference information —better degree of identification of underlying preferences—

while requiring small errors for data to be consistent with the model.

This dissertation emphasizes the importance of the empirical implications for models
of behavior. Chapter([I|discusses the limitations of goodness of fit approach for axiomatic
models when dealing with incomplete data sets. The lack of power to identify inconsis-
tent behavior with limited data sets can be captured by uncertainty to predict behavior
based in the model. By accounting for this uncertainty and allowing for empirically

inaccurate behavior, the predictive ability approach provides a meaningful criterion to



study the suitability of a theory to model observed behavior. Chapter [2] provides a novel
set of conditions to identify whether a decision maker behaves as satisficing, in contrast
to standard utility maximizer. This is done by exploiting the structure of stochastic

choice data without requiring data on the decision process itself.

Outline The outline of this dissertation is as follows. Chapter 1| presents a predictive
approach for the assessment of the suitability of models when these are described by
a set of axioms Chapter |2| presents necessary and sufficient conditions for stochastic
choice data to be consistent with the satisficing modelE] Finally Section Conclusion

closes presenting a summary of the main results and open lines of future research.

"The content of this chapter has been presented before in the paper "Predictive Ability and the Fit-
Power Trade-Off in Theories of Consumer Behavior"

8The content of this chapter has been circulated under the title "Satisficing and Stochastic Choice"
coauthored with Victor H. Aguiar and Mark Dean.



Chapter 1

Predictive Ability and the Fit-Power
Trade-Off in Theories of Consumer

Behavior

1.1 Introduction

The existence of a utility function that represents preferences is a core assumption in
economics. The Generalized Axiom of Revealed Preferences (GARP henceforth) pro-
vides an elegant axiomatic test for the validity of this assumption. For GARB rejection
occurs after only one violation, providing a sharp test which most data sets violate. This
is a common feature of all models that are described using a set of behavioral axioms.
Axioms provide elegant nonparametric tests, but only provide binary information as to
whether a particular data set is consistent with the model. In case of inconsistent data,
axiomatizations say nothing about the significance of the departures from the model.

This is known as the goodness of fit problem in the literature.

A series of goodness of fit measures have been proposed to address the sharpness



of the rationality test. Most of these measures are based on an intuitive moment of the
data related to the adjustments to income needed to remove the violations by making
them no longer feasibleE] The significance of these measures is difficult to gauge since
the experimental design may be such that no or very loose constraints are imposed on
the data. For example, if budget sets are nested, any data set would exhibit perfect
consistency with GARP since no constraints are imposed by the model. This is known
in the literature as the power problem since it relates to the probability of identifying

violations when the data is generated by a non-rational processE]

This chapter assesses the performance of the model by asking whether the model
is useful to make precise predictions about behavior. A good model is one which pro-
vides precise predictions, reducing the uncertainty of forecasted behavior for unseen
economic environments. More precise predictions are the result of a large amount
of revealed preference information that can be learned from data, while requiring a
small error for observed behavior to be consistent with the model. Given behavior,
more stringent environments that impose more demanding constraints on data to sat-
isfy the model, result in more precise revealed preference information learned from
data. However, more demanding environments increase the likelihood of detecting vio-
lations, leading to overall bigger errors. Hence, the predictive ability approach provides

a meaningful way to integrate fit and the degree to which the data constrains the model.

In order to construct the predictive distribution of choices in a new environment, I
extend the model to embed it in a statistical framework allowing for an additive error
component. Within this framework, I recover the "candidate model" — the most likely

sequence of rational choices that generated the data— and an estimate for the error pro-

!Notable examples are (Afriat 1967), (Varian 1990) and (Echenique, Lee, and Shum 2011)
2See (Andreoni and Harbaugh 2013) for an extensive analysis of the power problem when testing for
GARP.



cess. Next, I combine these two to compute the predictive distribution generated by
the extended model. For an out-of-sample economic environment, I first construct the
set of choices that are consistent with the "candidate model". This is the "supporting
set" first introduced by (Varian 1982). For an alternative in the "supporting set", the
model predicts that choices are given by that alternative plus the error. Then, follow-
ing the intuition of Bayesian model averaging, I construct the predictive distribution
as the distribution of choices on the "supporting set" plus the distribution of the error
process. Without prior information, all alternatives in the supporting set are assumed
to be equally likely. This distribution can be interpreted as the prediction that can be
made by only assuming the nonparametric model, given observed behavior. This con-
struction extends to a general class of behavioral models, provided the availability of
an algorithm to recover the "candidate model". For GARB it is available in the form of

a minimum distance estimator provided by (Kocoska 2012).

The predictive distribution reflects two sources of uncertainty when forecasting be-
havior: "model uncertainty", which derives from the fact that there may be different
preference relations that are consistent with observed dateﬂ; and "error uncertainty",
which derives from the fact that the decision maker may not perfectly maximize her
utility. A model is better for prediction if it reduces either or both sources of uncer-
tainty when forecasting behavior. Hence, the predictive distribution implicitly defines a
trade-off between the amount of information that can be learned about preferences and
the severity of the violations, naturally extending the prediction that would result from
the axiomatization to allow for error. As I discuss in Section there is a strong link
between the amount of recoverable revealed preference information and the power of

data set to highlight violations.

3To illustrate this point consider the following simple example. Let the universe of choices be {a, b, c},
and let observed data be such that a is chosen when {a, b} were available, and a chosen from {a, c}. Then
we may have a > b > ¢ or a > ¢ > b with equal probability.
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For a researcher considering a model for predicting behavior for a particular appli-
cation, the predictive distribution is a sufficient statistic to compute optimal choices and
expected losses due to incorrect predictions. For a set of candidate models, the predic-
tive distribution can be used to calculate an analog of the marginal likelihood of each
model, that is, how likely observed data are given the model. Given a prior on the likeli-
hood of each candidate model, marginal likelihoods can be used to construct Bayes-like
factors for model selection. Marginal likelihoods can also be used to compute weights
for bayesian model averaging (BMA) to account for uncertainty with respect to model
selection. The BMA predictive distribution is constructed as the weighted average of
the predictive distribution provided for each candidate model, where the weights are

given by the likelihood of the model given observed data.

For a researcher that does not have a particular application of interest but seeks
to appraise the predictive performance of the model, I provide two intuitive statistics
that summarize the information content of the predictive distribution. These statistics
define a complete order of data sets and/or models in the domain of predictive dis-
tributions. These summary statistics are: (i) the size of the shortest a— level credible
set for predicted choices and (ii) the Kullback-Leibler divergence measure between the
predictive distribution and an uninformative prior. These measures reflect the extent of
both sources of uncertainty, model and error, and can be used for the design of exper-
iments. The selection of the economic environment in which to predict behavior may
affect the results, therefore, I propose a leave-one-out construction for these measures
to remove any arbitrariness in this regard. The leave-one-out (LOO) predictive preci-
sion measures are computed based on the predictive distribution constructed for each

observed economic environment considering all remaining observations.
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I study the empirical performance of the predictive measures in their application to
the experimental data from (Choi, Fisman, Gale, and Kariv 2007). As expected, mea-
sures of predictive precision are positively correlated with measures of goodness of fit
and with the amount of information that can be extracted from data. I find that more
observations lead to more precise predictions since the additional revealed preference
information outweighs the potential increase in estimated errors. Finally, I compare the
performance of the Cobb-Douglas model, nested into the rationality model, and GARB
which does not make any assumption about the shape of the utility function. When
comparing the two models, the results show that the nonparametric utility maximiza-
tion model provides more precise predictions than a model that assumes Cobb-Douglas
preferences, since the additional precision of the latter model is outweighed by the mis-

specification error.

This chapter ties together the goodness of fit and power literatures. The information
provided by standard goodness of fit measures is captured by the predictive precision
measures through the recovered error process, as shown in Proposition Addi-
tionally, the LOO predictive precision measures reflect power, through the size of the
supporting set. Given the projection using J — 1 observations, the supporting set is the
subset of feasible choices, in the Jth economic environment, that are jointly consistent
with the projection. Conditional on the projection, its relative size is the probability of
choices being consistent with the model, if they were to be generated uniformly at ran-
dom from the set of feasible choices. Then, the relative size of the supporting set is the
complement of the probability of detecting violations in the Jth economic environment
under (Becker 1962) definition of irrational behavior; that is, power —as traditionally

understood in the literature, (Bronars 1987)- conditional on the projectionﬂ Hence,

*To illustrate this point consider a decision maker choosing from {a, b,c} and {a,c}. If a (or c) is
chosen from {a, b, c} then {a, c} imposes demanding constraints since it is possible to violate GARP On
the other hand, if b is chosen from {a, b, c} then any choice from {a, c} would be consistent with GARP
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this approach provides a meaningful trade-off between fit and power, a long standing

problem in the literature.

Current approaches that combine fit and power, as (Beatty and Crawford 2011),
measure power consistent with (Bronars 1987) approach. However, this approach fails
to account for the actual pattern of choices observedE] Observed choices determine
whether the new budget set constrains data or not. This is important since, for the
empirical application -50 observations-, standard power is approximately one for all
subjects which does not allow to differentiate among the stringentness of different de-
signs. I show that two subjects that faced identical economic environments and whose
behavior is consistent with GARB can produce significantly different predictions for the
same economic environment due to differences in the supporting set. I show that uncon-
ditional power masks significant differences in the amount of preference information

that can be inferred for different subjects to predict behavior.

Outline The outline of this chapter is as follows. Section presents the main re-
sults of revealed preference theory, its testable implications and the challenges that it
presents for testing. Section introduces the construction of the predictive distribu-
tion and discusses its properties. Section[1.4]shows that the predictive distribution is a
sufficient statistic for a decision maker that wants to select a model to predict behav-
ior. For a researcher that does not have an application in mind, I show how to use the
predictive distribution to construct the marginal likelihood of the model and measures
that summarize the predictive performance of the model. Section[1.5shows the empir-
ical performance of the proposed measures in its application to the experimental data

from (Choi, Fisman, Gale, and Kariv 2007). Section[1.6|offers a review of the literature

®(Andreoni and Harbaugh 2013) presents a series of power measures and indices whose behavior
depend on the characteristics of choices in the population and experimental design.
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concerning rationality testing and how the approach followed in this chapter compares

to existing approaches. Finally, section concludes.

1.2 The Rationality Model

1.2.1 Axiomatization

When facing a set of feasible alternatives, the choices made by a decision maker reveal
information about her own preference relation, chosen alternatives are revealed to be
better than non-chosen ones. This is the concept of (directly) revealed preference,
first introduced by (Samuelson 1938). (Houthakker 1950) extended it by imposing
transitivity on the direct revealed preferred relation. Let {q’ }]4:1 be the sequence of
observed choices, with ¢/ € Ri. The set of feasible alternatives is determined by the
decision maker’s budget constraints, that is, for all j € {1,...,J}, p’ - ¢ < x/, where
ple Ri . is the price vector faced by the decision maker in environment j, and x’ her
income. Then, chosen alternatives g’ are said to be revealed preferred to the other

feasible alternatives that were not chosen. Formally,

Definition 1.1 (Directly Revealed Preferred) ¢’ is directly revealed preferred to § if p’ -

q’ > p’ - q, and it is strictly revealed preferred if p’ - ¢’ > p’ - §

Definition 1.2 (Revealed Preferred) q’ is revealed preferred to § if there is a chain of

directly revealed preferred bundles linking g’ to §

(Afriat 1967) theorem shows that revealed preference theory provides a nonpara-
metric condition on consumer’s choices that is necessary and sufficie