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Abstract of “Sensing and Control of Flows
over Membrane Wings” by Jillian Bohnker, Ph.D., Brown University, May 2019

While a wide variety of active flow control techniques have been developed for rigid

wings, membrane wings have generally relied on their inherent passive deformation

to flow conditions. But as micro-air vehicles (MAVs) become more prevalent, the

benefits of membrane wings at low Reynolds number make the development of novel

control and sensing techniques particularly relevant. In this work, the foundation is

laid for an integrated sensing and control system, in which a membrane wing is con-

structed from a dielectric elastomer actuator. The membrane material, VHB 4905

(3M), is characterized using a three-element generalized Kelvin-Voigt model, which is

fitted to experimental data for creep, relaxation, and steady state AC actuation. The

performance of a fixed membrane wing under sinusoidal actuation is demonstrated

for a range of angles of attack, freestream velocities, and actuation frequencies. En-

hancements in the coefficient of lift of up to 20% are seen within a limited range of

experimental parameters. In this regime, actuation is seen to cause or enhance vortex

shedding from the leading edge, as visualized with DMD analysis. The root cause

of this peak in performance is explored, including the effects of reduced frequency,

the location of the separated shear layer, and fluid-induced damping. Finally, in-

tegrated self-sensing of the membrane wing is demonstrated. The deformation of

the membrane is sensed using the capacitance of the wing, which is measured using

an online RLS algorithm. The parameters of the algorithm are optimized, and the

performance is validated in a series of benchtop and wind tunnel tests. The cor-

relation between camber and aerodynamic load is demonstrated, and the unsteady

camber is linked to large-scale structures in the surrounding flow. Ultimately, the

combination of active flow control and integrated sensing may allow the development

of closed-loop control of membrane wings, enhancing the capabilities of MAVs.
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Chapter One

Introduction



1.1 Motivation

Micro air vehicles (MAVs) have found increasing use in recent years in a number of

applications, ranging from surveillance and inspection, to search and rescue opera-

tions. With characteristic dimensions on the order of 15-20 centimeters, MAVs are

capable of traversing collapsed buildings, and with relatively low mass and inertia,

are often robust to collisions. They can be operated as swarms for efficient mission

completion, and individual units can be manufactured relatively cheaply. However,

some aspects of aerodynamic performance become challenging at this speed and

length scale, particularly with MAVs that employ rigid fixed wings.

At relatively low Reynolds numbers, of the order 103−105, rigid fixed wings suffer

from a decreasing lift to drag ratio, an increasing susceptibility to unsteady flow

conditions such as gusts, and an increased potential for intermittent flow separation.

Membrane wings have been shown to mitigate a number of these factors by passively

and dynamically conforming to the surrounding flow. However, when flow separation

inevitably occurs, methods for active flow control over membrane wings are limited.

The development of such a method, particularly in conjunction with an integrated

flow sensor, could substantially improve the performance regime for a fixed membrane

wing MAV.

By constructing a membrane wing from a dielectric elastomer actuator (DEA),

both active flow control and integrated flow sensing are possible. These benefits are

combined with those of passive membrane wings at low Reynolds number, and pave

the way for closed-loop control of membrane wing MAVs.

2



1.2 Literature Review

This thesis lies at the intersection of DEAs and membrane wing aerodynamics. Un-

derstanding the current state of research across this breadth of technical work is

critical - each topic will be reviewed in the following section, as well as the emerging

field at their intersection.

1.2.1 Dielectric Elastomer Actuators: Actuation

The dielectric elastomer actuator (DEA) was first proposed in 1998 by Pelrine, Ko-

rnbluh, and Joseph [2]. The DEA consists of a flexible elastomeric membrane sand-

wiched between two compliant electrodes. When a voltage is applied across the

electrodes, the electrostatic attraction of free charges causes the membrane to thin.

Because most membranes used for DEAs are incompressible, this results in an in-

plane strain. The amplitude of these strains can be greater than 200%, depending on

the properties of the membrane material, the amplitude and direction of prestrain,

and a number of other factors [3]. The underlying mechanism of this strain has been

shown to be purely a due to Maxwell stress, rather than electrostrictive mechanisms,

as thoroughly demonstrated by Kofod et al. [4]. When an electric field is applied

along the z-direction, this results in an actuation stress that goes as:

σzz = −1

2
ε0εE

2 = −1

2
ε0ε

V 2

h2
, (1.1)

σxx = σyy =
1

2
ε0εE

2 =
1

2
ε0ε

V 2

h2
, (1.2)

where σzz is the out-of-plane Cauchy stress, σxx,yy are the in-plane Cauchy stress

components, ε0 is the permittivity of free space, ε is the dielectric constant of the

3



membrane, E is the applied electric field, V is the applied voltage, and h is the

deformed thickness of the membrane. This type of actuation can be applied to a

wide range of actuator configurations, ranging from rolled configurations common in

artificial muscle applications [5], stacked or folded actuators used in linear actuator

applications [6], and sheet configurations used for adaptive lenses, loudspeaker, and

other applications [7, 8].

To convert the actuation stress to high actuation strain, the membrane material

is paramount. For DC operations, or for materials that are primarily elastic, a

minimum Young’s modulus results in a maximum strain [4]. For AC operations,

the viscous properties of the material can dominate, particularly as the frequency

is increased [9]. As such, the end application has a strong influence on material

selection, with low-loss materials such as silicone often being chosen for unsteady

applications that require fast response times, while acrylic materials provide a higher

actuation strain for applications that occur on a slower timescale [10].

One of the most common materials for DEA membranes is VHB 4905/4910, an

acrylic manufactured by 3M. The performance of VHB as a function of prestrain,

frequency, and temperature has been the subject of many studies, widely ranging in

complexity. When modeling the viscoelastic behavior, analytical models can range

in complexity from a single relaxation time constant [11, 12] to multiple elements

of a generalized Kelvin-Voigt [13] or Maxwell model [14] - each element serving to

increase the accuracy and range of captured time scales, while also increasing the

model’s complexity. This principle can be extended to capturing the full spectra

of time constants, which is generally accomplished experimentally using a dynamic

mechanical analysis (DMA), as demonstrated by Guo et al. [15], Sheng et al. [12], and

Palakodeti et al. [9], among others. Still other approaches employ a thermodynamic

framework to explore dissipative losses and electromechanical instabilities, such as
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works by Chiang Foo et al. [16] and Wang et al. [17], among others.

In addition to the membrane material itself, the electrode material plays a crit-

ical role in actuation. If the electrode loses conductivity as it strains, the actuator

will be limited in performance. Some of the most common electrode materials, such

as loose carbon powder, carbon grease, and conducting polymers, have been empir-

ically characterized and shown to have varying degrees of increasing resistance with

strain [18], with carbon grease demonstrating the least loss. Improved actuation

performance has been seen with novel compliant electrode technology, which include

patterned thin films and nanoparticle implantation, among other techniques [19].

1.2.2 Dielectric Elastomer Actuators: Self-sensing

In addition to their actuation capabilities, DEAs have been used as integrated self-

sensors. Changes in physical configuration result in changes in electrical character-

istics, which, when combined with knowledge of the membrane material properties,

can be interpreted as mechanical strain. As the membrane is deformed, either by

actuation or applied mechanical load, the membrane’s capacitance, electrode resis-

tance, and dielectric resistance can all vary substantially, and several methods have

been developed to take advantages of these variations.

The earliest examples of self-sensing in DEAs often assume that two of the three

variables (capacitance, resistance, and dielectric constant) vary negligibly, allowing

the sensing algorithm to capture only the remaining variable. Sommer-Larsen et

al. [20] provided the earliest demonstration of the technique in 2001, using higher-

order harmonics in the current response to estimate membrane extension. Soon after,

Toth and Goldenberg [21], implemented an empirical relationship to approximate the
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variation in electrode resistance, and found the capacitance using the membrane’s

frequency response function. Other approaches to measuring capacitance include the

application of a pulse width modulation signal [22] and treating the membrane and

electrodes as a high pass filter [23]. Other work, such as O’Brien et al. [24], have

explored the use of electrode resistance as the primary sensing variable, but this ap-

proach has been shown to have significantly more hysteresis and history dependence

than strain measurement via capacitance.

Rizzello et al. demonstrated an approach that simultaneously takes electrode

resistance and membrane capacitance into account, using an online adaptive algo-

rithm [25, 26]. Treating the membrane and electrodes as a variable RC circuit and

neglecting any leakage current across the membrane itself, the problem simplifies into

a simple series circuit. By using a probe voltage that is at a higher frequency than

that of the changing resistance and capacitance, and a probe sampling frequency

of sufficiently short period, the analog RC circuit equations can be discretized and

linearized between each voltage and current measurement. The result is a linear-

in-parameters equation, which can be solved by adaptive filters. After investigating

both the Least Mean Squares (LMS) and Recursive Least Squares (RLS) algorithms,

smaller errors were seen with the RLS algorithm. As such, this work will follow the

approach Rizzello et al. and use an RLS adaptive filter to estimate variable capaci-

tance and resistance.

One method that has proven successful in tracking all three variables was demon-

strated by Gisby, O’Brien, and Anderson [27]. In this technique, electrical charge,

voltage, and time are plotted in 3D space, and a 2D hyperplane is fitted to the data

using regression. The coefficients of the resulting characteristic equation can be used

to measure the capacitance, resistance, and leakage current. However, this method

resulted in errors as high as 4%, particularly at high strains, which is not significantly
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improved from the RLS algorithm developed by Rizzello et al. [25], despite increased

complexity.

As the complexity and accuracy of self-sensing algorithms improve, additional

applications become possible. For example, Xu et al. proposed a method to allow

for localized strain sensing using a single electrode pair [28]. Recognizing that the

resistance of the electrode is a function of the distance from the point of voltage

application, Xu et al. treats the electrode as a transmission line [29]. In this way, by

varying the probe frequency and measuring the decrease in amplitude as a function of

position, changes in capacitance can be localized without requiring multiple discrete

electrodes. Advances in sensing algorithms such as this may enable the development

of more complex applications, such as mode shape sensing or wavenumber frequency

analysis of flexible materials in flows.

1.2.3 Membrane Wings

Because membranes are flexible, they are intrinsically coupled to the surrounding

flow, allowing them to passively adapt to flow conditions. This results in advantages

over rigid wings under equivalent conditions, such as delayed stall [30], but also

makes analysis and prediction of wing performance increasingly dynamic. Fluid-

structure interactions (FSI) result in camber changes and modal vibrations that

can, in turn, influence the flow field itself. These interactions can be captured by

analytical approaches as simple as an aeroelastic model to predict mean camber of the

wing [1,31], to high-fidelity coupled computational models [32] or experiments [33–36]

to capture the unsteady vibrations of a membrane in flow. Both mean camber and

membrane vibrations have significant influence on the performance of a membrane

wing.

7



The aeroelastic model developed by Waldman and Breuer [1], based on earlier

work by Song and Breuer [31], predicts the mean camber of the wing as a function

of membrane properties and flow speed. The Young-Laplace equation,

κ+
p

T
= 0, (1.3)

where κ is the membrane curvature, p is a uniform pressure loading, and T is the

membrane tension, balances the membrane dynamics with the aerodynamic pressure

load. Assuming linear elasticity, uniform pressure distribution, and potential flow,

this equation can be solved to show that the ratio of coefficient of lift to membrane

stretch and curvature is equal to the aeroelastic constant,

Ae =
Eh

1

2
ρU2c

, (1.4)

where E and h are the membrane’s Young’s modulus and thickness, respectively,

c is the wing chord, and ρ and U are the fluid density and freestream velocity,

respectively. Because coefficient of lift, membrane stretch, and membrane curvature

are only functions of camber and angle of attack, if the aeroelastic number and angle

of attack are known, the mean camber can be predicted.

Membrane vibrations can be as critical to aerodynamic performance as auto-

cambering, but the dynamics are considerably more complex [36]. Coupling has been

observed with aeroelastic instabilities [32], and FSI may result in lock-in between

vibration frequencies and fluidic instability frequencies, resulting in amplification of

both membrane motion and excitation of the surrounding flow. This has been studied

with coupled computational models, such as the work of Gordnier [32], who showed

that close coupling of the membrane vibration with vortex shedding directly results

in delayed stall relative to equivalent rigid wings. This was confirmed experimentally
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by Rojratsirikul et al. [36], who studied the coupling of membrane vibration to vortex

shedding, as compared to rigid cambered airfoils.

Because membrane vibrations are very sensitive to the location and unsteadiness

of the separated shear layer [36], the mode of membrane vibration is strongly a

function of Reynolds number and angle of attack, as well as membrane prestrain or

excess length. Rojratsirikul et al. focused on the effect of prestrain or excess length

on membrane dynamics, showing that excess length generally resulted in higher

amplitude vibration and earlier roll-up of vortices than membranes under pretension,

which approached the performance of rigid wings as pretension increases [35]. Later

work from Rojratsirikul et al. focused on the modal shape on low aspect ratio wings,

where the tip vortex often generates spanwise modes that would not be present

in large aspect ratio wings [34]. Finally, it has been shown by both Rojratsirikul

et al. and Tregidgo et al. that flow conditions (angle of attack and freestream

velocity) strongly influence the mode and amplitude of vibration [33,34]. A number

of regimes were observed by Tregidgo et al., ranging from higher order modes with

low amplitude when the flow is attached to the wing, to high amplitude second

order modes after separation, which result from interactions with the separated shear

layer [33].

1.2.4 Active Flow Control

Active flow control can be used to accomplish a number of goals, and the methods

used can vary substantially. Often, flow control is meant to interact with a flow

that has partially or fully separated from the suction surface of the wing, either

acting to reattach the flow (separation control) or to reduce the degree of separation

(separated flow control) [37]. This is often accomplished through the injection of
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momentum into the separated flow, either directly or through excitation of fluidic

instabilities. Depending on the degree of separation, this additional momentum can

overcome the momentum deficit that led to separation, reattaching the flow.

This addition of momentum has been accomplished in many ways, including sur-

face morphing and flaps [38–40], acoustic excitation [41], plasma actuators [42], and

steady or unsteady blowing [43,44], among other methods. However, the limitations

in many of these methods, such as sensitivity to experimental conditions for effec-

tive acoustic excitation, or design constraints for continuous blowing methods, have

led to the relative dominance of synthetic jet actuators. These actuators alternate

between blowing and suction, such that the net mass flux is zero. However, due to

flow separation and vortex formation that occurs at the edge of the actuator ori-

fice during the blowing half-cycle, the resulting momentum flux is positive and a

jet is formed. The spatial and temporal characteristics of this jet are complex, and

have been shown to be a function of actuation frequency, actuation amplitude, the

surrounding flow, and actuator geometry, among other factors [43].

Actuation frequency is perhaps one of the most critical factors to synthetic jet

performance, as is often expressed in terms of the reduced frequency, f+ = fc/U ,

where f is the actuation frequency, c is the wing chord length, and U is the freestream

velocity [45]. Effective actuation regimes can be seen at reduced frequencies rang-

ing from O(1) to O(10), or even higher [46]. At low reduced frequencies, discrete

vortices are seen at or near the frequency of actuation, suggesting that the unsteady

momentum addition is interacting with flow field instabilities to result in vortex

roll-up. Within this regime, maximum performance is seen to occur at reduced fre-

quencies closely aligned to the flow field instability. At higher actuation frequencies,

no discrete vortex formation is observed, and power spectral density measurements

of the flow field suggest that the actuation resulted in tripping transition from lam-
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inar to turbulent flow, thus increasing the lift to pressure drag ratio. In this regime,

actuation authority is nearly invariant with actuation frequency [46].

The coefficient of momentum is often used as a normalized measurement of the

actuation amplitude. This coefficient captures the ratio of the actuator-generated

momentum to that of the freestream, such that:

Cµ =
ρjU

2
j G

0.5ρ∞U2
∞
L
, (1.5)

where j refers to parameters of the jet, ∞ refers to parameters of the freestream, G is

the actuator slot width, and L is typically the wing chord [44]. Generally, increasing

Cµ values lead to increasing flow control, with diminishing returns past a certain

point. The ideal Cµ value is a function of Reynolds number and airfoil shape, among

other variables [47].

Finally, Reynolds number has been shown to be a significant factor in the per-

formance of synthetic jet actuators [47]. At Reynolds numbers less than 105, it is

difficult or impossible to force transition to turbulence, making excitation of flow

instabilities the primary method of flow control. As Reynolds number is increased,

the effects of forced transition to turbulence and control of separation are closely

related, but even as Reynolds number approaches 107, where transition has occurred

naturally, active flow control with unsteady forcing remains viable [47]. The abil-

ity of synthetic jet actuators to effectively control flow through this wide range of

Reynolds numbers makes them a highly versatile flow control tool.
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1.2.5 Active Control of Membrane Wings

Membrane wings constructed from a DEA have been studied by several groups,

both for DC camber control [48–50], and sinusoidal flow control [51]. DC actuation

voltages provide a direct method of control of the wing camber, while AC actuation

voltages have less effect on mean camber. Despite minimal change in mean membrane

camber, sinusoidal variations in the membrane compliance can have a substantial

effect on the surrounding flow.

Hays et al. [48] first studied the effect of DC voltage on a DEA membrane wing,

demonstrating that wing camber can be significantly increased by application of

voltage. Control of wing camber, in turn, significantly affected the aerodynamic

performance of the wing, and the optimum aerodynamic efficiency was found to be a

function of applied voltage, prestrain, and Reynolds number. Additional work from

Hays et al. [49] demonstrates the effect of DC voltage on the membrane resonance

frequency, as well as the flow field. The reduction in tension caused by actuation

resulted in decreased resonance frequency. Additionally, increasing actuation voltage

was seen to result in an increasing region of recirculation on the suction side of the

wing.

By nature, fluid-structure interactions are fundamental to the performance of

a membrane wing, making the material properties of the actuator itself of critical

importance. Buoso and Palacios [52] numerically studied the effect of membrane

viscoelasticity on aerodynamic performance of an actuated wing, finding decreased

aerodynamic efficiency relative to the fully elastic membrane during AC actuation.

However, this decrease in aerodynamic performance was balanced by an decreased

sensitivity to unsteady flow disturbances. Regarding the effect of DEA configura-

tion, Barbu et al. [50] experimentally studied the effect of prestrain on the control
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authority and aerodynamic performance of DC-actuated DEA wings, finding lower

prestrains to provide both higher control authority as well as improved aerodynamic

performance.

This thesis closely follows in the footsteps of Curet and Breuer [51], who first

demonstrated the effect of modulating compliance of a membrane wing using an

AC actuation voltage. Actuation at specific reduced frequencies was found to sig-

nificantly increase lift and delay stall. This is in good agreement with numerical

modeling by Buoso and Palacios [53], who showed that the effect of harmonic actu-

ation can either increase or decrease the aerodynamic efficiency, depending on the

relationship between actuation frequency and the membrane resonance.

1.3 Outline of the Dissertation

In this thesis, the development of a membrane wing capable of simultaneous active

flow control and sensing is presented. The thesis is composed of four chapters, in

addition to this introduction and literature review.

In the second chapter, the characterization of a membrane will be presented.

This material, VHB, is commercially manufactured by the 3M Company, and known

to be highly viscoelastic. We will characterize the viscoelastic losses using a three-

element generalized Kelvin-Voigt model, with parameters fitted using experimental

data. Data was captured by applying high voltage to a biaxially-stretched VHB

membrane, and measuring in-plane strain for both a DC voltage as well as steady

state AC responses for a range of frequencies. We demonstrate that a relatively

simple model can be used to accurately predict the actuation performance of the
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membrane over a range of frequencies. This work consists of an expanded version of

Kiser et al. [54]. Additions to the referenced work include discussion on the breadth

of applicability, the limitations imposed by certain assumptions (including the effect

of an additional dashpot in the generalized model, the impact of varying prestrain

values, etc), and an additional figure with phase-averaged strain data. This chapter

includes contributions from Michael Manning and David Adler, who collected and

processed the video data measuring the creep and relaxation of the membrane. All

experimental set-up, post-processing analysis, and writing was completed by the

author.

In the third chapter, the effect of unsteady actuation of the membrane wing is

explored. By actuating the membrane with an AC voltage, an in-plane strain is

generated, which acts to reduce the pretension. When this reduction in tension is

coupled with the aerodynamic load, the high-voltage actuation serves as a method

to dynamically control the camber of the wing. The effect of this varying camber

was explored for a range of angles of attack, freestream velocities, and actuation

frequencies. Lift enhancements of up to 20% were observed over a limited range of

experimental conditions. Ultimately, this lift enhancement is tied to leading edge

vortex shedding that is initiated or enhanced by the varying camber, as visualized

with phase-averaged particle image velocimetry (PIV). The effect of reduced fre-

quency, fluid-induced damping, and separated shear layer location will be examined.

This chapter consists of the manuscript entitled ”Control of separated flow using

actuated compliant membrane wings”, which has been accepted for publication in

the AIAA Journal.

In the fourth chapter, a method for integrated membrane deformation sensing is

presented. The membrane and electrodes are treated as a series RC circuit, following

the work of Rizzello et al. [25]. Using known relationships between voltage, current,
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resistance, and capacitance for a simple RC circuit, the constitutive equations can

be rewritten into linear-in-parameters form, appropriate for application to online

adaptive algorithms. By applying a probe voltage that is sufficiently higher than the

frequency of deformation, the voltage and current measured across the membrane

are input in a recursive least squares algorithm to estimate the value of resistance

and capacitance at each time-step. This RLS algorithm is optimized over a range

of deformation frequencies, probe frequencies, sampling frequencies, and forgetting

factors. The algorithm is validated by comparing the estimated capacitance with

that predicted by video data of a deforming membrane, and good correlation is seen.

Limitations of the approach are discussed.

Finally, in the fifth chapter, capacitive self-sensing is applied to an aerodynamic

environment. Because the membrane wing camber is integrally tied to the surround-

ing flow conditions, both mean and unsteady aerodynamic forces can be sensed if

the membrane kinematics and material properties are known. The optimized and

validated RLS algorithm described in the previous chapter is used to measure the

capacitance of a membrane wing. Using this capacitance, the in-plane strain is esti-

mated, which naturally leads to the instantaneous camber. In a series of wind tunnel

experiments, this camber estimation is compared with true camber measurements,

and a good correlation is seen. Links between the camber and the surrounding flow

field are presented, both for mean lift and drag, as well as large-scale flow field

structures, such as leading edge vortex shedding. This chapter includes work by Asi-

manshu Das, who assisted with data collection to validate the relationship between

camber and capacitance. The author completed the test set-up, the remainder of

data collection, all data post-processing, and writing.
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Chapter Two

Characterization of DEA actuation



2.1 Abstract

The actuation strain of an equibiaxially prestrained dielectric elastomer membrane

is studied as a function of driving frequency and prestrain. Experimental data is

gathered on the membrane’s creep and recovery following DC actuation, as well as

the steady state amplitude and phase for AC driving voltages ranging from 2 to

40 Hz. The effect of prestretch on steady state actuation was also investigated,

using membranes of both 250% and 300% prestretch. A three-element generalized

Kelvin-Voigt model is developed to capture the transient and steady-state actuation

responses as a function of frequency and prestrain. We show that, despite its relative

simplicity, this model captures the relevant timescales for the membrane behavior

with good fidelity and can be used to accurately predict the actuation magnitude

and phase as a function of time over a range of actuation configurations and driving

conditions.

2.2 Introduction

Dielectric elastomer (DE) membranes have gained popularity as electromechanical

actuators due to their simple and light design, fast response times, and high actuation

strains. The actuator consists of a thin membrane (on the order of 0.5-1 mm) with

a compliant electrode on either side, forming a capacitor. When charge accumulates

on the electrodes, a Maxwell pressure acts upon the soft elastomer and causes the

membrane to expand laterally. These actuators have been used in a wide variety of

applications including energy harvesting [55,56], robotic muscles [5,57], and adaptive

compliance membrane wings [48, 51].
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Despite the many advantages, some DE membrane materials suffer from signifi-

cant viscoelastic losses which make it difficult to drive the actuators periodically [9].

A great deal of work has been done to understand and model the viscoelastic prop-

erties of one of the most common DE actuator materials, VHB (3M). Experimental

studies, such as the work of Palakodeti and Kessler [9], use dynamic mechanical

analysis to quantify the stiffness and efficiency as a function of temperature and

frequency. Other experimentalists, such as Wissler and Mazza [58], have focused on

large strain experiments to compare and optimize hyperelastic material models, but

have largely neglected sinusoidal excitation. Analytical viscoelastic models of varying

complexity have been implemented, from the relatively simple standard linear solid

(SLS) model used by Wang et al. [11] and Sheng et al. [12], to the full-spectrum gen-

eralized Maxwell model used by Guo et al. [15]. The simple analytical SLS model can

be quickly and easily evaluated, but diverges from experimental data as frequency

or prestrain are changed, while the results of Guo et al. have not been compared

with sinusoidal actuation results. Other models, such as the nonequilibrium ther-

modynamic approaches of Suo [59] can include effects such as dielectric relaxation.

Numerical approaches have also been used, such as the work of Goulbourne et al. [60]

and Park and Nguyen [61], who accounted for geometric and material nonlinearities

in a finite element approach, but these numerical approaches have been focused on

DC actuation.

In this work, a reduced order viscoelastic analysis of a DE membrane (VHB4905)

is presented. Experimental data is taken on actuation strain as a function of mem-

brane prestrain and actuation frequency. Viscoelastic creep and recovery are also

captured. A modified three-element Kelvin-Voigt model is used to generate a consti-

tutive equation for actuation strain. The seven necessary coefficients of the resulting

linear differential equation are fit to experimental data, resulting in a reduced order
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Figure 2.1: (Left) The experimental setup, with membrane prestretched to approximately 250%
and grease electrodes applied. (Right) The electrode as identified by the MATLAB post-processing
script (gray) with the dashed line showing the bounds of a circle of equivalent area and radius.

model that captures both DC and sinusoidal actuation strains. This model can easily

be applied to predict the actuation behavior of an arbitrary forcing input.

2.3 Methods

The dielectric elastomer, VHB4905 (3M), was attached using its own adhesive to

twelve posts, equally distributed around the perimeter of a 70 mm diameter circle.

The posts were then expanded radially to apply equibiaxial (radial) strain to the

membrane. Conductive grease (MG Chemicals, #846) was applied as an electrode,

to either side of the stretched membrane and outlined with a white paint marker.

Voltage was applied using a high voltage amplifier (Trek, model 5/80). Video of the

actuating membrane was collected with a high speed camera (1024 pixels × 1024

pixels) (Phantom Miro 340) at frame rates which varied depending on the exper-

iment. Two experiments were conducted: sinusoidal forcing was used to measure

steady-state strain amplitude and phase as a function of driving frequency and am-

plitude, and creep and recovery were measured following the impulsive application

and removal of a DC electric field.
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To capture the steady state strain amplitude and phase, voltages of the form

V (t) = 2000(1 + sin(2πft)) were applied to membranes at both 250% and 300%

prestrain, with frequencies, f , ranging from 2 to 40 Hz. Following ten seconds

of continuous actuation, videos were taken at 801 fps, chosen to ensure complete

coverage of the actuation cycle. Applied voltage data was collected synchronously

so that the phase between stress and strain can be recovered. For the creep tests, a

4 kVdc step function voltage was applied to a membrane at 250% prestrain, and the

actuation strain was captured at 60 fps for 10 seconds, at which point the voltage

was removed and the membrane’s strain recovery was captured for an additional 28

seconds.

Videos were imported into MATLAB for post-processing using the Image Pro-

cessing Toolbox. Each frame was converted to black and white using a constant

brightness threshold and inverted such that the black electrode was labeled as an

object in B/W space. The white line outlining the electrode served to create a

clear boundary between the electrode and the rest of the image. The area of the

electrode was measured for each frame and the average radius was calculated with

the assumption of a circular electrode, as shown in Figure 2.1. The electrode ra-

dius was converted into actuation strain by dividing by the radius of the unactuated

(pre-strained) electrode.

2.4 Constitutive model

A three-element generalized Kelvin-Voigt model was used to model the membrane

behavior, allowing for the inclusion of fast, intermediate, and slow relaxation [62]. A

damper was added to capture irrecoverable strain (Figure 2.2). It should be noted
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Figure 2.2: A three-element Kelvin-Voigt viscoelastic model in series with an additional dashpot.
Each element represents a relaxation time constant while the additional dashpot represents some
amount of irrecoverable strain.

that the material is not characterized by truly irrecoverable strain - the additional

damper only reflects strains that are not recovered over the duration of these exper-

iments. This limits the applicability of the model to actuation on the order of 30-40

seconds of duration.

In this system, the stress across each unit is equal to the stress across the entire

system, and the strain across each individual unit can be summed to find the strain

across the entire system. Assuming linear behavior, the strain across the system is

defined as:

ε = σ

(

1

η0D
+

1

E1 + η1D
+

1

E2 + η2D
+

1

E3 + η3D

)

(2.1)

where σ is total stress, ε is total strain, ηi is the respective dashpot constant, Ei is

the respective spring constant, and D is the derivative operator in time [62]. Solving

for stress and expressing the equation as a linear function of stress, strain, and their

time derivatives (denoted here with dots):

A1ε̇+ A2ε̈+ A3

...
ε + A4

....
ε = B1σ +B2σ̇ + B3σ̈ + B4

...
σ (2.2)
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where

A1 =E1E2E3η0

A2 =E2E3η1η0 + E1E3η2η0 + E1E2η3η0

A3 =E3η1η2η0 + E1η2η3η0 + E2η1η3η0

A4 =η1η2η3η0

B1 =E1E2E3

B2 =E1E3η2 + E2E3η1 + E1E2η3 + E2E3η0+

E1E3η0 + E1E2η0

B3 =E3η1η2 + E1η2η3 + E2η1η3 + E2η3η0 + E3η2η0+

E1η3η0 + E3η1η0 + E1η2η0 + E2η1η0

B4 =η1η2η3 + η2η3η0 + η1η3η0 + η1η2η0

This differential equation can be solved for any arbitrary stress input to predict

the output strain.

The actuation stress has been shown by Kofod et al.. [4] and Ma and Cross

[63] to be accurately and completely described by a Maxwell pressure, such that

σzz = −0.5ǫ0ǫrE
2, where σzz is the stress normal to the membrane, ǫ0 and ǫr are

the permittivity of free space and the relative permittivity of VHB, respectively, and

E is the electric field across the membrane. Note that this analysis assumes that

the electrode is large enough to neglect both mechanical and electrical edge effects -

the electrical field is treated as purely 1D, and no mechanical tractions are included

in the out-of-plane direction. Balancing the out-of-plane and in-plane stress state

and applying the incompressibililty boundary condition, the stress in the plane of

the membrane is equal to σxx = σyy = 0.5ǫ0ǫrE
2. The electric field is inversely
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proportional to the thickness of the membrane, which is a function of the unstrained

membrane thickness (h0) and applied prestretch (λ0):

E =
λ2
0V

h0

(2.3)

where h0 is the unstrained membrane thickness and λ0 is the prestretch applied to

the membrane. Therefore, the applied stress can be expressed as

σ =
1

2
ǫ0ǫr

λ4
0V

2

h2
0

. (2.4)

This stress can be applied to Equation 2.2 which can then be solved for an arbitrary

voltage input to predict the output actuation strain. The seven viscoelastic parame-

ters can be fit to experimental data, using harmonic forcing data and creep/recovery

responses.

Two simplifying assumptions are made to allow the differential equation to re-

main linear. First, this model assumes a linear elastic behavior of the dielectric.

While it is known that VHB behaves hyperelastically at high strains [64], it can be

approximated as linear for the small actuation strains surrounding any given pre-

strain. Furthermore, in this work, a single set of viscoelastic material parameters

will be found for both 250% and 300% prestrain values, which may restrict the level

of accuracy achieved. Secondly, we assume that the electric field remains constant

during actuation. In actuality, the membrane thickness decreases as the membrane

is actuated, increasing the electric field, until it balances the elastic restoring force.

The implications of this simplification will be assessed in the following discussion.
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2.5 Results and Discussion

The parameters of the three element Kelvin-Voigt model described above can be

best understood by considering the relaxation time constants [62] (τi = ηi/Ei) that

each element represents. Lower frequencies are dominated by longer time constants

and higher frequencies by shorter time constants. Because creep and recovery occur

on a much longer timescale than the sinusoidal data collected, optimization of the

long time constant parameters can be carried out independently from the short time

constant data, saving significant computational time. Therefore, steady state strain

amplitude and phase data are used to tune parameters associated with short and

intermediate time constants, while creep and recovery data are used to isolate the

response associated with the long time constant. Each set of parameters for each time

constant were optimized iteratively to minimize mean squared error. E1, η1, E2, and

η2 were each optimized to the amplitude and phase data of steady-state harmonic

actuation, while E3, η3, and η0 were held constant. Once the optimum parameters for

the short time constants were determined, the long time constant parameters were

freely varied to fit the creep/relaxation data. The resulting optimum parameters are

E1 = 9300, η1 = 22, E2 = 1200, η2 = 42, E3 = 550, η3 = 250, and η0 = 25000, with

corresponding relaxation time constants of τ1 = 0.0024, τ2 = 0.035, and τ3 = 2.2

seconds.

2.5.1 Harmonic forcing

As discussed, one difficulty of using VHB as a DE actuator is that the viscous

damping results in loss of actuation authority when actuated periodically. Figure 2.3

shows the steady-state actuation strains achieved under sinusoidal voltages, where
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Figure 2.3: Steady state strain amplitude time-series (top) at three frequencies, with correspond-
ing voltage excitation (bottom), showing the increasing phase lag and decreasing amplitude as a
function of frequency

each frequency trial consisted of 1.21 seconds of data sampled at 801 Hz following 10

seconds of unrecorded actuation. All cycles are plotted relative to the phase of the

driving voltage, such that there are 2.4 cycles of 2 Hz data overlaid, 9.7 cycles of 8

Hz data, and 36.3 cycles of 30 Hz data. As frequency is increased (and, consequently,

rate of strain), viscous damping becomes more prominent.

The steady state frequency response is described in terms of amplitude and phase

relative to the driving voltage. The steady state peak-to-peak strain actuation for

frequencies from 2 to 40 Hz is shown in Figure 2.4a, decreasing from a maximum

of 2.7% at 2 Hz for a membrane under 300% to a minimum of 0.28% at 40 Hz for

a membrane under 250% prestrain. Comparing the resulting optimized fit with the

experimental data, the model is seen to closely fit experimental data corresponding

to prestretch values of 250%, though it slightly underestimates the amplitude data at

300% prestrain. This underestimation is likely due to the assumption that a single
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Figure 2.4: (a) Actuation amplitude as a function of frequency for a membrane under 250-300%
prestretch (markers), and the fitted model (dashed lines) (b) Actuation phase lag (relative to driving
voltage) as a function of frequency for a membrane under 250-300% prestretch (markers), and the
fitted model (dashed lines)

set of viscoelastic parameters can capture the dynamics of both prestrain values,

despite the material’s underlying hyperelastic properties.

The phase delay relative to the driving voltage is shown in Figure 2.4b, where

it is seen to be independent of prestrain and to increase at low frequencies before

leveling off at a phase lag of approximately 60 degrees at 15 Hz. This decreased

efficiency with increasing frequency is consistent with the results of Palakodeti and

Kessler [9], among others. The model captures the observed lack of dependence on

prestretch, and the phase lag with respect to frequency is well captured. Because

phase lag in viscoelastic materials is a result of the loss modulus, which is a bulk

property [62], it is reasonable that the phase lag would be independent of prestretch.

2.5.2 Creep response

The creep and recovery response is shown in the gray curve of Figure 2.5, where

the strain increases only gradually to the steady-state value after a step voltage is
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Figure 2.5: Experimental data showing creep and recovery response of a membrane under 250%
prestrain and 4 kVdc actuation voltage (gray dots), and fitted model (black dashed)

applied at t = 0, and does not fully recover to 0% strain after the voltage is removed.

Comparing the optimized model fit to this data, we see that the model fits the

creep data closely, though the model predicts the recovery to be somewhat sharper

than the experimental data. This is most likely due to the assumptions required

to keep the model linear - the material is treated as linear viscoelastic, and the

change in membrane thickness due to actuation is neglected. The effect of variable

membrane thickness is greatest when the observed actuation strain is high, as it is

here. Following the linear elastic and unconstrained analysis by Pelrine et al.. [2], the

thickness strain can be estimated by using the in-plane actuated strain and assuming

incompressibility. For the maximum observed strain of 14.6%, the thickness strain

can reach 23.8%. Applying the modified thickness to Eq 2.4, errors of up to 33.6%

are possible. Consistent with Figure 2.5, the initial slope of the model would be

underestimated relative to the experimental data, because the elastic restoring force

is neglected.
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2.6 Conclusions

The dielectric membrane used here, VHB4905, is known to be an effective mate-

rial for dielectric membrane actuation, but has limited actuation authority in AC

applications due to significant viscoelastic losses. Additionally, its hyperelastic and

nonlinear nature can lead to complicated and computationally expensive models.

However, for a given range of frequencies and prestrains, it is possible to develop

a reduced order viscoelastic model that captures the relevant control parameters.

In this case, three relaxation time constants were able to capture actuation behav-

ior ranging from DC to 40 Hz AC driving voltage, and likely beyond. By utilizing

least-squares fitting on both creep/recovery and frequency sweep experimental data,

a generic linear differential equation was developed that captures the key physics -

both steady state strains and amplitude/phase trends.

It should be emphasized that the viscoelastic parameters found in this analysis

are not universal, but are only valid based on the assumptions made and the ex-

perimental conditions tested. Significantly varying the membrane prestretch or the

actuation frequency and duration could affect the dominant time constants of the

optimized Kelvin-Voigt model. Because the analysis relies on linear viscoelasticity,

loss of accuracy would similarly be expected if the amplitude of actuation was sig-

nificantly changed. Other variables, such as boundary conditions or the electroded

area fraction, may also impact the results. Ultimately, this approach was designed to

balance simplicity with accuracy, such that it could be applied independently for the

experimental conditions of the application at hand, rather than accounting for every

possible configuration. Using only a small set of of experiments, a short series of

Kelvin-Voigt elements can be used to generate a model to predict actuation strains

with good fidelity. Following the optimization of the viscoelastic parameters, any
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arbitrary voltage input can be converted to applied stress and used to predict the

resulting strain, within the limits described above.

Acknowledgements

This work was supported by AFOSR, monitored by Dr. Douglas Smith, as well

as the In-House Laboratory Independent Research program at the Naval Undersea

Warfare Center, Division Newport (JB). Many thanks go to the individuals of the

Breuer Lab for valuable discussion, technical assistance, and glorious camaraderie.

29



Chapter Three

Control of separated flow using

actuated compliant membrane

wings



3.1 Abstract

Membrane wings exhibit several aerodynamic advantages at low Reynolds numbers,

passively adapting to flow conditions and delaying stall to significantly higher angles

of attack relative to rigid wings. Rigid wings, on the other hand, often rely on active

flow control mechanisms to achieve high angles of attack, injecting momentum to

induce vortex roll-up in the shear layer. Active flow control for membrane wings is

limited by the flexible nature of the wing surface. However, it is possible to achieve

active flow control with a membrane wing by using a dielectric elastomer actuator

as the membrane material. In this work, the performance of a sinusoidally actuated

membrane wing is characterized for a range of actuation frequencies, freestream ve-

locities, and angles of attack. Lift measurements show lift enhancement of up to

20%. Time-resolved membrane kinematics are used to calculate the coefficient of

added momentum of the actuator, and the effect on the flow field is shown using

phase-averaged particle image velocimetry measurements. Dynamic mode decompo-

sition is used to show vortical structures being shed from the leading edge in phase

with actuation, and comparisons are made with synthetic jet literature to show the

similarities to separated flow control techniques used on rigid wings.

3.2 Introduction

At small scale, (Reynolds numbers ∼ 103−105), a number of factors contribute to the

deteriorating aerodynamic performance of wings. For non-aerodynamic (structural)

reasons, wings tend to be low-aspect ratio, resulting in a relatively high induced drag.

Additionally, due to the typical dimensions of vehicles in this range of Reynolds num-

bers, unsteady or gusty flow conditions can have disproportionate effects on vehicle
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dynamics. Finally, flow separation and transition from laminar to turbulent condi-

tions may occur intermittently, particularly in the presence of gusty conditions or

freestream turbulence. Rigid wings have limited ability to respond to flow separa-

tion, often requiring active flow control mechanisms. Common examples of active

flow control devices include continuous suction or blowing, and unsteady excita-

tion methods such as acoustic excitation [65], oscillatory camber [40], and synthetic

jets [37, 44–46, 66, 67]. These approaches have been applied primarily to relatively

low Reynolds numbers (104 − 105), with wing cross-sections varying from flat plates

to thin NACA airfoils.

Oscillatory actuation mechanisms have the advantage of being able to couple

with natural frequencies in the system, such as the wake shedding frequency of the

wing or the primary instability frequency of the separated shear layer [46], and a

significant body of work exists to quantify this type of actuation on aerodynamic

performance. The effect of actuation can be separated into two primary categories:

separation control and separated flow control [37]. In separation control, the mo-

mentum injected into the separated shear layer is sufficient to reattach a separated

flow, which simultaneously decreases drag and increases lift. However, as angle of

attack or freestream velocity increases, the energy injected into the separated flow

is insufficient to achieve reattachment. In this condition (separated flow control),

the energy injected by the actuation mechanism serves to perturb the shear layer,

resulting in a roll-up of vorticity and periodic shedding of vortices. With each shed

vortex, lift is enhanced (as well as drag, roughly proportionally). This type of con-

trol can be useful for situations that demand operation at high angles of attack and

optimum lift, but where increased drag is permissible, such as during tight turning

maneuvers.

Frequency of actuation is a significant consideration in flow control applications
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utilizing oscillatory mechanisms, with reduced frequencies (f+ = factc/U∞) ranging

from f+ ∼ O(1) to O(100) having different effects on the surrounding flow field [45].

At f+ ∼ O(1), where this work focuses, large vortical structures are seen to form in

the separated shear layer. For flows that remain separated during actuation, these

vortical structures result in a decrease in the recirculation region and an increase

in time-averaged lift [37]. The actuation frequency is often chosen to correspond

with a natural frequency of the surrounding flow, such as the shear-layer instability

frequency [41] or the vortex shedding frequency [68].

In contrast to the active control necessary for rigid wings in unsteady flow con-

ditions, membrane wings have been shown to passively adapt to varying flow condi-

tions [30, 31, 69]. As shown by Rojratsirikul et al., performance of these membrane

wings can be strongly dominated by the effects of prestrain, elasticity, and excess

length [35] – each of these variables can affect the vibrational modes of the membrane

under aerodynamic loading, the size of separated flow region, and the conditions un-

der which vortex roll-up is expected. Significant coupling between large-scale flow

structures, such as vortex shedding, and the membrane dynamics have been shown

by Rojratsirikul et al. [34, 35], Gordnier [32], and others. Smith and Shyy [69] in-

troduced two non-dimensional parameters to characterize the elastic-aerodynamic

interactions:

Π1 =

(

Eh

0.5ρU2
∞
c

)1/3

and Π2 =
Sh

0.5ρU2
∞
c
,

where E is the membrane’s Young’s modulus, h, the membrane thickness, ρ, the

air density and S, the membrane pretension. Here, Π1 compares the aerodynamic

pressure with the elastic tension, while Π2 compares the aerodynamic pressure with

the membrane pre-tension. More recently, however, Song et al. [31] and Waldman

and Breuer [1] proposed a theoretical approach that incorporates both the elastic

strain and pretension into a unified description, described by a single Aeroelastic
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parameter:

Ae =
Eh

0.5ρU2
∞
c
= Π3

1,

which can be balanced with a geometric nondimensional term capturing both pre-

stress and camber-induced tension [1]. Because prestress is not a variable in the

current work, Ae varies only with freestream velocity and will be used throughout.

In addition to direct coupling between the membrane and large-scale flow struc-

tures, the dynamics of the membrane wing can also be influenced by fluid structure

interactions in the form of flow-induced stiffness and damping terms. These effects

are significant when the time scales of the fluid flow and membrane dynamics are

comparable, such that the reduced velocity, UR = U∞/factc, is of order unity [70].

Though this effect is most commonly discussed in terms of instability excitation,

which occurs when flow-induced damping is negative [71], positive damping coeffi-

cients may be expected to result in decreased membrane vibration amplitude.

In addition to passive adaptation to flow conditions, membrane wings can be

actively controlled. Dielectric elastomer actuators can be used as the wing material,

allowing the camber to be controlled by a voltage across the membrane. A flexible

electrode is applied on either side of a prestressed dielectric elastomer, and a voltage is

applied. Because the membrane is essentially incompressible, the resulting Maxwell’s

pressure in the out-of-plane direction results in a positive in-plane strain [3]. The

in-plane strain generated by the applied voltage results in a decrease in the tension of

the wing membrane which, when coupled with an aerodynamic pressure difference,

results in indirect control over the wing camber.

The use of dielectric elastomer membranes in an aerodynamic context has been

studied primarily by Hays et al. [48, 49], Barbu et al. [50], and Curet et al. [51].
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Hays et al. applied a DC voltage across a dielectric elastomer membrane wing

and demonstrated that significant camber variation can be achieved, as well as an

associated increase in the lift coefficient. Barbu et al. extended these results, focusing

on the effect of membrane prestrain on DC actuation authority under aerodynamic

load, finding that a membrane with no prestrain results in the largest change in

both camber and lift due to actuation. Interestingly, this is at odds with DEA

literature in the absence of aerodynamic load, which has shown improved actuation

amplitude for prestrained membranes [9]. The discrepancy could be attributed to

the interplay between aerodynamic load and aeroelastic response - the addition of

prestress may lead to the membrane performance being dominated by mechanical

tension rather than the aerodynamic load. Curet et al. extended the actuation

modality to include unsteady (AC) actuation of the same type of membrane wing

by driving the actuator with a sinusoidal voltage. They showed that, at specific

actuation frequencies, a significant increase in lift occurred (with a corresponding

increase in drag). However, lacking membrane kinematic data or flow field imaging,

definitive conclusions could not be drawn regarding the cause of this increase in lift

and drag.

The success of unsteady actuation on aerodynamic performance suggests that

there is an interaction between the membrane motion and the flow over the wing

that is maximized at particular frequencies. Several possibilities for this interaction

exist. Firstly, the optimal frequency might excite a membrane (structural) resonance

such that membrane deflection increases. Alternatively, the membrane velocity might

induce a fluid perturbation, analogous to a conventional flow control actuator such

as a synthetic jet. As discussed earlier, that unsteady fluid perturbation might have

a preferred frequency. Lastly, the optimal response might be some combination of

these two.
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Exploring and untangling the source of the enhanced aerodynamic performance

due to unsteady membrane actuation is the focus of the current chapter. We present

wind tunnel measurements taken using a flat, rectangular membrane wing (similar

to that used by Curet et al. (2014)). Particle image velocimetry (PIV) flow field

analysis is combined with 3D time-resolved membrane kinematics to quantify the

fluid-structure interactions. Lift and drag data is acquired for both actuated and

unactuated wings. The interactions between actuation frequency, freestream velocity,

and angle of attack are explored to understand the coupled behavior of the flexible

wing membrane and the unsteady flow over a thin wing.

3.3 Experimental Methods

The membrane wing consisted of a rigid acrylic frame (180 mm × 90 mm × 3.175

mm), with two openings (76 mm × 76 mm) on either side of the center-line, to

which an elastomeric membrane was affixed (Fig 3.1(a)). The membrane was an

acrylic elastomer (VHB4905, 3M), biaxially prestrained to 250%, using the appa-

ratus described by Kiser et al. [54]. This level of prestrain was chosen based on

DEA literature showing improved actuation amplitude with increasing prestrain [9],

balanced with decreasing reliability at high prestrains due to excessive thinning of

the membrane. Carbon powder electrodes were applied to both top and bottom

surfaces, using the membrane’s adhesive properties, with a gap of approximately 3.5

mm between the perimeter of the electrode and the perimeter of the frame. The

membrane was attached to the acrylic frame, creating a rectangular membrane wing

with full perimeter support. The dielectric membrane actuator was actuated using

a high-voltage amplifier (Trek, model 5-80, Lockport, NY) and a sinusoidal input,

V (t) = V0(1+sin 2πfactt). The actuation voltage, V0, was kept constant at 2 kV and
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Figure 3.1: Experimental set-up showing (a) the top view of the wing and (b) the wind tunnel
test section.

the frequency, fact, ranged from 10 to 300 Hz. The voltage offset serves to eliminate

frequency doubling due to the actuation mechanism, which would rectify an unbiased

sine wave [54].

The elastic stiffness of a membrane wing has a significant influence on the aero-

dynamic performance [1]. VHB4905 exhibits significant hyperelastic and viscoelastic

qualities [54] and is also strongly temperature dependent [15]. To characterize the

elastic modulus, the membrane resonance frequency was measured by sweeping the

excitation frequency from 50 to 150 Hz at a rate of 1 Hz per second and measuring

the amplitude of the membrane motion without any aerodynamic load. Using this

method, the fundamental frequency was established to be 75 Hz for a membrane

with 250% prestrain. Assuming linear elasticity, the 2D wave equation gives the

fundamental resonance frequency of a square membrane as a function of pre-stretch,

λ, and elastic modulus, E, [72]:

f11 =

√
2

2Lm

√

E(λ− 1)

ρm
, (3.1)

where Lm is the membrane length (76 mm) and ρm is the membrane density (960

kg/m3). Solving for E, we found a Young’s modulus of 41.6 kPa. This value was
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found to be repeatable, and is consistent with other measurements performed in

our laboratory, including a membrane bulge test and uniaxial extension test (results

not shown here). Additionally, the result is consistent with the elastic modulus of

E ∼ 35 kPa found by Michel et al. [10], as well as the unstrained Young’s modulus

of E ∼ 46 kPa found by Wang et al. [17]. It should be noted that this value is only

valid at prestrains and temperatures comparable to those used in this study, as the

material is both hyperelastic and viscoelastic. This value of the modulus was used

for subsequent calculations throughout.

The wing was tested in a closed-loop wind tunnel (Figure 3.1(b)) at Brown Uni-

versity, with a test section measuring 0.61 m × 0.61 m in cross-section and 2.4 m in

length. The wing was placed approximately in the center of the test section mounted

onto a rigid fairing and held at the desired angle of attack with a custom-machined

fixture. Freestream velocities ranged from 5 m/s to 25 m/s and angle of attack was

varied from 10◦ to 40◦. The air temperature was maintained to within 0.1◦C of the

tare temperature using a water-cooled heat exchanger. A six-axis load cell (F/T

Nano17, ATI Industrial Automation, Apex, NC) was positioned at quarter-chord

between the angle of attack fixture and the wing and was used to measure the aero-

dynamic forces and torques with a calibrated uncertainty of ±0.12 N. Aerodynamic

forces and torques were recorded at 2 kHz. For each testing configuration, 20 seconds

of data was recorded without actuation, followed immediately by 30 seconds of data

collection during membrane actuation.

Membrane kinematics were recorded at 1000 fps using two high-speed cameras

(1024 pixels × 1024 pixels) (Photron SA3, Photron Ltd, Tokyo). A 21 × 21 square

matrix of marker dots was applied to the membrane surface and used to reconstruct

the time-resolved membrane shape using the Direct Linear Transformation (DLT)

method [73]. Ten seconds of video data were collected for each experimental condi-
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Table 3.1: Summary of data collected. Dataset I includes time-resolved and synced PIV, mem-
brane kinematics, and aerodynamic forces and torques. Dataset II includes only forces and torques.

Velocity (m/s) Angle of attack (◦) Frequency (Hz)
Range Increment Range Increment Range Increment

Dataset I 10-20 5 15-30 5 50, 75, 115 N/A
Dataset II 5-25 2 10-40 5 10-300 10

tion. The average reconstruction error was 0.56 mm.

Two additional high-speed cameras (1024 pixels × 1024 pixels) (Photron SA4,

Photron Ltd, Tokyo) were used to capture planar 2D-2C Particle Image Velocimetry

(PIV) data at 500 Hz. Nominally 1 µm di(2-ethylhexyl)sebacate oil droplets were

generated with a Laskin-type nozzle. The particles were illuminated with a laser

sheet generated by an Nd:YLF double-pulsed laser (527 nm) (DM30, Photonics

Industries, Ronkonkoma, NY), with an energy output of approximately 30 mJ/pulse,

operated at 500 Hz double-pulsed. The laser sheet was positioned at approximately

quarter-span of the wing, at the center of one of the membrane sections. Each camera

had a field of view of approximately 80 mm × 80 mm, and the two fields of view

were stitched together with approximately 15 mm of overlap, such that the flow over

the full wing and near wake was captured. Resulting velocity fields have a maximum

estimated uncertainty of ±1.0% of the freestream velocity. PIV measurements were

synchronized with the actuation voltage, the measurements of membrane kinematics,

and the aerodynamic force/torque data.

Two series of measurements were conducted. In the first series, time-resolved and

synchronized PIV, membrane kinematics, and aerodynamic forces and torques were

acquired using a membrane under 250% biaxial pre-stretch. A range of freestream

velocities, angles of attack, and actuation frequencies (Dataset I, Table 3.1) pro-

vided a detailed picture of the flow field and the aerodynamic coefficients, as well as

their phase-locked relationship to the membrane motion. The second series of mea-
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Figure 3.2: Comparison of experimental camber with the camber predicted by a potential flow
aeroelastic model [1].

surements recorded only the aerodynamic coefficients, but over a wider range and

with a finer resolution of actuation frequencies and freestream velocities (Dataset II,

Table 3.1).

3.4 Results and Discussion

3.4.1 Membrane kinematics

First considering the unactuated membrane wing, the self-cambering behavior is

seen to correspond well with expected values. Waldman and Breuer [1] extended

the potential flow aeroelastic model developed by Song et al. [31], which allows the

prediction of camber for extensible membrane wings. Following their model, all

unactuated runs from Dataset I (Table 3.1) are shown in Figure 3.2, with angle of

attack indicated by color and freestream velocity indicated by symbol shape. The

membrane camber is seen to match reasonably well with the predicted camber over

the full range of angles of attack and freestream velocities.
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When considering the effect of actuation, selection of the actuation frequency

may depend on factors including the membrane resonance or the vortex shedding

frequency. Matching the actuation frequency with a membrane resonance may allow

natural amplification of the effect of actuation. Similarly, matching the actuation

frequency with the vortex shedding frequency or the separated shear layer instability

frequency may enhance coupling between the membrane and the flow. In studies

on passive wing dynamics, lock-in between the vortex shedding frequency and the

membrane vibrational modes (either the fundamental or higher harmonic) has been

observed at angles of attack in excess of 15◦, where bluff-body vortex shedding can

generally be expected [1, 34]. However, under the conditions tested here, resonance

does not appear to play a significant role in the membrane dynamics. This can

be seen from the amplitude response of the membrane when forced over a range of

frequencies, both with and without aerodynamic load (Figure 3.3). Without wind,

resonant responses are clearly seen at approximately 75 and 115 Hz (Figure 3.3,

black line). However, the amplitude of membrane vibration does not appear to

vary with actuation frequency when the wing is under aerodynamic load. At 10

m/s freestream velocity (Figure 3.3, blue line), the mean camber increases due to

the aerodynamic load and a small increase (∼ 2%) in vibration amplitude is seen

from approximately 80-110 Hz. At 15 m/s freestream velocity (Figure 3.3, red line),

the average camber further increases, again due to the mean aerodynamic load,

but now no discernible variation in vibration amplitude is seen as the frequency

changes. It should be noted that the resonance frequency would be expected to

increase modestly (< 5 Hz) due to camber-induced tensioning. However, the lack

of any visible resonance under aerodynamic loading is likely due to fluid-induced

damping, which becomes significant when the characteristic timescales of the fluid

and membrane are comparable, and will be discussed in more detail in Section 3.4.4.
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Figure 3.3: The time-series amplitude of membrane vibration is shown as a function of actuation
frequency under three loading conditions, while actuation frequency is swept at a rate of 1 Hz per
second.

In Figure 3.4, the spatial structure of the membrane subject to actuation at

fact = 115 Hz is shown, for a wing at α = 25◦ and U∞ = 10 m/s. Both the mean

(a,b), and the rms (c,d) camber are shown. The mean camber is roughly symmetric

around the center of the membrane, regardless of whether the membrane is being

actuated. Though the shape of the membrane does not change significantly, the

mean amplitude increases with actuation from 12.3% to 17.1%. This increase in

mean camber is likely driven primarily by the 2 kV DC component of the actuation

voltage. The effect of DC voltage on aerodynamic performance has been studied

elsewhere (e.g., Barbu et al. [50]), and will not be further addressed in this work. The

unsteadiness in the membrane motion increases dramatically due to actuation, with

the standard deviation doubling from 0.6% to 1.2%. This unsteadiness is primarily

in the fundamental vibration mode, with the peak membrane velocities located near

the center of the wing. The (1− 1) vibration mode was observed to be dominant for

all actuation frequencies, and for this reason, all future descriptions of the membrane

kinematics refer solely to the peak camber.

The phase-averaged peak camber measured at three wind speeds is shown in

Figure 3.5. The actuated camber is compared with the camber for the unactuated
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Figure 3.4: Mean (a, b) and RMS (c, d) camber for a wing at 25◦, 10 m/s, and 115 Hz actuation
is shown.

wing. At the lowest speed (10 m/s, Ae = 3.7), the unactuated wing achieves a

camber of 3.4%, with a very low standard deviation (0.25%). When actuation is

applied under these conditions, a strong phase-averaged cyclic behavior is seen, with

the peak camber varying from 3.9% to 7.2% over the period of actuation. Similar

behavior is seen at the intermediate speed (15 m/s, Ae = 1.6), with the phase-

averaged camber varying from 15.9% to 18.6%, while the unactuated membrane

camber achieves a lower mean camber (12%) and exhibits a standard deviation of

only 0.6%. However, a distinct decrease in actuation authority is seen at the highest

velocity (20 m/s, Ae = 0.9). Though the mean camber increases significantly, there

is much less phase-locked motion. This was seen throughout the range of angles of

attack and actuation frequencies that were tested - at high freestream velocities (low

Ae), actuation consistently had a much weaker effect on the phase-averaged camber

variation. Several factors may play a role in this loss of actuation authority.

Mechanically, several factors influence the expected level of actuation author-
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ity. As the aeroelastic number decreases with higher freestream velocities, the mean

camber is increased and the membrane requires more energy to deform. However,

this is counteracted by the improved performance of DEAs under increasing pre-

strain [9]. As the membrane experiences additional strain due to camber, the mem-

brane becomes thinner, resulting in a quadratically increasing electric field between

the electrodes on the upper and lower surfaces. Ultimately, the effects of the in-

creased energy requirement would be significantly mitigated, if not overcome, by the

increased electric field, particularly at the modest ratios of camber-induced strain to

membrane prestrain that are seen in this work.

One possibility is that high cambers were accompanied by increased electrode

resistance, due to strain in the membrane surface. As the membrane strains, the

carbon powder particles are pulled further apart, resulting in increased resistance and

decreased actuation amplitude. As measured by Carpi et al. [18], the degree to which

strain affects resistivity is strongly dependent on the electrode material. However,

additional testing with carbon grease electrodes, which are much less sensitive to

strain, displayed no change in performance at high cambers (not shown), suggesting

that loss of conductivity is not the primary problem. Another possibility is that as

the freestream velocity increases, the reduced frequency, factc/U∞, decreases, which

may be associated with decreased membrane response. But, as will be discussed

in Section 3.4.2, this effect does not explain the loss of actuation authority at high

freestream velocities. We believe that the phenomenon is most consistent with fluid-

induced damping effects, which will be discussed in more detail in Section 3.4.4.
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Figure 3.5: Phase averaged kinematics are shown for a wing at 25◦, actuated at 115 Hz under 10
(a), 15 (b), and 20 (c) m/s freestream velocities. Camber of an unactuated wing under the same
aerodynamic conditions is shown in black.

3.4.2 Effect of actuation on aerodynamic performance

Given the effect of actuation on the membrane shape, one would expect to see an

associated change in the aerodynamic performance of the wing. The time response

of the coefficient of lift, CL, is shown in Figure 3.6. When the actuation voltage is

applied, the effect on the aerodynamic performance is seen nearly instantaneously.

At 10 m/s (Figure 3.6a), the mean lift coefficient is seen to increase from 0.81 to 1.07

due to actuation. The lift increment is less pronounced at 15 m/s (Figure 3.6c), and

at 20 m/s (Figure 3.6e), the change in mean lift coefficient is negligible, remaining

at 1.0 with or without actuation.

As we saw with the membrane kinematics (Fig. 3.5), there is a significant phased-

locked variation in the lift signature (Fig. 3.6b,d,f). As with the camber measure-

ments, the effect of actuation becomes weaker as the velocity increases (Ae de-

creases). The phase of maximum lift closely corresponds with the phase at which

the membrane is at maximum camber, suggesting that the improved aerodynamic

performance is directly related to the displacement of the membrane.

In addition to the effect of the aeroelastic number, Ae, lift enhancement is also
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Figure 3.6: The coefficient of lift for a wing at 25◦, actuated at 115 Hz, is shown as a function
of time (a, c, e) and phase (b, d, f) for 10 m/s (a, b), 15 m/s (c, d), and 20 m/s (e, f) freestream
velocities.

a function of reduced frequency, f+ = factc/U∞, as shown in Figure 3.7 for several

angles of attack and freestream velocities. As suggested by Figure 3.3, the mean

camber is unaffected by actuation frequency, such that only camber unsteadiness is

varying as a function of reduced frequency. Angle of attack and freestream veloc-

ity are seen to have some effect, such that a wing at 25◦ exhibits a broader range

of optimal reduced frequencies relative to a wing at 30◦, and the amplitude of lift

enhancement is generally higher for lower freestream velocities (as addressed in Sec-

tion 3.4.4). Despite these differences, the scaling of lift enhancement with reduced

frequency remains fairly consistent, resulting in optimum lift enhancement between

reduced frequencies of 0.5 − 1, which is consistent with the optimal performance

regime of synthetic jets being operated at f+ ∼ O(1) [44]. The flow physics behind

this dependency on f+ will be discussed further in Section 3.4.5.

Significant lift enhancement due to membrane actuation is observed over a range
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angle of attack and 10-15 m/s freestream velocity.

of angles of attack, freestream velocities, and actuation frequencies (Figure 3.8).

From actuation frequencies from 50 Hz to 115 Hz, lift enhancement is consistently

seen in the velocity range of U∞ = 7 m/s (Ae = 7.6) to U∞ = 15 m/s (Ae = 1.6)

and over angles of attack, α, between 15◦ and 30◦. While the location of peak

performance is at the same combination of velocity and angle of attack for all three

actuation frequencies, the magnitude of lift enhancement is seen to increase with

actuation frequency, suggesting that reduced frequency also plays a role in flow

control efficiency. Note that the reduced frequency at 115 Hz and 10 m/s (the

peak of Figure 3.8c) is 1.03, which near the peak performance expected based on

Figure 3.7.

However, reduced frequency does not provide a complete explanation of lift en-

hancement, as the performance peak occurs at a constant freestream velocity, rather

than a constant reduced frequency. Just as is seen in the “traditional” synthetic

jet literature (e.g. [44]), flow control effectiveness is tied to both reduced frequency

and the magnitude of momentum injection. As discussed in Section 3.4.1, higher

freestream velocity is associated with decreased membrane vibration, which signif-
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Figure 3.8: Lift enhancement is shown as a function of angle of attack and freestream velocity
for a wing being actuated at (a) 50 Hz, (b) 75 Hz, and (c) 115 Hz.

icantly lowers the amount of momentum injected into the surrounding flow. The

effect of actuation amplitude on flow control effectiveness can be seen in Figure 3.9,

and will be explored in the following section.

3.4.3 Actuation amplitude dependency

The link between actuation amplitude and flow control effectiveness can be seen

by plotting the lift enhancement vs. the coefficient of momentum (Figure 3.9). The

coefficient of momentum (Cµ) is a convenient way to quantify the effect of membrane

motion in a way analogous to the performance of synthetic jets. However, in this

case the momentum is generated by the motion of the entire lifting surface, not just

from a concentrated unsteady jet. For this application we define the coefficient of

momentum in terms of the integrated membrane velocity:

< Cµ >=
ρ
∫ ∫

< u(x, y)2 > dxdy
1

2
ρU2

∞
c2

, (3.2)

where < u(x, y)2 > is the RMS value of the locally measured velocity of the mem-

brane, x and y are the in-plane coordinates of the membrane, and c is the wing chord.

Using this definition we see that experimental conditions that lead to high values
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of Cµ are correlated with large enhancements of lift, and that lower improvements

tend to be associated with higher freestream velocities where, as we have seen, the

membrane motion is less dramatic.

3.4.4 Fluid-induced damping

Fluid-induced damping is a natural consequence of an unsteady fluid-structure inter-

action, and associated with either viscous drag induced by the structural motion or

energy radiated from the structure in the form of acoustic energy or vortex shedding.

We can estimate the effect of fluid-induced stiffness and damping on the wing using

a simple aeroelastic analysis. Following the approach of Päıdoussis et al. [70], we

consider a membrane subject to a harmonic amplitude variation, z, expressed using

complex notation as

z(t) = z̃ejωt.

The fluid-induced stiffness, k, depends on the reduced frequency, f+, and the rela-

tionship between the normal force coefficient, CN , and the membrane deformation,
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z̃:

k =
1

2

m∗

f+2

∂CN

∂z̃
, (3.3)

where m∗ is the mass ratio:

m∗ =
ρSc2 sin(α)

m
, (3.4)

(ρ is the fluid density, and m is the membrane mass). The normal force coefficient,

CN , is defined as:

CN =
FN

0.5ρU2
∞
cS

. (3.5)

For our experiments, m∗ ranges from 0.68 (α = 10◦) to 1.98 (α = 30◦). Similarly,

the fluid-induced damping, b, is a function of the mass ratio, the reduced frequency,

and the dependency of the normal force coefficient on the vibration velocity, f+z̃:

b =
1

2

m∗

f+2

∂CN

∂(f+z̃)
. (3.6)

To estimate k and b, the effects of the membrane motion on the coefficient of

normal force must be estimated. To do this, we compute the relationship between

the amplitude of phase-averaged CN and the membrane deflection, z̃, and velocity,

f+z̃, shown respectively in Figure 3.10(a-b) for all conditions tested in Dataset I.

Although the data shows scatter, a reasonably good linear correlation is achieved,

with slopes of 4.58 and 0.46, respectively.

With these coefficients in hand, the expected amplitude of membrane motion can

be estimated by treating the wing membrane as a forced harmonic oscillator [74]:

d2z

dt2
+ 2ζω0

dz

dt
+ ω2

0z = Fejωt, (3.7)

where ω0 is the natural frequency of the oscillator (
√

k/m), ζ is the damping ratio
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(b/2
√
mk), and Fejωt is the complex driving force of the oscillator. Solving for the

complex displacement, we find that

z =
1

jω

Fejωt

b+ j(ωm− k/ω)
=

1

jω

Fejωt

Zm

, (3.8)

where Zm is the complex mechanical impedance. The amplitude of the displacement

is given by the magnitude of the real part of Equation 3.8:

z̃ =
F

ωZm

. (3.9)

Calculating Zm from the stiffness and damping coefficients derived from Fig-

ure 3.10(a-b) and using an arbitrary value of F as a fitting parameter, the expected

amplitude of motion can be estimated and compared to the actual amplitude of cam-

ber variation during actuation, as shown in Figure 3.10(c). Though significant scatter

is seen, the experimental phase-averaged camber variation is seen to follow the same

trend as the vibration amplitude predicted by this simple theoretical model. The

comparison is limited by the rough nature of the k and b estimates, which are cer-

tainly dependent on other parameters, most notably the reduced frequency. Indeed,

the linear regression, R2, values of each fit in Figure 3.10 range between 0.43 and

0.74, suggesting that the dynamics are not fully captured by fluid-induced loading.

However, the trend of reduced actuation performance at high freestream velocities

is consistent with fluid-induced loading and is an encouraging result that helps us to

understand the overall behavior or the system.
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Figure 3.10: The relationship between (a) mode amplitude and change in normal force coefficient
and (b) mode velocity and change in normal force coefficient is shown. (c) The resulting predicted
amplitude of vibration is compared with the measured camber amplitude.

3.4.5 Actuated velocity fields

The effect of actuation on the time-averaged velocity field is shown in Figure 3.11

for a range of angles of attack and at a constant freestream velocity of 10 m/s.

A small separation bubble is present for α = 10◦, and the mean flow field under

actuation is seen to be unchanged (Figure 3.11a,b). However, as the angle of attack

increases to 20◦, a larger separation bubble forms over the unactuated wing while

actuation significantly reduces the size of this separation bubble, which is pulled

closer to the membrane (Figure 3.11c,d). As seen in Figure 3.8, this configuration

is one of the most effective for flow control, with lift enhancement on the order

of 20%. Finally, as the angle of attack is increased to 30◦, the mean flow is seen

to be massively separated. The effect of actuation on the mean flow field is more

subtle in this scenario, with a modest change to the position of the separated shear

layer (Fig. 3.11d,e). Though this scenario also produces some lift enhancement, the

effect is much smaller than that observed when the wing is at 20◦ angle of attack

(Figure 3.8).

In Figure 3.12a, the time-averaged unactuated flow field at 20◦ and 10 m/s is

shown, with the location of the separation shear layers for the unactuated (solid

black line) and the actuated flow (dotted white line) superimposed. The shear layer
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Figure 3.11: Mean velocity magnitude and streamlines for unactuated wings (a, c, e) and wings
actuated at 115 Hz (b, d, f) at 10 m/s freestream velocity and 10◦ (a, b), 20◦ (c, d), and 30◦ (e, f)
angle of attack.
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location is (arbitrarily) defined as the streamline passing through a point two mil-

limeters above the leading edge of the wing, and we see the strong reduction of the

separated flow region that is achieved by the actuated membrane motion. In Fig-

ure 3.12b, this result is generalized for several angles of attack, and the location of

the separation streamlines are shown for all unactuated flows from 10◦ to 30◦ (solid

lines) with the corresponding streamlines for flows with actuation (115 Hz, dashed

lines). The size of the separation bubble is significantly affected by membrane ac-

tuation for flows at intermediate angles of attack between 15◦ and 25◦. At 10◦,

the separation is minimal, and actuation has little or no effect on the separation

streamline. At 30◦, the flow is massively separated and the separation streamline

has moved far from the surface of the wing. In this case, the effect of actuation on

the separation streamline is also minimal, presumably because the shear layer is too

far from the surface of the wing to be effectively controlled. However, the effect of

actuation on the streamline location may be greater than is suggested here. Because

the separation streamline leaves the field of view for our measurements, the effect of

actuation downstream of the wing is unknown. Despite the difficulty in visualizing

the full separation streamline at high angles of attack, it can be noted that the center

of the separated streamlines is significantly closer to the wing surface in Figure 3.11f

as compared to the unactuated wing in Figure 3.11e, and that a lift enhancement of

more than 10% can be seen in Figures 3.7 and 3.8 for these experimental conditions.

In the context of a separated flow, such as those shown in Figure 3.11(c-f), two

unsteady mechanisms may be present: the separated shear layer instability and the

global bluff-body vortex shedding instability [37]. The characteristic frequencies of

both of these should be considered, as either has the potential to control the system

behavior, resulting in interactions between membrane dynamics and flow structures.

The frequency of bluff body shedding is typically defined by a modified Strouhal
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Figure 3.12: (a) A time-averaged flow field at 20◦ and 10 m/s freestream velocity is shown, with
the separation streamline of an unactuated wing (black solid) and a 115 Hz actuated wing (white
dashed) shown. (b) The relative location of the separation streamlines for unactuated wings (solid
lines) and actuated wings (dashed lines) for a range of angles of attack from 10◦ to 30◦, with 115
Hz actuation and 10 m/s freestream velocity.

number based on the projected area of the wing:

Stm = fc sin(α)/U∞,

where Stm has been empirically shown to remain fairly constant between 0.15 and

0.2 for a wide range of experimental conditions [34]. Here, a Strouhal number of 0.15

would result in bluff-body vortex shedding frequencies ranging from 33 Hz (U∞ = 10

m/s, α = 30◦) to 192 Hz (U∞ = 20 m/s, α = 10◦). However, these frequencies

are only relevant for configurations in which bluff-body vortex shedding is expected,

which generally requires fully separated flow. Vortex shedding is unlikely at angles

of attack below 15◦.

The local shear layer instability frequency is also important to consider, as it may

interact with the membrane kinematics and the bluff body shedding (if present). The

shear layer instability frequency, fSL, can be defined as [37]:

fSL =
StSLU∞

2θ
, (3.10)

where StSL is empirically determined to be roughly 0.034 for a laminar flow and
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between 0.044 − 0.048 for a turbulent flow [75]. The momentum thickness of the

separated shear layer, θ, was estimated by integrating the PIV data at 0.5c from

the surface of the membrane to the upper extent of the PIV field of view, where

freestream velocity had been achieved. Using this approach we find that θ ranges

between 2-5 mm, depending on the angle of attack and, to a lesser extent, freestream

velocity (not shown). Combining this result with the freestream velocity and a

nominal value of the characteristic Strouhal number, StSL = 0.046 [75], we estimate

that the shear layer instability frequencies lie in the range of 60 to 215 Hz. This

range is comparable to the leading edge vortex shedding frequencies that may be

expected.

The potential interaction between the shear layer instability frequency and the

global bluff-body shedding frequency can be considered by computing spectograms of

the streamwise velocity in the near wake. Power spectra are computed from the time-

resolved PIV data, evaluated at a vertical cross-section of the wake that is located

0.5c downstream of the wing’s trailing edge, with y = 0 corresponding to the leading

edge. The frequency content of the wake behind the unactuated wing (Figure 3.13a)

is compared with the frequency content of wakes resulting from actuation at reduced

frequencies of f+ = 0.45, 0.68, and 1.03 (fact = 50, 75 and 115 Hz respectively)

(Figure 3.13b,c,d).

Considering the frequency content in the near wake of the unactuated wing, very

little energy is seen in the range of Strouhal numbers expected to be related to bluff

body shedding (0.15 < St < 0.2), suggesting that vortex shedding is relatively weak

at this Reynolds number (120,000). Actuation at 50 Hz (f+ = 0.45) is seen to

add a visible peak at fact (white dotted line), as well as a very strong response at

the subharmonic, 25 Hz. As the actuation frequency is increased in Figure 3.13c-

d, additional energy (relative to the unactuated wing) remains visible at both the
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Figure 3.13: Spectra showing the frequency content of a wing at 25◦ and 10 m/s, for an (a)
unactuated wing, as well as wings actuated at (b) 50 Hz, (c) 75 Hz, and (d) 115 Hz.

actuation frequency, as well as relatively broadband energy at a modified Strouhal

number of roughly 0.1. Though this is a lower Strouhal number than expected, the

addition of energy at a constant Strouhal number during actuation does suggest that

the membrane actuation may be feeding the vortex shedding instability.

Because flow control via unsteady actuation relies on the excitation of one or

both of the described instabilities, the frequency of actuation plays a significant role

in successfully enhancing lift, as previously shown in Figure 3.7. The physical cause

of this optimum range of actuation frequencies can be seen using Dynamic Mode

Decomposition [76], which decomposes the time-resolved velocity data into modes,

each of which has a single characteristic frequency of oscillation. The eigenvalue

analysis acts to approximate a linear operator that best captures the dynamics of

the flow [77]. In Figure 3.14, modes are calculated from the vorticity field in the

region immediately behind the leading edge of the wing, and the mode correspond-

ing to the frequency of actuation is selected for examination. A variety of Ae and

f+ values are shown, with (a-c) showing modes with U∞ = 10 m/s, Ae = 3.7 and

(d-f) showing U∞ = 15 m/s, Ae = 1.6, at reduced frequencies ranging from 0.114

to 1.348. It is seen that at low reduced frequencies, where lift enhancement is neg-

ligible, there are no coherent structures associated with the the actuation frequency
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Figure 3.14: The DMD mode at the frequency of actuation is shown for the region immediately
behind the leading edge of the wing for a range of Ae and f+ conditions (a-f). Additionally, the
eigenvalue of these modes is shown in (g).

(Figure 3.14a). However, as the reduced frequency increases, lift enhancement is

observed, and coherent vortical structures are seen in the region of the separated

shear layer (Figure 3.14b,d,e). At a reduced frequency of 0.445, only a single pair of

vortices are seen over the chord of the wing, and as the reduced frequency increases

further, the vortices become more closely packed. Finally, as the reduced frequency

is increased to 1.201 and 1.348, DMD continues to identify vortices in the shear layer,

though lift enhancement is very small. Because DMD is an eigenvalue analysis, the

real value of the mode’s eigenvalue can be used to estimate the mode’s growth factor.

Considering the growth factor as a function of reduced frequency (Figure 3.14g), it

is seen that the growth factor becomes negative at these high reduced frequencies,

indicating that the vortices seen in the high reduced frequency mode, while coherent,

are damped and do not grow in time.

3.5 Conclusions

The use of compliant membrane wings has several appealing features both in terms

of aerodynamic properties - enhanced lift slope and increased stall margin - as well as

several operational features including foldability and low mass. Here we have demon-
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strated control of the aerodynamic properties of these wings, using the electroactive

material properties of specific membrane materials. Initial results are promising,

resulting in lift enhancement of up to 20%.

Successful lift enhancement by manipulating the separating shear layer has been

shown to be associated with instabilities in the separated flow, requiring excitation

within a range of susceptible reduced frequencies, generally on the order of f+ = 1.

The shear layer must be separated and located sufficiently near the membrane to be

affected by the actuation. Additionally, the excitation of instabilities is impossible

when the actuation mechanism is insufficient to overcome the fluid-induced damping

of the membrane. Therefore, flow control using a membrane wing requires careful

attention to both f+ and Ae for optimal performance.

Additional research is required to optimize the effectiveness of this flow control

technique for membrane wings. For example, increasing the amplitude of actuation

would be a step towards mitigating the flow-induced stiffness and damping issues,

and could be accomplished in several ways. VHB is known to be highly viscoelastic,

so the selection of silicone-based membranes, which have been shown to have lower

viscoelastic losses [10] would likely improve performance, particularly at high actua-

tion frequencies. Increasing the prestretch of the membrane has also been shown to

increase actuation amplitude [3], although it is unclear if, coupled with aerodynamic

load, this would also result in increased camber control [50]. Improving the conduc-

tivity of the electrodes may also have a positive effect of actuation, particularly at

high cambers. Yet despite the sub-optimal design presented here, peak lift enhance-

ments on the order of 20% were observed over a range of experimental parameters

- expanding this range is a topic for future research. Additionally, optimization of

the wing design may further improve performance. The membrane only accounts

for 72% of the surface area in the current design. Increasing that ratio by using a
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stiffer and thinner frame may improve performance, particularly at high freestream

velocities. Finally, investigation of a range of membrane prestrain values may allow

for greater control authority. While high prestrains generally result in high actuation

authority for DEAs without aerodynamic load, the results of Barbu et al. suggest

that the addition of aerodynamic load may lower the optimum prestrain value for

actuation authority.

Extension of the experimental techniques used may also provide additional clarity

on the mechanism of flow control. The low aspect ratio wing used in this study likely

has a significant three-dimensional flow, including a tip vortex. Details of this flow,

and the effects of actuation would be captured with more PIV planes across the

span and with three-component (stereo or tomographic) PIV. Such data would be

especially helpful in clarifying the effect of actuation on the spanwise location and

size and shape of the separation bubble at high angles of attack, both with and

without actuation.

The development of active flow control techniques for membrane wings will be-

come increasingly important with the ongoing development of micro air vehicles

(MAVs). Integrated active flow control, as demonstrated here with dielectric elas-

tomer actuator membranes, will enable MAVs to operate in a wider range of flow

conditions, respond to flow unsteadiness, and improve maneuverability.
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Chapter Four

Capacitive deformation sensing

with DEA membranes



4.1 Abstract

The use of dielectric elastomers as integrated actuators and self-sensors offers a simple

approach for closed-loop control in a wide range of applications. While a number of

approaches for self-sensing have been proposed, the adaptive online algorithm offers

an appealing combination of high accuracy and low computational cost. In this

work, the recursive least squares algorithm will be applied to capacitive deformation

sensing of dielectric elastomers. With the goal of minimizing data volume while

achieving a set accuracy over a desired range of deformation frequencies, the probe

frequency, sampling frequency, and forgetting factor will be optimized. It will be

shown that the accuracy is primarily determined by a nondimensionalized variable,

Nc, which defines the proportion of a hypothetical deformation cycle that is weighted

more heavily by the algorithm. Ultimately, this optimized algorithm will be validated

by variably inflating a dielectric elastomer membrane and comparing the algorithm

output to membrane deformation measured by video.

4.2 Introduction

The use of dielectric elastomers as integrated self-sensors was first proposed by

Sommer-Larson et al. [20], who noted that changing the geometry of dielectric elas-

tomer actuators would result in varying electrical quantities, which could be ex-

ploited to indirectly measure the strain of the elastomer itself. Though the method

proposed by Sommer-Larson et al., involving the measurement of harmonics in the

electrical current, has since been replaced by more precise and robust methods based

on treating the dielectric elastomer as part of an electrical circuit, the suggestion of

self-sensing has inspired a field of research that enables closed-loop integrated con-
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trol and sensing for a variety of applications, from soft robotics [22] to reconfigurable

keyboards [28].

Ultimately, self-sensing relies on the treatment of a dielectric elastomer actuator

(DEA) as part of an electrical circuit, linking the changing electrical properties with

changing mechanical configuration. A DEA consists of an elastomer membrane sand-

wiched between two compliant electrodes, which may be modeled as an equivalent

electrical circuit. This model generally involves three components: the membrane

and electrodes are treated as a variable capacitor, which is in series with a variable

resistor (due to the resistive nature of the compliant electrodes), and in parallel with

an additional resistor to account for any leakage current across the dielectric mate-

rial [78]. Most models neglect the leakage current as negligible, allowing the DEA

to be treated as a simple series RC circuit [25].

In general, the resistance of the compliant electrodes is known to be a function

of strain [21]. However, age of the electrode material, variations in fabrication tech-

nique, and creep in the elastomer itself can complicate that relationship. Though

variable resistance has been used to measure membrane strain with some success [24],

it may also be used as a secondary measurement to track actuator health [79].

Most commonly, the variable capacitance of the elastomer is used as the primary

sensing variable. As the elastomer is strained, the incompressible nature of the mate-

rial requires that the membrane thickness decreases, thus increasing the capacitance.

A number of methods have been developed to track the changing capacitance. For

example, the use of an external resistor in series with the membrane creates a high-

pass circuit, which may be used to measure capacitance, as demonstrated by Jung

et al. [23] and others. However, this method neglects the variable resistance of the

compliant electrodes, and is only valid for the range of capacitance (and membrane
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stretch) values that result in a measurable change in capacitive reactance.

Another approach, developed by Gisby et al. [78], uses the amplitude and duty

cycle of a pulse width modulation signal to approach a stable constant charge system.

Though this method was successful in establishing real-time closed loop control of

DEA arrays, it requires the system to be current-controlled, rather than the more

common voltage control.

Perhaps the most complete model, simultaneously accounting for variations in

capacitance, resistance, and leakage current, is the hyper-plane approach developed

by Gisby et al. [27]. By tracking voltage, current, and charge as a function of

time, the various slopes of the resulting 4D hyperplane can be used to derive each

of the unknown quantities. Though it is quite thorough, this algorithm requires

the measurement of charge on the electrodes. Additionally, it was seen to be quite

sensitive to small changes in membrane dielectric constant resulting from strain.

Taking advantage of the finite conductivity of electrodes, more advanced appli-

cations are enabled by treating the actuator as a transmission line [29]. Due to

electrode resistance, high sensing frequencies can result in decreased response and

capacitance measurements at the far reaches of the electrode area. By sweeping

through a range of sensing frequencies and measuring this decay, the localized strain

can be measured using a single electrode pair. This enables exciting new applications

such as reconfigurable soft keyboards made from dielectric elastomers [28, 80]

Finally, for applications requiring fast response times, online recursive algorithms

have proven to be both computationally inexpensive and experimentally robust. Re-

quiring only the measurement of voltage and current across the capacitor, and simul-

taneously measuring both variable capacitance and resistance, these algorithms can
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take a number of forms, including the least mean squares (LMS) and the recursive

least squares (RLS) algorithms initially investigated by Rizzello et al. [25], and fur-

ther developed in later works [26,79]. Due to the relatively low computational cost of

these algorithms, they are ideal candidates for high rate real-time implementations.

In this work, the RLS algorithm is implemented, as Rizzello et al. found it to

be slightly more accurate than the LMS implementation. Using analytically derived

voltage and current signals over a wide range of deformation frequencies, probing

frequencies, and sampling frequencies, the output of the RLS algorithm is compared

to the original capacitance input. With the goal of minimizing data volume for a

desired accuracy at a particular deformation frequency, the RLS algorithm is opti-

mized. The resulting optimization will be validated using a dielectric elastomer that

is inflated and strained over time. The capacitance output of the algorithm will be

compared to video-derived capacitance.

4.3 Methods

Capacitance was estimated using a recursive least squares (RLS) algorithm, which

balances accuracy and computational speed, following the work of Rizzello et al. [25].

In this approach, the DEA is treated as a simple series RC circuit, where both the

resistor and capacitor are variable in time. In this circuit, the relationship between

voltage (V (t)) and current (i(t)) is:

i(t) =
−1

C(t)R(t)
Q(t) +

1

R(t)
V (t), (4.1)
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where Q(t) is the accumulated charge, C(t) is the capacitance, and R(t) is the

resistance. This relationship can be discretized to each individual measurement, Vk

and ik. Assuming a sufficiently fast sampling rate, the charge can be approximated

as:

Qk+1 −Qk

Ts

= ik, (4.2)

where Ts is the time step between samples. Taking the difference between each

sample,

Vk − Vk−1 = Rkik +

(

Ts

Ck

−Rk

)

ik−1. (4.3)

If it can be assumed that voltage and current vary much faster than capacitance

and resistance, Equation 4.3 is linear-in-parameters. This condition permits the

application of online adaptive algorithms, such as RLS, where the values of the two

linear parameters, Rk and Ts/Ck−Rk, are iteratively approximated at each timestep.

Two assumptions are necessary for the above analysis to be valid. For the linear-

in-parameters assumption to be valid, it is necessary to probe the equivalent circuit

at a frequency significantly higher than the expected changes in capacitance and

resistance. Additionally, for the initial discretization to be valid, this probe voltage

must be sampled at a sufficiently high frequency. This leads to the natural question of

how much higher the sampling frequency (fs) must be relative to the probe frequency

(fp), and similarly how much higher the probe frequency must be relative to the

capacitance frequency (fc). To address the affect of each of these frequencies, an

optimization study was undertaken.
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4.3.1 Algorithm optimization

The algorithm was tested using analytical sinusoidal signals for capacitance and

resistance, with white noise superimposed. Using the equivalent RC circuit and

superimposing an applied probe voltage, the expected voltage and current outputs

were calculated and fed into the RLS algorithm. The output was low-pass filtered,

with a cut-off frequency of 0.9fp, and the estimated capacitance was compared with

the analytical input in terms of amplitude, offset, and noise. In addition to varying

fc, fp, and fs, the RLS forgetting factor, µ, was varied, which acts to weight more

recent samples more heavily in the estimation process. A forgetting factor of unity

weights the entire time series equally, while a greater bias for recent samples is

introduced as the forgetting factor is decreased. Typical values range from 0.9 to 1,

though values as low as 0.5 were included in the optimization. The range of variables

included in the optimization is shown in Table 4.1.

The effect of the forgetting factor can be approximated as µ = 1−1/W , where W

is the number of samples that will be weighted more heavily by the algorithm [25].

However, as the sampling frequency is varied, a constant forgetting factor will result

in weighting different durations of a capacitance cycle. For example, if fc = 1

Hz, fs = 1 kHz, and the forgetting factor is set to 0.95, approximately 2% of the

capacitance cycle will be weighted more heavily. If, then, fs is decreased to 100 Hz,

the same forgetting factor will weight 20% of the capacitance cycle more heavily.

This effect can be taken into account with the use of a normalized variable,

Nc =
fc

fs(1− µ)
.

The variable Nc reflects the fraction of a capacitance cycle that is more heavily

weighted by the RLS algorithm, regardless of any other variable values. When
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Table 4.1: The range of variables used in the RLS algorithm optimization.

fc (Hz) fp (Hz) fs (Hz) µ Nc

Minimum 10 3fc 20fp 0.5 0.0013
Maximum 200 80fc 100fp 0.99 0.333

capturing dynamic changes in the capacitance, this variable will be shown to be

a primary driver of the accuracy of the algorithm output, as will be discussed in

Section 4.4.1.

4.3.2 Benchtop validation

The correlation between membrane strain and capacitance was validated in a series

of benchtop experiments. A silicone membrane (BJB TC-5005 A/BC, 35% C), with

carbon grease electrodes on top and bottom, was adhered to the top of an open

cylindrical dish, creating a pressure vessel, as shown Figure 4.1. The strain in the

membrane was manually varied by changing the pressure inside the dish over the

course of 3600 seconds, and the electrodes were probed with a 1 kHz sinusoidal

signal at 5 volts. The applied voltage and resulting current were recorded at 60

kHz and fed into the RLS algorithm for capacitance estimation. Additionally, the

deflection of the membrane was measured by video at 60 Hz, as post-processed using

the MATLAB Image Processing Toolbox.

Approximating that the pressurized membrane takes the shape of a spherical

cap, the membrane stretch (λ) is equal to 4z∗ + 1, where z∗ is the peak membrane

deflection normalized by the diameter of the pressure vessel. Assuming that the

membrane material exhibits incompressibility and stretch-independent permittivity,
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Figure 4.1: The benchtop membrane pressurization set-up, showing a membrane at an interme-
diate stretch. The compliant electrode, made from carbon grease, is seen on the surface of the
transparent membrane.

stretch can be converted to expected capacitance such that:

C(t) = C0λ
2, (4.4)

where C0 is the capacitance of the unstrained membrane. Using this approach, the

video frames were converted from membrane deflection to capacitance and compared

with the RLS algorithm output.

4.4 Results and Discussion

4.4.1 Algorithm optimization

When considering the accuracy of the algorithm, Nc was seen to be the primary driver

of amplitude accuracy. As plotted in Figure 4.2, it is seen that as Nc increases, the

RLS algorithm increasingly underestimates the amplitude of capacitance variation.

This is consistent with the physical representation of Nc - if Nc = 0.25, for example,

the algorithm must estimate the capacitance at the next time-step using 25% of

the previous capacitance cycle, thus smoothing the variation in capacitance over an
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Figure 4.2: The effect of Nc on the accuracy of RLS output amplitude is shown for a range of fc,
fp, fs, and µ values. It is seen that accuracy monotonically decreases with increasing Nc, regardless
of the value of fs/fp, which is indicated by marker color.

unacceptably long period of time. Though this analysis uses pure sinusoid signals, it

is equally applicable to more complex capacitance variations, withNc acting similarly

to a low-pass filter.

Taking this into account, the most accurate results require that only a small

portion of the capacitance period should be heavily weighted in the algorithm. The

primary implication of this finding is that the necessary sampling frequency is directly

proportional to the maximum capacitance frequency that must be resolved. An

application that must resolve capacitance variations up to 100 Hz will require fs to

be 100 times larger than an application that only requires capacitance variations on

the order of 1 Hz to be resolved.

Additionally, it can be seen from Figure 4.2 that, if a goal is to minimize data

volume, the lowest feasible forgetting factor should be chosen. However, Figure 4.3

indicates the limitation inherent to setting the forgetting factor. As the forgetting

factor is lowered, noise becomes more prominent in the output. Because the algo-
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Figure 4.3: The effect of forgetting factor on the noise level of the RLS estimated capacitance is
shown. It is seen that noise increases substantially at forgetting factors lower than 0.9. At higher
lambda values, noise is low regardless of the ratio of sampling frequency to capacitance frequency
(shown in grayscale).

rithm relies on numerical differentiation, this effect is likely caused by amplification

of noise in the signal itself. As the forgetting factor is lowered, fewer and fewer

samples are weighted heavily by the RLS algorithm, increasing the impact of the

relatively high-frequency noise. Figure 4.3 shows that setting the forgetting factor

below 0.9 results in a drastic increase in noise in the algorithm output – such values

should be avoided. However, the minimum feasible forgetting factor is likely to be

strongly influenced by the amplitude and type of noise in the experimental set-up,

and should be characterized for each application.

The above analysis provides guidance on setting fs and µ for a desired level of

accuracy at a particular deformation frequency. However, the probe frequency was

not seen to play a significant role in either amplitude or noise in the RLS output.

Probe frequency does have a significant effect on the mean value of the capacitance, as

shown in Figure 4.4. The capacitance is seen to be increasingly underestimated as the

sampling frequency decreases relative to the probe frequency, with underestimates in

excess of 1% when the sampling frequency is less than 35 times the probe frequency.
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Figure 4.4: The effect of sampling frequency, normalized by probe frequency, on the offset error
of the RLS estimated capacitance is shown. As the sampling frequency decreases, the algorithm
increasingly underestimates the mean capacitance of the signal. For an offset error of 1%, the
sampling frequency should be at least 35 times that of the probe frequency.

For applications in which the mean capacitance value is critical, as opposed to the

frequency content, this frequency ratio should be taken into consideration.

In addition to the effect of fs/fp, a secondary effect is shown using marker color,

representing the phase between voltage and current measurements. This phase is

driven by the the ratio of resistance to reactance in the equivalent circuit, and can

be easily varied using the probe frequency. Because the series RC circuit used to

design the RLS algorithm is equivalent to a low-pass filter, the approximate resistance

and capacitance can be used to estimate the phase between voltage and current.

Using this analysis, it becomes clear that the selection of probe frequency, sam-

pling frequency, and forgetting factor are strongly application dependent. Appli-

cations that require only quasi-steady capacitance measurement will require much

less data volume for high accuracy. However, unsteady phenomenon will require

increasingly high probe and sampling frequencies for accurate results. The opti-

mization shown here allows these variables to be selected based on the needs of the
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Figure 4.5: The RLS estimated capacitance is compared to the video-derived capacitance, over
the course of six minutes of randomly varying membrane strains. (a) A representative example of
video-derived and RLS capacitance values are shown over the course of 20 seconds, including both
slow and fast changes in strain. (b) Comparing the values over the entire experiment, very close
correlation between the values is seen, suggesting that the algorithm is performing well. (b) The
frequency content of the two capacitance values (offset for clarity) compares well, showing that
the RLS algorithm successfully captures capacitance variations up to the Nyquist frequency of the
video data (30 Hz).

application at hand.

4.4.2 Benchtop validation

The performance of the RLS capacitance estimation was tested using a pressure

vessel to dynamically vary the inflation of a DEA membrane.

The RLS estimated capacitance is compared to the video-derived capacitance in

Figure 4.5. In a representative time series including both fast and slow changes in

strain, it is seen that the RLS algorithm closely tracks the video-derived capacitance.

Indeed, when comparing the entire time-series in Figure 4.5(b), there is a close 1:1

correlation, with minimal scatter, which suggests that the capacitance measurements

do not suffer from drift over the duration of the experiment, and good qualitative

agreement is seen over a wide range of capacitance values. Additionally, as seen in

Figure 4.5(c), the frequency content of the two measurement methods compares very
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Figure 4.6: The error in RLS estimated capacitance ((Cvideo − CRLS)/Cvideo) is shown as a
function of normalized capacitance. RLS capacitance estimations are seen to generally underpredict
capacitance values at low strains, and become more accurate at higher strains.

well. This is particularly important in the context of unsteady applications, in which

determining the frequency spectra of deformation is the primary goal.

Additional conclusions can be drawn on the limitations of this technique by

plotting the error as a function of normalized capacitance, as shown in Figure 4.6,

where the output capacitance is normalized by the unstrained value, and error is

defined as (Cvideo − CRLS)/Cvideo. Applying Equation 4.4, it is seen that error in

normalized capacitance would be proportional to error in λ2. Thus, error would

be expected to grow quickly in applications where very small strains are expected.

However, the algorithm becomes more accurate at higher strains, where the measured

capacitance will be significantly larger than C0.

4.5 Conclusions

An RLS adaptive algorithm allows capacitance to be estimated with good accuracy

and at low computational cost. But accuracy is highly dependent on the parameters
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used for data collection (the probe and sampling frequencies), as well as the fre-

quency of deformation that must be sensed and the forgetting factor applied during

processing. Thus, the goal of minimizing data volume while maximizing accuracy

for capacitive self-sensing can only be achieved by understanding each application’s

specific goal.

If deformation is expected to occur over relatively long timescales, the sampling

frequency can be lowered without significantly decreasing accuracy, as captured using

the variable Nc. The presence or relative absence of noise in the experimental may

allow for the tuning of the forgetting factor without loss of accuracy, which also affects

the value of Nc. Similarly, if amplitude of unsteady deformation is less important

than the time-averaged values, the ratio of sampling to probe frequency should be

treated as the primary driver of accuracy. As with any experimental method, trade-

offs must be made. The work presented here aims to inform these trade-offs during

the application of the RLS adaptive algorithm, specifically during capacitive self-

sensing.
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Chapter Five

Sensing aerodynamic load and flow

structures using membrane wing

deformation



5.1 Abstract

Due to the compliant nature of extensible membrane wings, there exists a close

relationship between the membrane wing camber and the aerodynamic load. Ad-

ditionally, the membrane dynamics are often linked to unsteady large-scale flow

structures, such as shear layer separation or leading edge vortex shedding. The inte-

grated real-time measurement of the membrane configuration, including both mean

camber and the frequency content of vibration, would lead to significant information

on the surrounding flow field. In this work, one method of integrated camber sensing

is demonstrated, and the relationship to aerodynamic load and flow field are shown.

Camber is measured via the capacitance of the dielectric elastomer membrane, which

is sandwiched between two compliant electrodes. The relationship between capaci-

tance and camber is defined geometrically. The mean aerodynamic load is shown to

be well-captured by applying a simple aeroelastic analysis to the measured camber.

Finally, time-resolved flow field measurements are used to illustrate the ties between

the dynamic camber, as measured by capacitance, and large-scale flow structures sur-

rounding the wing. Ultimately, this work is a step towards developing an integrated,

closed-loop control method for membrane wings.

5.2 Introduction

Dielectric elastomers have been shown to be effective as both actuators [2,5,81] and

self-sensors [20]. A dielectric elastomer actuator (DEA) consists of an elastomeric

membrane sandwiched between two compliant electrodes. When driven as actuators,

a high voltage generates an out-of-plane strain, which is converted into an in-plane

strain due to the incompressible nature of the material [2]. In an aerodynamic
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environment, this strain can be used to generate both steady [48–50] and unsteady

[51] changes in camber, when coupled with the aerodynamic pressure difference across

the membrane.

As a self-sensor, the same DEA configuration can be driven with a high fre-

quency/low voltage signal to measure the capacitance of the membrane [20]. As the

membrane is deformed, the thickness decreases and the capacitance increases. In the

context of a membrane wing under an aerodynamic load, this increase in capacitance

may be used to approximate mean camber, which is related to mean aerodynamic

load. Additionally, the variation of camber over time can be tied to dynamic large

scale flow structures, such as shear layer location and vortex shedding [31,34].

The connection between membrane wing camber and aerodynamic loading has

been shown to be governed by a nondimensional aeroelastic number. This nondimen-

sional number can take different forms based on the level of pretension in the wing,

as introduced by Smith and Shyy [69] with the parameters Π1 for membrane wings

with little to no pretension and Π2 for membrane wings dominated by pretension.

Later, the need for two separate aeroelastic parameters for different prestrain values

was alleviated by Waldman and Breuer [1], who developed an equivalent aeroelastic

number that is consistent for both low and high pretension wings. Though a number

of simplifying assumptions were made, including linear elasticity and even pressure

distribution across the membrane, this framework was shown experimentally to pre-

dict membrane wing camber with good accuracy. Here, the inverse analysis will be

used to predict aerodynamic load across a membrane wing using the mean membrane

camber.

Membrane wings, by nature, respond unsteadily to any unsteady component of

the surrounding flow field. Because of this, the dynamic camber of a membrane
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wing can often be linked to large scale flow structures, such as the relative location

of the shear layer or the frequency of vortex shedding. The frequency of membrane

vibration has been shown to “lock-in” with the vortex shedding frequency, particu-

larly near multiples of the natural frequency of the membrane [31,35]. Additionally,

Rojratsirikul has demonstrated the correlation between the instantaneous locations

of the shear layer and the membrane [36].

In this work, capacitive self-sensing will be demonstrated to be useful in a novel

setting: membrane wing aerodynamics. Capacitance will be measured using an RLS

adaptive algorithm. Wind tunnel measurements using a flat rectangular membrane

wing will be presented, including aerodynamic load, capacitance, and single-point

camber measurements using a laser displacement sensor. The relationship between

these variables will be explored over a range of angles of attack and freestream

velocities, using two membrane materials. Finally, time-resolved PIV will be used to

show links between capacitance measurements and large-scale flow structures. This

application of dielectric membrane self-sensing may, in the future, be incorporated

with existing methods for membrane wing active flow control [51] to enable closed-

loop control of membrane wings.

5.3 Methods

To test the performance of capacitive self-sensing under aerodynamic load, membrane

wing frames were constructed of acrylic, with a span of 180 mm, a chord of 90 mm,

and a thickness of 6.35 mm. For membrane mounting, two segments of 76 mm ×

76 mm were cut on either side of the centerline, as shown in Figure 5.1(a). Two

membrane materials were used for testing - a hyperelastic silicone (TC-5005 A/BC,
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Figure 5.1: (a) The membrane wing is constructed from a rigid frame, to which the membrane
is adhered. The load cell is mounted on a custom angle of attack adapter. (b) The wing is
mounted in the center of the wind tunnel test section. Kinematics cameras are used to capture
membrane kinematics, 2D-2C PIV is used to measure the surrounding flow, and a single-point laser
displacement sensor measures the displacement at the center of a membrane segment.

35% C, BJB Enterprises) and a viscoelastic acrylic (VHB 4905, 3M). The silicone has

a nominal thickness of 1 mm, and was tested at a prestrain of 175%, while the acrylic

is 0.5 mm thick, and was tested at a prestrain of 250%. At these values of prestrain,

the silicone and acrylic are approximated as linear elastic with Young’s moduli of

20.1 kPa and 41.6 kPa, respectively. Carbon grease electrodes (MG Chemicals)

were applied to top and bottom of both segments for the application of both probe

and actuation voltages, with a gap of approximately 3.5 mm between the perimeter

of the electrode and the perimeter of the frame. Voltages were generated using a

high voltage amplifier (Model 5-80, Trek) and a function generator (DS345, Stanford

Research Systems).

The wing was tested in a closed-loop wind tunnel (Figure 5.1(b)), in the center of

a test section measuring 0.61 m × 0.61 m in cross-section and 2.4 m in length. The

wing was positioned at a fixed angle of attack, using a fixed fairing and a custom angle

of attack adapter. A six-axis load cell (F/T Nano17, ATI Industrial Automation)

was installed at the wing’s quarter-chord for measurement of the aerodynamic loads
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and torques. To ensure load cell accuracy, the temperature in the test section was

controlled to within 0.1◦ of the tare temperature using a water-cooled heat exchanger.

Aerodynamic load data was collected at 10 kHz.

A single-point laser displacement sensor (AR700-16, Acuity Laser) was positioned

outside the test section and focused on the center of one of the membrane segments.

The displacement of the membrane at this location was recorded at 1 kHz. Addi-

tionally, two high speed cameras (1024 pixels × 1024 pixels) (Photron SA4, Photron

Ltd) were used to capture 2D-2C PIV data in a plane parallel to the wing chord,

at quarter-span (the center of the membrane segment). The plane was illuminated

with a laser sheet generated using a double-pulsed Nd:YLF laser (527 nm) (DM30,

Photonics Industries), with an energy output of approximately 30 mJ/pulse. PIV

data was captured at a rate of 500 Hz.

Two datasets were collected for analysis. In the first dataset, only aerodynamic

load and single-point membrane displacement data were collected, but at fine res-

olution of freestream velocity and angle of attack. Freestream velocities between 2

and 25 m/s were captured, with a resolution of approximately 2 m/s. Angles of

attack were varied from 2◦ to 30◦, in increments of 2◦-5◦. In addition to varying the

velocity and angle of attack, both membrane materials (silicone and acrylic) were

tested. Finally, data was collected both with and without high-voltage actuation.

Without actuation, a sinusoidal probe voltage of 1500 Hz and 200 V was applied.

For high-voltage actuation, the same probe voltage was superimposed on an actu-

ation voltage of the form V (t) = 2000(1 + sin 2πfactt), with actuation frequencies

(fact) ranging from 20 Hz to 75 Hz. In all cases, the voltage and current across the

membrane were recorded at 60 kHz, with a duration of 60 seconds.

In the second dataset, the primary goal was to capture unsteady interactions
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between the membrane kinematics and the surrounding flow field. As such, this

dataset includes the full complement of data streams: PIV data, single-point mem-

brane displacement data, membrane capacitance, and aerodynamic load data. Due

to time constraints, this analysis will focus on a single set of experimental conditions:

a VHB membrane wing at 5◦ angle of attack and 16 m/s freestream velocity. This

dataset was chosen due to a significant amount of observed membrane vibration and

the proximity of the shear layer to the membrane. Future work will demonstrate the

technique for a wider range of experimental conditions.

5.4 Results and Discussion

5.4.1 Measurement of wing camber

Capacitive self-sensing was demonstrated on a membrane wing under aerodynamic

load. The camber of the membrane was estimated by assuming the membrane ge-

ometry to be approximately that of a spherical cap [82]. With that assumption, it

can be shown that:

z∗ =

√

λ− 1

4
=

√

√

C/C0 − 1

4
, (5.1)

where z∗ is the membrane camber, λ is the camber-induced stretch, C is the instan-

taneous capacitance, and C0 is the capacitance of the uncambered wing. It should

be noted that the spherical cap approximation deviates slightly from the deforma-

tion of a pre-tensioned square membrane under uniform load, which can be closely

approximated as [83]:

z∗sq = 0.0737
Pc2

T
, (5.2)
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Figure 5.2: Analysis of the error introduced by the spherical cap assumption. (a) The camber
predicted for a circular vs. a square membrane under uniform pressure is shown. (b) The error in
camber is shown for the range of cambers observed in this work.

where P is the uniform applied pressure, c is the membrane wing chord, and T

is membrane tension. As shown in Figure 5.2, comparing the expected cambers

from each of these expressions over the range of cambers observed in this work,

the spherical cap assumption results in overestimations by as much as 1.4% camber

at 13.1% camber, while underestimating for cambers in excess of 21.3%. However,

the spherical cap assumption allows the use of a simple analytical expression for

membrane strain, which is not available for a square membrane under equivalent

conditions, and will be applied throughout this work.

In Figure 5.3, the capacitance calculated with the recursive least squares (RLS)

algorithm, as developed in Chapter 4, is compared to the camber as measured using

the single-point laser displacement sensor. Figure 5.3(a) shows the comparison in the

absence of high voltage actuation, with only the probe voltage applied. Data from

the acrylic membrane is shown in cool colors, while the silicone membrane is shown in

warm colors. The angle of attack is indicated with marker color, and the freestream

velocity with marker size. Fairly close agreement between the displacement sensor

and the camber measured via capacitance is seen, particularly at cambers above 4-

5%. At low cambers, more scatter is seen, as was predicted in the error analysis of
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Figure 5.3: The mean camber as measured by displacement sensor is compared to the mean
camber as measured by capacitance for (a) purely sensing (without actuation) and (b) sensing
during actuation. Acrylic membrane results are shown in cool colors, while silicone tests are shown
in warm colors. The angle of attack is indicated with shade, and the freestream velocity with marker
size. Additionally, for tests that included actuation, both off-resonance (20 Hz) and on-resonance
actuation frequencies were tested.

the benchtop results, presented in Chapter 4.

Figure 5.3(b) shows the same comparison during high voltage actuation of the

membrane, with the low-amplitude/high-frequency probe voltage superimposed over

the high-amplitude/low-frequency actuation voltage. At each experimental condi-

tion, actuation was performed at two frequencies: a constant frequency well below

resonance (20 Hz), as well as the membrane resonance frequency. The resonance fre-

quency is influenced by camber-induced strain and ranged from 54 to 75 Hz, as was

identified for each run using a frequency sweep. For both frequency conditions, good

agreement is generally seen between the displacement sensor camber and the camber

measured via capacitance, though capacitive self-sensing tends to under-estimate the

camber at higher mean camber values. The reason for this loss of accuracy requires

further analysis, but may be connected to the spherical cap geometric assumption

discussed earlier.

In addition to measuring the time-averaged camber, capacitive self-sensing is
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Figure 5.4: A representative time series of the measured camber is shown, for laser displacement
sensor measurements (blue) and capacitive self-sensing estimates (red). Good correlation between
the signals is seen, though some variations in amplitude and frequency are seen intermittently.

capable of measuring the dynamic camber of the membrane. A representative time

series is shown in Figure 5.4, comparing the camber measured via both displacement

sensor (blue) and capacitive self-sensing (red) over the course of one second. Good

qualitative agreement is seen between the the two methods, with large-scale changes

in camber being well captured and the frequency content appearing to be quite

similar. Some variations in amplitude are seen (e.g, between 0.7 and 0.8 seconds),

and some areas seem to have different frequency content (e.g, between 0.8 and 0.9

seconds). However, these variations are to be expected when comparing single-point

and full-field measuring techniques. Any vibration mode that is not of the < 1−1 >

mode may lead to some slight variations between these two measurement techniques.

The correlation between the two measurement techniques can be quantified us-

ing a cross-correlation analysis on the full 60 second duration of each measurement

period. The cross-correlation coefficient may vary from zero, indicating absolute

lack of correlation, to unity, indicating perfect correlation. The time-series in Fig-

ure 5.4, for example, has a cross-correlation coefficient of 0.744. In Figure 5.5, this

coefficient is shown for all tested configurations as a function of mean camber. The

correlation is seen to be poor at cambers below 4% before reaching a plateau of

roughly 0.5-0.8 at higher mean cambers. The loss of accuracy is consistent with the
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Figure 5.5: The cross-correlation coefficient is shown as a function of camber, for both acrylic
and silicone membranes. Very little correlation is seen at low cambers, with correlation coefficients
increasing to 0.5-0.8 at cambers of above roughly 4%. This trend holds across all angles of attack
and velocities tested, for both acrylic and silicone membranes.

analysis of benchtop results in Chapter 4. Because the camber measurement is a

function of the time-varying capacitance normalized by the unstrained capacitance,

small changes are difficult to detect. Additionally, the failure to reach perfect cor-

relation is similarly expected, based on the previous argument regarding differences

between single-point and full-field measurement techniques. Ultimately, capacitive

self-sensing appears to produce reliable results at mean camber values above 4%, in

both mean camber and dynamic camber measurements.

5.4.2 Measurement of aerodynamic load

Following the analysis of Waldman and Breuer [1], the camber can be used to esti-

mate the aerodynamic load on the membrane. The Young-Laplace equation allows

the curvature of the membrane (κ) to be balanced with the aerodynamic pressure
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(p), and the tension in the membrane (T ):

κ+
p

T
= 0, (5.3)

which can be rearranged to solve for the pressure on the membrane:

p = Tκ. (5.4)

Assuming a uniform pressure distribution, linear elasticity in the membrane (i.e.,

T = Eh(λ − 1)), and a membrane shape that can be approximated by a spherical

cap geometry (i.e., κ = 8z∗/(1 + 4z∗2)), the force acting normal to the membrane

(i.e., pressure) can be solved as:

FN = Eh(λ− 1)
8z∗

1 + 4z∗2
(5.5)

where E is the membrane Young’s modulus, h is the membrane thickness, λ is the

instantaneous membrane stretch, and z∗ is the membrane camber. With a known

angle of attack (α), the normal force acting on the membrane can be decomposed

into the lift (L) and drag (D) force, such that:

FN = L cos(α) +D sin(α). (5.6)

Applying this analysis to the dataset at hand, the measured normal aerodynamic

load is compared to the derived force using the measured capacitance in Figure 5.6(a).

The measured and predicted normal force collapses well throughout the range of

parameters tested, including both silicone and acrylic membranes over a range of

angles of attack (shown with color shading) and freestream velocities (shown with

marker size). Some deviation is seen at the highest loading scenarios, which may
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Figure 5.6: (a) The aerodynamic load normal to the membrane is estimated via capacitance, and
compared with the measured normal load. This force is then decomposed into (b) lift and (c) drag
using the angle of attack.
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Figure 5.7: Aerodynamic loads are converted into aerodynamic coefficients, including (a) the
normal force coefficient, (b) the lift coefficient, and (c) the drag coefficient. Good agreement is seen
at higher velocities (larger markers), with loss of accuracy at low velocities (small markers).

indicate that the linear elastic assumption is breaking down with increasing camber-

induced strain. The normal load is also broken down into lift (Figure 5.6(b)) and

drag (Figure 5.6(c)). The lift force is seen to be well collapsed, with some scatter

at low forces. This is consistent with an observed increase in error at low cambers,

and is a consequence of dividing by the unstrained capacitance to approximate the

membrane strain. Finally, the derived drag is seen to be the least accurate quantity,

and is consistently underestimated, particularly at low angles of attack. This is

likely a result of the increasingly small proportion of the overall normal force that is

directed in the drag direction at low angles of attack.

The aerodynamic forces being applied to the membrane can be converted into
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aerodynamic coefficients by dividing by the dynamic pressure. The comparison be-

tween measured coefficients and predicted coefficients is shown in Figure 5.7 using

the same data and legend as in Figure 5.6. In all three cases (CN , CL, and CD), the

freestream velocity is seen to be the strongest predictor of accuracy, with predicted

coefficients generally rising well above measured coefficients as freestream velocity

decreases. This loss of accuracy is another reflection of the increasing error at low

cambers. Velocity is the primary driver of membrane wing self-cambering [31], with

camber increasing roughly proportionally to U2. At low velocities, the mean mem-

brane camber is below the threshold of 4% that was identified in Section 5.4.1, and

accurate measurements are not possible. However, the predicted coefficients, includ-

ing CD, are seen to be captured with much greater accuracy at higher freestream

velocities.

5.4.3 Connection with flow structure

In addition to sensing time-averaged camber and aerodynamic forces, capacitive

self sensing can provide some insight into the flow structures surrounding the wing.

At high angles of attack, vortex shedding may be the primary phenomenon to be

captured with capacitive self-sensing. At lower angles of attack, the location of the

shear layer relative to the wing surface can be sensed, as will be demonstrated here

using high speed PIV collected simultaneously with capacitance and aerodynamic

load data.

A wing at 5◦ angle of attack in a 16 m/s freestream velocity will be used for

the purposes of this demonstration. The mean vorticity field and streamlines are

shown in Figure 5.8(a), where it is seen that the flow remains largely attached the

the surface of the wing. In addition to the mean flow field, the mean membrane
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Figure 5.8: (a) The time-averaged vorticity field and streamlines are shown for a membrane wing
at 5◦ and 16 m/s. The mean membrane camber is shown (solid black line), as well as the camber
standard deviation (dashed lines). Additionally (b) the first POD mode and (c) the second POD
mode are shown for the region of interest immediately above the membrane.

shape is shown (solid black line), as well as the standard deviation of the membrane

deformation (dashed black lines). Under these flow conditions, the mean camber is

5.7%, which is modestly above the cut-off for accurate capacitive self-sensing results,

while the standard deviation of the camber is roughly 0.8%.

In addition to the mean flow field, the flow field dynamics are captured using

Proper Orthogonal Decomposition (POD), which utilizes an eigenvalue analysis to

decompose the unsteady flow field into the most energetic modes [77]. Following the

identification of modes, the relative contribution of each mode is calculated at each

time-step. These coefficients capture the time-varying nature of each mode and can

be used to calculate frequency content. In Figure 5.8(b-c), the first two POD modes

of the vorticity field immediately above the wing surface are shown. The first POD

mode, in particular, appears to suggest a node at roughly 0.5c, which will be seen

to be reflected in membrane deformation data as well.

A POD analysis can also be applied to the membrane dynamics, as detected

by the reflection of the PIV laser sheet on the membrane surface. The first three

POD modes of the membrane deformation are shown in Figure 5.9(a), as well as the

cumulative energy captured by the first five POD modes in Figure 5.9(b). The first
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Figure 5.9: (a) The first three POD modes are shown for the membrane deformation along the
chord at quarter-span of the wing. In (b), the cumulative energy captured in the first five POD
modes is shown. Over 90% of the dynamics are captured in the first 3 modes.

mode, which captures 61% of the membrane dynamics, represents a second mode

vibration in the chordwise direction, with a nodal line at roughly 0.5c. The second

POD mode captures a < 1 − 3 > vibration mode, while the third POD mode is a

fundamental vibration mode. The combination of these first three modes captures

92.3% of the overall membrane dynamics. The first POD mode, in particular, will

be seen to be tightly coupled with the surrounding flow and will be the focus for the

remainder of the analysis.

To begin to understand the interplay between the flow field and the wing, the

power spectral density (PSD) of several variables can be considered. In addition to

lift and capacitance, the PIV POD coefficients and shear layer height were calculated.

The shear layer height was defined as the location of maximum vorticity above the

membrane. This value was measured as a function of location along the chord, and

the shear layer height at 0.5c was used for the PSD analysis.

The frequency content of these four variables, as shown in Figure 5.10, shows

some clear connections between the wing and the surrounding flow. Two primary

peaks are seen in both the PIV POD spectra and the shear layer height spectra, at 47

Hz and 66 Hz. Assuming the peak at 47 Hz to be a < 1− 2 > mode resonance peak,
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Figure 5.10: The power spectral density is shown for lift, capacitance, membrane strain, and
shear layer location at 0.5c. The peak frequencies for lift and capacitance are seen to be doubled
relative to the peak frequencies for membrane strain and shear layer location. Spectra are offset
for clarity.

f12, it can be noted that 66 Hz is equal to
√
2f12. Because the vibration frequency

of a square membrane is defined as [72]:

fnm =
1

2c

√

E(λ− 1)

ρm

√
n2 +m2, (5.7)

where c is the membrane chord, E is the Young’s modulus, λ is the applied prestretch,

and ρm is the membrane density, it can be seen that the
√
2 factor is consistent with

the ratio of f12 to f13. Just as the membrane dynamics were seen to be dominated

by the < 1− 2 > and < 1− 3 > modes, the dominant frequencies in the surrounding

flow field are connected by the same factor.

The frequency peaks of the lift and capacitance, however, occur at double the

frequency peaks of the shear layer height and PIV POD, suggesting that both lift

and capacitance are agnostic as to the phase of vibration. This frequency doubling is

likely tied to the nature of the membrane vibration and surrounding vorticity fields.
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Figure 5.11: The coherence of lift with the shear layer location is shown as a function of (a) time
and (b) the chord-wise location on the membrane. Time-based coherence was taken at 0.5c, and
the spatial coherence was averaged over the full time-series, such that the white dashed line is the
average of the time-based plot. In both cases, bands of coherence are seen at f12, 2f12, and 2f13,
with very little coherence at f13

In the POD analyses of both of these variables, most of the energy was seen to be in

the < 1− 2 > vibration mode, such that vorticity and membrane stretch had a node

of minimal variation at approximately 0.5c. However, capacitance would essentially

rectify this sinusoidal stretch, resulting in a frequency doubling.

To better understand the connection between lift, capacitance, and flow struc-

tures, the coherence between the various quantities can be measured. Perfect coher-

ence indicates that two signals have a constant phase lag, identical frequency content,

and identical waveforms. To measure coherence as a function of time and frequency,

the Morelet wavelet coherence was computed using MATLAB’s Wavelet Toolbox.

The coherence of lift with the shear layer location measured at 0.5c is shown in Fig-

ure 5.11(a) over time. The same four frequencies that are marked in Figure 5.10 are

also indicated with black dashed and dotted lines. Bands of relatively high coherence

are seen at f12, 2f12, and 2f13, with minimal coherence at f13. Interestingly, though

the lift signal has very little energy at f12, and the shear layer measurement has very

little energy at 2f12 and 2f13, the energy present at these frequencies indicates high
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Figure 5.12: The coherence of the capacitance with (a) the first POD mode coefficient and (b)
the second POD mode coefficient is shown as a function of time. For the first POD mode, high
coherence is seen across the entire time series at 2f12. Less coherence is generally seen with the
second POD mode, though there are bands of somewhat enhanced coherence at both 2f12 and 2f13

correlation between lift and the shear layer location.

Because the shear layer location is measured at every chord-wise location on the

wing, the coherence with lift can also be calculated as a function of location, as

shown in Figure 5.11(b). In this case, each vertical cross-section represents the time-

averaged coherence of the lift and shear layer location, such that the white dotted

line corresponds to the time-averaged values from Figure 5.11(a). Just as coherence

was seen to be relatively time independent in Figure 5.11(a), it is seen to be quite

independent of location on the wing.

Ultimately, for capacitance to be a useful sensing device for the surrounding flow

structures, coherence between the capacitance and the flow field must be demon-

strated. Because capacitance inherently measures the deflection of the whole mem-

brane, a variable that captures the full flow field is the most likely to be coherent

with capacitance. This is accomplished by using the coefficients of the first two POD

modes of the PIV field immediately above the membrane (Figure 5.8(b-c)). By mea-
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suring the coherence of the capacitance with POD mode coefficients, two full-field

quantities can be compared.

As shown in Figure 5.12(a), for the first PIV POD mode, the POD coefficients

and capacitance show a high level of coherence at 2f12 across the full time-span mea-

sured, with much lower levels of coherence seen at other frequencies. This frequency

doubling is consistent with capacitance measured during < 1−2 > mode vibrations,

as previously discussed. The high level of coherence at a frequency relevant to the

surrounding flow field demonstrates that, indeed, capacitive self-sensing can be used

to detect relevant flow structures that interact with the membrane wing.

Furthermore, extending the analysis to the second POD modal coefficient (Fig-

ure 5.12(b)), some additional coherence can be seen in the f13 band. Considering

the relative contributions of the < 1 − 2 > and < 1 − 3 > modal vibrations to the

membrane dynamics (Figure 5.9(b)), it is seen that the < 1 − 2 > mode accounts

for 61% of the total energy, while the < 1 − 3 > mode captures only an additional

20% of the total energy. Because of this differential in total energy, it is perhaps not

surprising that the strongest coupling between membrane deformation and the sur-

rounding flow field is seen in the < 1− 2 > mode. However, the enhanced coherence

at f13 does suggest that higher order flow structures can be sensed using membrane

wing capacitance.

5.5 Conclusions

In this work, capacitive self-sensing has been demonstrated to be effective in de-

tecting membrane wing camber above a noise floor of roughly 4% camber. Because
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membrane wings are dynamically self-cambering based on the instantaneous aero-

dynamic loading, camber sensing naturally leads to the ability to approximate the

steady and unsteady aerodynamic pressure that the wing is experiencing. Finally,

because the dynamic component of the aerodynamic pressure is largely influenced

by flow structures surrounding the wing, it is possible to show the connection be-

tween unsteady capacitance and changes in the surrounding flow. In this case, the

unsteady oscillation of the relative location of the shear layer above the membrane

was demonstrated to be highly coherent at the frequency of oscillation.

Though membrane wings demonstrate some significant advantages over rigid

wings at low Reynolds numbers, challenges of implementing active sensing and flow

control prevent any real-time response to changing flow conditions. With sufficient

development, this sensing technique has the potential to provide that capability.

Though the technique would benefit from further refinement in order to lower the

noise floor and extend the range of aerodynamic conditions under which it gener-

ates accurate results, the utility of capacitive self-sensing is broad and promising.

When combined with the ability to actuate the membrane for active flow control, the

information gained through capacitive self-sensing could ultimately lead to closed-

loop control in micro-air-vehicle applications, using a simple, cheap, and integrated

sensor/actuator.
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Chapter Six

Conclusions



This work concerns the development of sensing and flow control techniques for mem-

brane wings at low Reynolds numbers. While a few options have previously been

demonstrated for active flow control (specifically, the DC and AC actuation of di-

electric elastomer actuators), here we explore the parameter space of AC actuation

in greater detail, allowing the underlying mechanics to be more fully clarified. Re-

garding self-sensing, no fully integrated methods currently exist - the measurement

of camber, aerodynamic load, and surrounding flow structures generally requires sig-

nificant external equipment. The combination of integrated self-sensing and active

flow control, ultimately, lays the groundwork for implementing closed-loop control

of membrane wing micro-air-vehicles.

Self-sensing has been implemented by measuring the variable capacitance of the

membrane wing as it deforms. The capacitance is calculated using a recursive on-

line RLS algorithm, which was optimized and validated on the benchtop. With the

addition of aerodynamic load in a series of wind tunnel tests, it was shown that

capacitance could be used to accurately measure cambers above 4%, and that these

cambers could be correlated to mean and dynamic aerodynamic load. Addition-

ally, it was shown that variations in camber (and the corresponding capacitance) are

coherent with the dynamics of the surrounding flow, as measured with POD decom-

position coefficients, for a single test case of 16 m/s freestream velocity and 5◦ angle

of attack. The demonstration of additional test cases, such as a separated flow with

bluff body vortex shedding, remains for future work.

Active flow control via AC actuation of a dielectric elastomer actuator was also

demonstrated, and the underlying mechanism of flow control was discussed. Effective

flow control was seen to be a function of shear layer location, fluid-induced damping,

and reduced frequency effects. Lift enhancements on the order of 20% were seen when

these factors had been optimized, at roughly 10 m/s freestream velocity, 20◦ angle
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of attack, and a reduced frequency of order unity. Near this range of variables, the

shear layer is separated from the leading edge, but remains close enough to the wing

to be influenced by the unsteady camber. Additionally, effective flow control is only

possible when membrane actuation results in significant unsteady camber variations,

which is negatively impacted by fluid-induced damping at freestream velocities above

15 m/s. Finally, the frequency of actuation must be such that instabilities in the

separated shear layer are effectively excited, resulting in shear layer vortex roll-up.

When these three contributing factors are met, lift enhancement via AC actuation

of the membrane wing is most effective.

While both active flow control and membrane self-sensing were demonstrated to

effective over a certain range of variables, the respective ranges could be significantly

expanded with further development work. In the case of self-sensing, cambers under

4% cannot be accurately measured due to the presence of a noise floor. Lowering

this floor with the application of additional pre- or post-processing filtering would

significantly expand the range of applications for the technique. Additionally, further

development of the RLS algorithm could lower the sampling frequency necessary for

accurate capacitance calculations, potentially enabling real-time processing, as would

be necessary for closed-loop control.

Active flow control could be similarly optimized for performance over a wider

range of aerodynamic variables. First and foremost, the effect of fluid-induced damp-

ing may be counteracted by improving membrane actuation amplitude, extending

the range of freestream velocities over which this method of active flow control is

effective. This may be accomplished in many ways, such as raising the relative

permittivity of the material, decreasing the elastic modulus, decreasing viscoelastic

damping, or increasing the maximum applied electric field. The body of literature on

dielectric elastomer actuators suggests many ways to optimize actuation authority,
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any of which might be effective in overcoming fluid-induced damping at moderate

freestream velocities and increasing the range of parameters over which active flow

control is possible.

Ultimately, this work aims to provide proof-of-concept demonstrations of inte-

grated self-sensing and active flow control for membrane wings, along with an un-

derstanding of the underlying mechanics and limitations of each method. While

additional work in optimization and development promises to extend the usefulness

of these techniques, the fundamental approaches have been found to be effective. It

is hoped that these techniques can lay the foundation for effective closed-loop control

of membrane wing micro-air-vehicles.
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