
In the past, streaming data management systems (SDMSs) have eschewed transactional management of shared mutable state in favor of low-latency processing of high-velocity data. Streaming workloads involving ACID state management have required custom solutions involving a combination of database systems, complicating scalability by adding blocking communication, which severely impedes performance. This dissertation presents a solution: a transactional streaming system, S-Store. Built on a main-memory OLTP system, S-Store implements a novel transaction model and gives best-in-class performance on hybrid streaming and OLTP workloads while maintaining the correctness guarantees of both worlds. To achieve optimal performance, S-Store distributes processing across a cluster of machines. This requires an implementation which solves the unique challenges to system design and partitioning that arise from dataflow state management. This dissertation describes heuristics for optimizing two overarching workload categories: those that use data parallelism and those that use pipeline parallelism. Transactional streaming has opened opportunities for new solutions to real-world problems, particularly in streaming data ingestion. Together, these contributions provide a foundation for a new class of streaming research in which ACID state management is an essential feature rather than an afterthought.
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Chapter 1

Introduction

The priorities of data processing systems have dramatically shifted throughout their history. As computing hardware evolves and new technologies are made available, so too do the requirements for data processing. One workload may prioritize accessibility, another data accuracy, and still another raw computing performance.

Early database systems were primarily comprised of the relational model. Beginning in the 1970’s systems such as System R [27] and INGRES [143] used the relational database model primarily for "business data processing" [142]. These systems and others were specifically designed for on-line transaction processing applications, otherwise known as *OLTP workloads*. OLTP workloads involve regular updates to the database via either individual transactions or bulk inserts [73]. These early databases included a number of common features, such as row storage in tables, B-trees for indexing, and ACID transaction properties.

As hardware evolved, so too did the quantities of data available, and the speed at which the data could be processed. It became increasingly clear that the relational model, while very effective at many workloads, was insufficient for several modern use cases [143]. A variety of high performance data-processing solutions emerged: column-store databases for column-based on-line analytical processing [140, 136], so-called NoSQL systems for large-scale Internet applications [45], and array databases designed to handle scientific datasets [40, 122]. Most relevantly, the concept of streaming data processing was developed to handle high-velocity data immediately upon arrival.

In the development of these specialized databases, some old database standards were eschewed in favor of increased performance. Specifically, the ACID transactions for concurrent state management fell by the wayside in several of the branching database lineages. When stream processing systems were created in the early 2000’s, all state management would take place on-disk, making the process of modifying any state transactionally slow and computationally expensive relative to
any processing done in memory.

However, there are many workloads that can benefit from both the performance gains of a specialized database, while also maintaining the essential features of a relational database. As computer hardware improves, it becomes possible to re-integrate the missing functionalities, particularly ACID transactions, into specialized data processing models such as stream processing.

1.1 ACID Transactions and Serializable Scheduling

In traditional databases, state is assumed to be reliable at all times. Table state is able to be accessed and modified by a variety of clients and operations; this is known as shared mutable state. In order to protect the consistency of shared mutable state, operations that read and/or write to the database are confined to transactions.

One of the core features of relational database systems, and the focus of this dissertation, is the notion of ACID transactions [73]. ACID transactions consist of four elements, for which the acronym stands: 1) atomicity, 2) consistency, 3) isolation, and 4) durability [73, 131]. The specifics of each element are as follows:

**Atomicity:** All operations within a transaction are atomic, especially with regards to writes / changes. Either the entire transaction is completed (commits), or all of the operations fail (abort).

**Consistency:** At the end of the transaction, any transformations to the state are correct, or consistent. The operations do not violate any integrity constraints associated with the state, or other transformation rules.

**Isolation:** Transactions may execute concurrently, but each transaction must be able to execute in a serializable manner with regards to other transactions. This ensures that, from any transaction’s perspective, state is isolated while it is being accessed.

**Durability:** Once a transaction has committed, any changed state is durable to failures. In the event of a system crash, it is able to be recovered.

Because all of these features are abstracted into a single programming model, developers are left with more flexibility when developing concurrent programs [68, 123]. The database itself ensures that operations are executed with transactional correctness, promising to protect the consistency of shared, mutable state. This is particularly true when multiple operations take place within a single transaction. For instance, a single transaction may contain two operations reading a value from
tables $T1$ and $T2$, and a third that updates a value in $T3$ based on the earlier reads. ACID transactions ensure the developer that these operations execute as a single unit, and that if the transaction commits, it will be without any external interference.

The most widely-accepted definition of “correct” concurrent execution of transactions is that they must be executed in an order that is serializable [34, 68]. This means that, regardless of the order in which a set of transactions actually execute, there exists a schedule in which those transactions can be executed serially, one after the other. Transactions can potentially be interleaved, but must be executable in a non-interleaved fashion (though not a particular serial order).

Traditional OLTP systems ensure serializability by scheduling transaction executions in a correct order [68]. The operations within a given transaction have a natural ordering, specified within the transaction definition itself. Additionally, there are conflicting operations between different transactions. Two operations are considered conflicting if they both access the same piece of state, and at least one of them updates that state. All operations are scheduled in a way that they could theoretically be re-ordered to create a serial execution of the transactions.

1.2 Push-based Processing: Streaming Systems

From the 1970’s on into the early 2000’s, database management systems were primarily designed for the computer hardware typically available: single computers with a single CPU core and a relatively small amount of main memory [123]. This meant that all permanent database state was stored on disk. The mechanisms required for accessing state transactionally (locking, logging, etc.) were slow, but compared to the latency of the disk access itself, they were negligible [76]. However, as workloads evolved, the database community began to branch from traditional OLTP architectures in favor of more specialized databases [142].

In the early 2000’s, a need appeared for processing ever-changing, high-velocity data in near real-time. Database researchers began the development of stream data processing systems, query processors that specialized in static queries continuously running on high-velocity, ever-changing data streams [24, 48]. Early stream processing systems such as Aurora/Borealis [14, 13] focus on executing SQL-like operators on an unbounded and continuous stream of input data.

Unlike traditional OLTP databases, streaming databases are push-based. This means that data is processed by one operation, and then the result is then pushed to another operation, which is consequently triggered. Operators in streaming systems are connected in a directed acyclic graph called a dataflow graph, which maintains a specific order of operations on incoming data items.

The primary optimization goal of early streaming systems was reducing the latency of results. Stream processing was largely used for monitoring applications for which the timeliness of the data
processing is of the utmost importance, where the value of data quickly degrades over time [83]. For financial trading applications, for instance, decisions must be made as quickly as possible, and data that is most recent is most important [101]. To achieve these near real-time speeds, streaming applications were typically run almost entirely in main-memory, avoiding the extreme latency of disk access.

Many stream processing applications required archival storage, but due to the reduction of disk access, system-level support for these queries was limited and ad hoc. Streaming systems were largely not designed with storage in mind, instead relying on either tacked-on storage or a connection to an external data management system. In the case of tacked-on storage, traditional ACID guarantees in general, and atomicity and isolation in particular, were largely overlooked in favor of improved latency. External data management, on the other hand, comes at the cost of performance.

1.3 Advancements in Hardware and OLTP Technologies

Parallel to the development of stream processing, advancements in computer hardware provided the opportunity to significantly improve performance of transaction processing. Main memory became far less expensive, and individual machines fitted with multi-core processors. It became feasible for businesses and researchers to purchase small clusters of machines capable of holding large datasets in memory [144].

Simultaneously, transaction processing workloads became increasingly oriented towards low-latency, high-throughput transaction execution [123]. Similarities in workloads began to emerge. In many cases, only a small subset of the database was accessed in each transaction. Transactions were very short-lived, but frequently focused on writing new information to the database. Additionally, the workloads tended to be highly repetitive, but had a need for variations on the transactions to be repeated at a high frequency - often thousands of times per second.

With the hardware advancements and new workload requirements, it suddenly became both feasible and necessary to hold the entire database in main memory, eschewing disk access for everything but logging. It became clear that entirely new database architectures would be necessary to handle the modern workloads [144]. Mechanisms designed for transaction processing on disk, such as locking, latching, and buffer management, suddenly overwhelmed the meaningful work that transactions were able to accomplish [76]. Main-memory OLTP databases such as H-Store [85], Hekaton [57], and HyPer [89] emerged to tackle the low-latency, high-throughput requirements.
1.4 Motivation: Streaming Workloads with Shared Mutable State

The advent of main-memory OLTP now makes it possible to integrate ACID state management into streaming data management systems. Main-memory OLTP is able to complete transactions in milliseconds, which allows for the near real-time processing required for streaming applications. However, managing shared mutable state in the presence of a dataflow graph comes with additional complexities that are not able to be efficiently handled in either a pure OLTP workload or a pure streaming workload.

There are several common features of workloads that benefit from a hybrid streaming and OLTP system. These include:

- **Low-latency Execution (Streaming)** Like traditional streaming workloads, transactional streaming workloads typically depend on near real-time execution, as their results are highly time-dependent.

- **Time-series Datasets (Streaming)** Streaming systems are particularly well-suited for time-series data. Their push-based nature provides natural maintenance of time-stamp (or equivalent) ordering, a necessity for time-series data.

- **Shared Mutable State (OLTP)** State shared between multiple operations, or accessible by external means, is the primary motivation for adding transactions to stream processing. ACID guarantees in general, and Isolation and Consistency in particular, are missing from traditional streaming systems.

- **Disparate Operations (OLTP)** ACID transactions, by definition, isolate state for the entirety of the execution. However, some workloads benefit from separation of operations into a series of multiple transactions, each triggering the next. This allows for state to be accessed in between the transactions, while still providing an ordered execution to the transaction series.

To demonstrate the need for state isolation in streaming workloads, take the FIX (Financial Information eXchange) trading workload illustrated in Figure 1.1. This is a simplified version of intelligent order routing, based on customer experience at TIBCO StreamBase, Inc. FIX data arrives on a stream and is processed by a transaction (Check and Debit Order Amount) that checks the buyer’s account balance and puts a temporary hold on the funds involved in that transaction in the *Buying Power* database. When this is successful, the *Venue Selection* transaction determines to which exchange the order is to be sent. This can be a complex process that involves checking, for instance, the history of a particular exchange with the given security. It likely also involves retrieving data from other databases not shown in the figure. Thus, it is modeled as a separate
transaction so that the *Buying Power* database is available to other transactions before the *Venue Selection* transaction is complete.

*Venue Selection* in this example requires isolation, since it has to make its decision based on consistent state (for instance, there may be other, independent OLTP transactions accessing the *Customer Orders* database as shown in the figure). The bold red arrow that connects these two transactions expresses a dependency between them which requires that for a particular FIX input, *Check and Debit Order Amount* must precede *Venue Selection*. This illustrates the need for transaction ordering. Moreover, when *Check and Debit Order Amount* commits, *Venue Selection* needs to be triggered (push-based processing). At the bottom of the figure, the *Update Order* transaction takes input from the exchanges, and confirms or denies previously placed orders. In the case of a failed order, it will return funds to the customer’s account. This can obviously conflict with new orders from the same customer. Thus, *Check and Debit Order Amount* and *Update Order* must both be transactions to guarantee consistency through isolation.

If a pure stream processing system were used to implement this use case, it would be able to ensure ordering and push-based processing. However, the isolation requirements of the application would not be expressible. If a pure OLTP DBMS were used instead, isolation would be ensured, but the database would not be unable to take advantage of push-based processing. Transaction ordering would need to be managed at the client, requiring unnecessary context switches and a need to poll the interface for new data. Today, use cases like this are implemented with in-memory data structures, careful custom coding, and recovery based on replaying message logs. In many cases, a streaming system with integrated transaction processing can improve system performance and simplify the application code.
1.5 Goals and Contributions

This dissertation seeks to answer questions related to the combination of streaming and OLTP. The overall goal is to improve the capability to handle streaming workloads with shared mutable state by defining firm correctness criteria, creating a new data model for developers, and also improving the performance over the state-of the art. Specific contributions include:

**Establish Correctness Requirements for Transactional Streaming**
The goal is to create a system capable of handling correctness requirements of both streaming and OLTP workloads, so the first step is to define what exactly those requirements are. Each dataflow graph should be able to modify state without interference from external transactions, other dataflow graphs, or itself, with all ordering and durability requirements intact.

**Define a Novel Streaming Transaction Model**
There is a great deal of nuance in the specifics of how streaming transactions must interact with one another and external transactions. A novel streaming transaction model is necessary to dictate these interactions and ensure the correctness guarantees previously established.

**Develop an Architecture with Improved Performance over the State-of-the-Art**
By adding state management directly into dataflow graphs, it becomes possible to improve performance for target workloads over either an ad-hoc implementation on any single system, or a combination of two or more disparate systems. The architecture should additionally be able to scale to a small cluster of many nodes while keeping coordination costs to a minimum.

**Establish Guidelines for Developing Scalable Workloads**
 Transactional streaming can bring a great deal of programming flexibility, but excessive communication can limit the ability to scale workloads onto multiple nodes. While the architecture limits coordination costs, intelligent workload planning and design can further improve performance. Here, we establish the guidelines for effective development and design of the target workloads, and two separate scalability strategies depending on the workload properties.

**Invent and Implement Unique Use-Cases for Transactional Streaming**
With the advent of the new architecture and model, opportunities arise for the creation of unique solutions to modern data problems. One specific use-case, streaming data ingestion, can benefit from not only transactional streaming, but also a generalized architecture for a variety of ingestion situations. This can further be tuned towards ingestion for polystores, a unification of several specialized databases.
The outline of the dissertation is as follows. In Chapter 2, we will provide a more thorough background on existing solutions for high-velocity workloads, and places where those systems fall short of our goals. Chapter 3 will provide a detailed description of what it means to have correct state management in a streaming environment, define a streaming transaction model, and establish a single-node implementation and evaluation. Chapter 4 extends the model into a distributed environment, establishing various coordination costs and design strategies to improve workload scalability. Chapter 5 explores use-cases for transactional streaming, particularly in the realm of streaming data ingestion. Chapter 6 describes preliminary work into the area of workload design, specifically targeting automatic database design for a distributed environment. Chapter 7 delves further into the related work of the field, Chapter 8 describes some avenues of future work, and Chapter 9 relays the conclusions of the dissertation.
Chapter 2

High-Velocity Workloads and Solutions

With the advent of the Internet and more advanced network connectivity in general, a need arose to be able to handle data not only from many different sources, but also with a high degree of haste. Such workloads can be categorized as high-velocity workloads, where one of the top priorities is minimizing the latency of executing a task. As technology improved, various techniques were applied to handle high-velocity data, branching into a variety of systems designed for specific use-cases.

There are several different categories of high-velocity data, and different solutions for each. This chapter will give the basics of three such workloads. First, Section 2.1 will describe workloads that benefit from push-based processing, applying a variety of operations onto data as it arrives. Section 2.2 describes main-memory transaction processing, used for modern OLTP workloads that require transactional correctness at very high speeds and a variety of sources. Finally, Section 2.3 describes workloads that require a hybrid of the previous two: push-based processing with transactional state management. This section also explains the shortcomings of the existing solutions, and why a new solution is required.

2.1 Data Stream (Push-based) Processing

One class of applications that arose for data management involves monitoring data streams - potentially unbounded sequences of data elements generated in rapid succession [29]. While some data streams have endings, they can potentially continue ad-infinitem as their various sources produce more and more new information. Some examples of data streams include various sensor data [44, 128], financial stock exchanges [162, 171], or social media feeds [97].

There are a number of shared traits among data stream workloads, including but not limited to
Time-series Ordering - Most data streams contain some time-series component to them, giving them a natural temporal ordering and necessitating an internal ordering to the processing. The time-series may or may not be related to wall-clock time.

Comparison Against Historic Values - Aggregates over periods of time are quite frequent in data stream processing. Some efficient management of historic state is needed, keeping the most useful data items in main memory if possible.

Short-lived / Low-latency - Data streams have a tendency to be extremely dependent on being processed very quickly, as the value of the results can diminish very quickly.

High Input Rates - As with any high-velocity workload, a high input rate is to be expected. Systems designed to handle data streams must be able to manage a high throughput, and should preferably adapt to the load as necessary.

Emphasis on Data Movement - Because data streams are constantly creating new information and low-latency processing is required, there is a requirement to be able to receive new data, send results, and potentially move/copy data items internally at very high rates.

Repetitive Computations - By the nature of having static, continuous queries, the actual processing performed on the data items is extremely repetitive and predictable.

The needs for processing data streams are very different than those of a traditional DBMS [44, 14, 141]. First of all, most monitoring applications receive their data not from humans generating transactions, but instead from external automated sources. They typically require some history of values over a specific period of time, frequently called a window. Frequently they are trigger-oriented and alert-based; as new information arrives, it may be necessary to activate some other process. Due to the time-series component, processing the data in order is necessary, but the system must also be aware of out-of-order or missing data. Finally, most data stream processing requires some sort of real-time component, implying that the data’s value is tied to its lifespan and needs to be processed at the lowest-possible latency [86].

2.1.1 Streaming Data Management Systems

As a result of the differing requirements listed above, Streaming Data Management Systems (SDMS) were created. SDMSs use continuous queries to handle data streams [29, 50, 48]. As the name implies, continuous queries involve queries which are constantly active, processing new data as it
This led to a paradigm shift in processing data streams; rather than storing the data in a database and waiting for queries, SDMSs store queries in a query base, activating when new data arrives (Figure 2.1). This is also referred to as push-based processing, as opposed to the pull-based model of traditional DBMSs. Because this is driven by data as it arrives at the SDMS, it is also known as a DBMS-active, human-passive (DAHP) model [44, 14].

Several systems were created to handle more complex strings of push-based queries, with each operator (an independent continuous query) pushing its output to the next operator [14]. The data model varies by system, but frequently the operators are arranged in a directed acyclic graph called dataflow graphs. Upon an upstream operator completing execution on a data item, a downstream operator is subsequently triggered, maintaining the push-based semantics. Eventually, the last operator in the graph executes, pushing the output to any applications waiting for it.

In order to process many data items that were created nearly simultaneously, data that was created within a specific time range are frequently grouped into batches. These batches still maintain ordering relative to one another based on their time of creation, but in many SDMSs adopt a new timestamp which has been disconnected from wall-clock time for ease of reference and comparison [25].

### 2.1.2 Historical State Management in SDMSs

The majority of state management within traditional SDMSs is optimized for storing historical time series data. Because latency is such an important factor in streaming data management, access to the
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**Figure 2.1: High-Level Comparison between OLTP and SDMS Architectures**
disk is avoided whenever possible. Storing the time series data exclusively in memory is not always possible, especially considering the technical limitations when these systems were being developed. In many systems, disk storage was used as a data stream overflow from memory, using a circular buffer to coordinate the two and keep the most useful information in memory [14]. Attention was paid to the affect of disk access on the **quality of service** of the system, an evaluation of the accuracy and timeliness of the results [48]. At the time, use-cases for time series data largely have the benefit of not needing to mutate the data items. Additionally, in many cases only a single operator was concerned with the stored data at once, limiting the need for state isolation. As a result, transactional guarantees were mostly ignored for this state.

Additional support was occasionally supplied for more traditional data storage, which could be accessed by the outside world. However, support for this was largely limited and ad-hoc. Transactional support was not considered a priority, and thus not implemented. In many cases, an additional DBMS was employed for the purposes of storing this historical data.

At the crux of the data storage problem lies a simple truth: transactions are computationally expensive. When the original SDMS systems were developed, the technology simply did not exist to allow the throughput and latency needed to make transactional state management viable for managing data streams. That changed in the mid-2000s with the availability of multi-core processors, inexpensive memory, and the advent of main-memory OLTP systems.

### 2.2 High-Speed Transaction Processing (Main-Memory OLTP)

In addition to data streams, a concurrent need arose to execute transactions at an extremely high velocity. Rather than transactions being manually entered from a single human operator, advances in networks led to the possibility that transactions could come from a variety of sources remotely. Rather than a DBMS expecting tens or hundreds of transactions per second [62], thousands or more requests per second may be received instead.

In the mid 2000s, advancement in computer hardware drastically increased the potential power with which to process transactions. Inexpensive multi-core CPUs made it significantly easier for a single machine to process multiple transactions in parallel. Memory also drastically reduced in price, and it became much easier to create a relatively inexpensive cluster of machines.

Ideal workloads for high-velocity transaction processing tend to include the following properties [123]:

- **Small Footprint** - Each transaction is expected to only access a small portion of the database. Frequently, only a single data item is accessed within these lightweight transactions, and the
A transaction can be pointed to that item using indexes and partitioning schemes.

- **Short-lived / Low-latency** - Because each transaction accesses so little of the database, they also have the potential to execute very quickly. If the transaction overhead is reduced to match the short lifespan of the transactions, this can ideally lead to high throughput.

- **High Input Rates** - Transactions are able to come from a variety of different sources, potentially at a very high input rate, and need to be handled at a comparatively high throughput rate.

- **Write-Heavy** - OLTP applications are inherently write-heavy as applications make updates to shared mutable state. Data tends to be added in small batches, often as small as a single data item. These writes need to be isolated from other transactions, and full ACID semantics are required.

- **Repetitive** - While transactions come at high velocity from a variety of sources, they tend to be performing the same basic functionality, only with differing parameters.

Workloads with these properties quickly overload the capacities of traditional OLTP systems that rely on disk access. To handle high-velocity transactions, a new class of OLTP processing became necessary.

### 2.2.1 Taking Transactions from Disk to Memory

To manage high-velocity transactional workloads, the logical step became to move OLTP systems from the disk directly into main memory. Hardware advances to CPU, memory, and networking made such a leap possible. However, early transaction mechanisms were constructed with the assumption that data was being stored on disk. With the disk access removed, suddenly transactional overheads became a significant portion of the OLTP workload. A different paradigm was necessary to maximize throughput of a main-memory OLTP system.

A study [76] was conducted into the transactional overheads on the CPU instructions in the Shore DBMS, an OLTP system with a traditional architecture. They found three core culprits: buffer pool management, concurrency control scheme, and recovery mechanisms. As shown in Figure 2.2, these three components comprised roughly 88% of the instructions of a sample class of transactions (specifically the NewOrder transaction in the TPC-C benchmark). This means only 12% of the instructions were actually executing the operation itself. Ideally, the overheads could be removed in favor of a more efficient architecture oriented towards main memory execution.
Figure 2.2: Breakdown of CPU instructions in the Shore DBMS (NewOrder transactions in the TPC-C benchmark) [76, 123]

In disk-based OLTP systems, the buffer pool is maintained as a cache for execution, with the DBMS maintaining two copies of the same disk block of data [131]. If the block is changed in the buffer, it is important that it is eventually changed on disk as well, and that future operations execute on the most up-to-date version. In a main-memory database, however, the data is entirely stored on disk, removing the need for two copies.

Similarly, recovery mechanisms in a traditional DBMS architecture are also computationally expensive. This can largely be attributed to the need to maintain a write-ahead log on disk for recovery, separate from the blocks being changed in the buffer [123, 113]. Every update to the state must be logged on disk before a transaction can fully commit. While logging cannot be removed entirely, there are strategies to consolidate the writes to disk, as will be described in the next section.

The execution of concurrent transactions is an extremely common occurrence in traditional DBMSs; however, they come at a cost. Some type of concurrency control is required in order to maintain serializable consistency (i.e. ensuring that all transactions execute as though they were executed one right after the other) [35]. Pessimistic concurrency control typically involves a multi-granularity two-phase locking protocol, similar to the one implemented in System R [27]. This strategy involves blocking transactions from executing if it is possible that a non-serializable schedule could exist [112, 123]. Optimistic concurrency control schemes (such as multi-version concurrency control [33]) take a different approach, processing transactions with potential conflicts and verifying that serializability was not compromised at the end [112]. In either case, the concurrency control scheme can take up a significant portion of the transaction execution time when disk access is not involved.
2.2.2 Shared-Nothing OLTP (H-Store Architecture)

With the hardware advances, a number of research and commercial systems arose which took a variety of approaches to main-memory OLTP. These include but are not limited to Hekaton (an extension for Microsoft SQL Server) [57], HyPeR [89], and Shore-MT [82], each of which will be discussed in more detail in Chapter 7. This section will focus on the approach of one particular main-memory OLTP system, H-Store [85], as its architecture is a highly relevant foundation of our work. H-Store was chosen because 1) it is the research parallel/foundation of VoltDB [12] (a modern enterprise main-memory database), 2) its use of small, lightweight transactions mirror streaming database needs, and 3) its distribution structure is ideal for linear scalability of transactional streaming.

H-Store uses main memory as its primary storage location [123, 85]. As such, rows are not stored in blocks as they would be on disk, but instead are accessible directly. H-Store does feature anti-caching, a method of storing colder data on disk when it is not needed, but even anti-caching only stores each data item in a single location to remove the need to synchronize multiple copies in buffer management [55].

Because state is primarily (or even exclusively) stored in memory, durability is extremely important. Because of the assumption that workloads are extremely repetitive, the majority of processing in H-Store is contained within SQL-based stored procedures, which use input parameters to specify the transactions [108]. These stored procedures are guaranteed to be deterministic (i.e. they will produce the exact same output given the same input, if executed in the same order). Thus, rather than logging each state change, H-Store uses command logging to create an ordered list of stored procedure executions that are stored on disk. This log can then be rerun in the event of a failure in order to recreate the state of the database. Transactions are fully committed to the system in batches, allowing the log to write many commands to disk at once (asynchronously of the actual transaction executions). Additionally, H-Store takes a periodic snapshot of the database which is also stored on disk. These allow the command logs to be truncated to the point of time at which the snapshot was taken.

The state in memory is divided into partitions across one or multiple nodes. H-Store employs a lightweight, pessimistic concurrency control technique in which state access is locked at the partition level (rather than the table or tuple level) [126]. Each memory partition is accessible only by a single thread, each of which executes transactions serially (i.e. without any concurrency). Due to their small footprint, transactions are typically expected to access only a single partition. They are queued at that location and execute one at a time, guaranteeing a serial schedule for single-partition transactions.
While it is expected that most transactions will execute on a single partition, H-Store does allow for transactions to access multiple partitions in a distributed transaction. In this case, multiple partition locks will need to be obtained at once, and the transaction executions will be coordinated via two-phase commit protocol.

Shared-nothing architectures have been shown to be very effective at executing small-footprint transactions across a distributed system while maintaining roughly linear scalability as new nodes are added [124]. Because of the relatively low transaction overhead and the almost complete removal of disk latency, these transactions are able to execute on the order of milliseconds. More details about H-Store’s architecture will be discussed as they become relevant to the development of our transactional streaming system.

2.3 The Need for Transactional Streaming

When comparing the two types of high-velocity workloads described here, there are some obvious similarities. There is the obvious expectation of high input rates, but also several other common features. Both data stream processing and main-memory OLTP workloads involve many smaller operations as requests arrive, as opposed to the long analytical queries of OLAP workloads. Both require extremely low latency, as timeliness is a factor in both cases. The constant copying of data throughout a stream processing system could be thought of as a write-heavy workload, similar to high-velocity transactions. Perhaps most importantly, both workloads tend to be extremely repetitive, a factor which can be exploited for better performance.

The key difference on each side is transparent. Data stream processing primarily concerns itself with time series, and with that comes a need for time series ordering throughout its execution. SDMS systems also utilize push-based processing through a series of operators in a dataflow graph, an element missing from OLTP execution. On the other hand, main-memory OLTP is primarily concerned with ACID execution at a high throughput and low latency, an element that has never been fully realized in a SDMS. Data isolation and strong recovery guarantees are both elements that SDMS systems tend to lack [110].

There are many workloads that require both push-based processing and ACID management of shared mutable state. Aside from the financial trading example given in Section 1.4, there are several other use-cases, many of which involve streaming data ingestion. These include:

- **Internet of Things (IoT) Monitoring and Archiving** - As network connectivity spans to an enormous variety of devices and sensors, so too does the need to unify the incoming data and process them in real-time. Any shared mutable state between sensors or devices requires
isolation during transformation to avoid damaging results.

- **Streaming ETL** - The ETL (or Extract Transform Load) process of ingesting data into a data warehouse has long been considered most efficient as a bulk-load batch process. Transforming it into a streaming process can greatly reduce the latency of results, but requires transactional state management.

- **Data Ingestion for Polystores** - A polystore is a system built on top of a variety of disparate database systems, utilizing each one’s specialized architecture to solve corresponding data problems [61]. Such a system includes new challenges in data ingestion, involving the normalization, cataloging, and routing of new data as it arrives.

Each of these workloads will be further discussed in Chapter 5, along with the specifics of transactional streaming solutions.

The functionality of a transactional streaming system can potentially be attained by connecting multiple systems together (for instance a streaming database like Esper [5] and a main-memory OLTP database like HyPeR [89]), but this solution comes at a massive cost to performance. As we will show in future chapters, the use of multiple systems to accomplish the goal of storing time series data transactionally can severely limit performance, a major problem in a system oriented towards low-latency operation.

Rather than fitting a square peg into a round hole, a better strategy is to build upon both streaming data management systems and main-memory OLTP. Utilizing the lessons of both branches, we seek to create a hybrid *transactional streaming* system capable of handling data streams with shared mutable state, as well as fulfilling the capabilities of both a SDMS and a traditional OLTP system.
Chapter 3

Stream Processing with Shared Mutable State

While hardware advancements make it theoretically possible to add transactional state management to push-based stream processing systems, accomplishing this is another feat entirely. This chapter concerns the requirements and definitions of a transactional streaming system. As a system primarily concerned with the correctness of shared, mutable state, it is important to first clarify what it means for this state to be correct (Section 3.1). Those specifications must then be integrated into a computational model, including a novel transaction model (Section 3.2). The transaction model is then implemented into a main-memory streaming OLTP hybrid system known as S-Store. The details of the single-node implementation are discussed in Section 3.3. Finally, the performance of that implementation is compared to existing systems on hybrid streaming OLTP workloads in Section 3.4.

3.1 Correctness Guarantees

Stream processing with shared mutable state is all about ensuring consistent state in the presence of external transactions. The first step to accomplishing this is to define what is considered to be consistent in a transactional streaming environment. These rules for consistency are narrowed down to three correctness guarantees, each inherited from either the OLTP or streaming lineage.

As already discussed, transaction-processing systems normally provide ACID guarantees. These guarantees broadly protect against data corruption of two kinds: (i) interference of concurrent transactions, and (ii) transaction failures. Consistency and Isolation primarily address interference, while Atomicity and Durability address failures. While they do not feature ACID state management,
most stream processing engines protect against failure-induced data inconsistencies by incorporating failure-recovery facilities. However, any streaming computation that shares mutable data with other computations (e.g., a separate streaming dataflow graph) must guard against interference from those computations as in standard OLTP.

To protect data correctness, there are additional requirements from stream processing systems that must be considered. First, a transaction execution must conform to some logical order specified by the user. The scheduler should be free to produce a schedule that interleaves transactions in a variety of ways, but the results must be equivalent to the specified logical order. Secondly, in streaming systems, failures may lead to lost or duplicated tuples if operations are incorrectly repeated on recovery. Thus, streaming systems typically strive to provide exactly-once semantics as part of their fault-tolerance mechanisms. In order to correctly handle hybrid workloads, the system must provide efficient scheduling and recovery mechanisms that maintain three complementary correctness guarantees that are needed by both streaming and transactional processing.

3.1.1 ACID Guarantees

To provide ACID guarantees, a transaction is regarded as a basic unit of computation. As in conventional OLTP, a transaction $T$ must take a database from one consistent state to another. In a transactional streaming system, the database state consists of streaming data (streams and windows) in addition to non-streaming data (tables). Accordingly, a distinction is made between two types of transactions: (i) OLTP transactions that only access tables, and are activated by explicit transaction requests from a client, and (ii) streaming transactions that access streams and windows as well as tables, and are activated by the arrival of new data on their input streams. Both types of transactions are subject to the same interference and failure issues. Thus, first and foremost, a transactional streaming system must provide ACID guarantees for individual OLTP and streaming transactions in the same way traditional OLTP systems do. Furthermore, access to streams and windows require additional isolation restrictions, in order to ensure that such streaming state is not publicly available to arbitrary transactions that might endanger the streaming semantics.

3.1.2 Ordered Execution Guarantees

Stream-based computation requires ordered execution for two primary reasons: (i) streaming data itself has an inherent order (e.g., timestamps indicating order of occurrence or arrival), and (ii) processing over streaming data has to follow a number of consecutive steps (e.g., expressed as directed acyclic dataflow graphs). Respecting (i) is important for achieving correct semantics for order-sensitive operations such as sliding windows. Likewise, respecting (ii) is important for achieving
correctness for complex dataflow graphs as a whole.

Traditional ACID-based models do not provide any order-related guarantees aside from timestamp serializability. In fact, transactions can be executed in any order as long as the result is equivalent to a serial schedule. Therefore, a transactional streaming system must provide an additional correctness guarantee that ensures that every transaction schedule meets the following two constraints:

**Batch Order Constraint** For a given streaming transaction $T$, atomic batches of an input stream $S$ must be processed in order.

**Dataflow Order Constraint** For a given atomic batch of stream $S$ that is input to a dataflow graph $G$, transactions that constitute $G$ must be processed in a valid topological order of $G$.

For coarser-grained isolation, nested transactions may also be defined as part of a dataflow graph, which may introduce additional ordering constraints (further explored in Section 3.2.3). The system must take all of these constraints into account in order to create correct execution schedules.

### 3.1.3 Exactly-once Processing Guarantees

Failures in streaming applications may lead to lost state, and recovering from failures typically involves replicating and replaying streaming state. If not applied with care, replaying the streaming operations may lead to redundant executions and duplicated state. To avoid these problems, streaming systems provide fault tolerance mechanisms that will ensure “exactly-once” semantics. Note that exactly-once may refer either to external delivery of streaming results, or to processing of streams within the system. The former typically implies the latter, but the not necessarily the other way around. This work primarily focuses on exactly-once processing rather than delivery, as that is more directly relevant in terms of database state management.

Exactly-once processing is not a concern in traditional OLTP, as OLTP involves single, independent transactions. Any failed transaction that was partially executed is undone (Atomicity), and it is up to the user to reinvoke such a transaction (i.e., the system is not responsible for loss due to such transactions). On the other hand, any committed transaction that was not permanently recorded must be redone by the system (Durability). State duplication is not an issue, since successful transactions are made durable effectively only once. This approach alone is not sufficient to ensure exactly-once processing in case of streaming transactions, mainly because of the order and data dependencies among transaction executions. First, any failed transaction must be explicitly reinvoked to ensure continuity of the execution without any data loss. Second, it must be ensured
that redoing a committed transaction does not lead to redundant invocations on others that depend on it.

A transactional stream processing engine should provide exactly-once processing guarantees for all streaming state kept in the database. This means that each atomic batch on a given stream $S$ that is an input to a streaming transaction $T$ is processed exactly once by $T$. Note that such a transaction execution, once it commits, will likely modify the database state (streams, windows, or tables). Thus, even if a failure happens and some transaction executions are undone / redone during recovery, the database state must be “equivalent” to one that is as if $S$ were processed exactly once by $T$.

Note that executing a streaming transaction may have an external side effect other than modifying the database state (e.g., delivering an output tuple to a sink that is external to the system). It is possible that such a side effect may get executed multiple times during recovery. Thus, the exactly-once processing guarantee is similar to systems such as Spark Streaming[168] in that it applies only to state that is internal to the transactional streaming system.

### 3.2 Computational Model

The transactional streaming model adopts well-accepted notions of OLTP and stream processing, and fuses them into one coherent model. All of the traditional notions of transactions, as discussed in previous sections, apply here as well.

Both OLTP and streaming transactions can share state and at the same time produce correct results. Three different kinds of state are supported: (i) public tables, (ii) windows, and (iii) streams. Furthermore, a distinction is made between OLTP transactions that only access public tables, and streaming transactions that can access all three kinds of state.

For OLTP transactions, we simply adopt the traditional ACID model that has been well-described in previous literature [160]. A database consists of unordered, bounded collections (i.e., sets) of tuples. A transaction represents a finite unit of work (i.e., a finite sequence of read and write operations) performed over a given database. In order to maintain integrity of the database in the face of concurrent transaction executions and failures, each transaction is executed with ACID guarantees.

Each transaction (OLTP or streaming) has a definition and possibly many executions (i.e., instances). We assume that all transactions are predefined as stored procedures with input parameters. They are predefined, because: (i) OLTP applications generally use a relatively small collection of transactions many times (e.g., Account Withdrawal), (ii) streaming systems typically require predefined computations. Recall that it is the data that is sent to the query in streaming systems in contrast to the standard DBMS model of sending the query to the data. The input parameters for
OLTP transactions are assigned by the application when it explicitly invokes them ("pull"), whereas streaming transactions are invoked as new data becomes available on their input streams ("push").

For the purpose of granularity, the programmer determines the transaction boundaries. Course-grain transactions protect state for a longer period, but in so doing, other transactions may have to wait. Fine-grained transactions are in general preferred when they are safe. Fine-grained transactions make results available to other transactions earlier. Said another way, in dataflow graphs with transactions, we can commit stable results when they are ready and then continue processing as required by the dataflow graph.

### 3.2.1 Streaming Transactions & Dataflow Graphs

#### Data Model

Our stream data model is very similar to many of the stream processing systems of a decade ago [14, 24, 48]. A stream is an ordered, unbounded collection of tuples. Tuples have a timestamp [24] or, more generally, a batch-id [37, 81] that specifies simultaneity and ordering. Tuples with the same batch-id \( b \) logically occur as a group at the same time and, thus, should be processed as a unit. Any output tuples produced as a result of this processing are also assigned the same batch-id \( b \) (yet they belong to a different stream). Furthermore, to respect the inherent stream order, batches of tuples on a given stream should be processed in increasing order of their batch-id’s. This batch-based model is very much like the approaches taken by STREAM (group tuples by individual timestamps) [24], or more recently, by Spark Streaming (group tuples into “mini batches” of small time intervals) [168].

In our model, the above-described notion of a “batch” of tuples in a stream forms an important basis for transaction atomicity. A streaming transaction essentially operates over non-overlapping “atomic batches” of tuples from its input streams. Thus, an atomic batch corresponds to a finite, contiguous subsequence of a stream that must be processed as an indivisible unit. Atomic batches for input streams must be defined by the application programmer, and can be based on timestamps (like in [24, 168]) or tuple counts.

#### Processing Model

Stream processing systems commonly define computations over streams as dataflow graphs. Early streaming systems focused on relational-style operators as computations (e.g., Filter, Join), whereas current systems support more general user-defined computations [1, 3, 18, 115, 118, 151, 168]. Following this trend and consistent with our OLTP model, we assume that computations over streams are expressed as dataflow graphs of user-defined stored procedures. More formally, a dataflow graph is a directed acyclic graph (DAG), in which nodes represent streaming transactions.
(defined as stored procedures) or nested transactions (described in Section 3.2.3), and edges represent an execution ordering. If there is an edge between node $T_i$ and node $T_j$, there is also a stream that is output for $T_i$ and input for $T_j$. We say that $T_i$ precedes $T_j$ and is denoted as $T_i \prec T_j$.

Furthermore, given the unbounded nature of streams, all stream processing systems support windowing as a means to restrict state and computation for stateful operations (e.g., Join, Aggregate). A window is a finite, contiguous subsequence of a stream. Windows can be defined in many different ways [37, 71], but for the purposes of this work, we will restrict our focus to the most common type: sliding windows. A sliding window is a window which has a fixed size and a fixed slide, where the slide specifies the distance between two consecutive windows and must be less than or equal to the window size (if equal to window size, it has been called a tumbling window). A sliding window is said to be time-based if its size and slide are defined in terms of tuple timestamps, and tuple-based if its size and slide are defined in terms of the number of tuples. Note that atomic batches and tumbling windows are similar in definition, but their use is orthogonal: batches are external to a streaming transaction $T$ and are mainly used to set atomic boundaries for $T$’s instances, whereas windows are internal to $T$ and are used to bound computations defined inside $T$.

Atomic batches of tuples arrive on a stream at the input to a dataflow graph from push-based data sources. We adopt the data-driven execution model of streams, where arrival of a new atomic batch causes a new invocation for all the streaming transactions that are defined over the corresponding stream. We refer to execution of each such transaction invocation as a transaction execution (TE). (In the rest of this paper, we use the terms “transaction” and “stored procedure” interchangeably to refer to the definition of a transaction, whereas we use the term “transaction execution” (TE) to refer to a specific invocation of that definition). A TE essentially corresponds to an atomic batch and its subsequent processing by a stored procedure. For example, in Figure 3.1, a dataflow graph with two stored procedures (i.e., $T_1$ and $T_2$) are defined above the dashed line, labeled “Definition”, but each of those are executed twice for two contiguous atomic batches on their respective input streams (i.e., $s_1.b_1$, $s_1.b_2$ for $T_1$, and $s_2.b_1$, $s_2.b_2$ for $T_2$), yielding a total of four TE’s shown below the dashed line, labeled “Execution” (i.e., $T_{1,1}$, $T_{1,2}$, $T_{2,1}$, and $T_{2,2}$). Note, $s_1.b_2$ denotes the second batch on stream $s_1$ and $T_{1,2}$ denotes the second execution of $T_1$ on that batch.

Given a dataflow graph, it is also useful to distinguish between border transactions (those that ingest streams from the outside, e.g., $T_1$ in Figure 3.1) and interior transactions (others, e.g., $T_2$ in Figure 3.1). Border transactions are instantiated by each newly arriving atomic batch (e.g., $s_1.b_1$, $s_1.b_2$), and each such execution may produce a group of output stream tuples labeled with the same batch-id as the input that produced them (e.g., $s_2.b_1$, $s_2.b_2$, respectively). These output tuples become the atomic batch for the immediately downstream interior transactions, and so on.

Figure 3.1 also illustrates the different kinds of state accessed and shared by different transaction
instances (shown below the dashed line, labeled “State”). $T_1$ takes as input the stream $s_1$ and the window $w_1$, and produces as output the stream $s_2$, whereas $T_2$ takes as input the stream $s_2$ and produces as output the stream $s_3$. Thus, TE’s of $T_1$ (i.e., $T_{1,1}$ and $T_{1,2}$) share access to $s_1$, $w_1$, and $s_2$, whereas TE’s of $T_2$ (i.e., $T_{2,1}$ and $T_{2,2}$) do so for $s_2$ and $s_3$. Note, there are two ways to output final results of a dataflow graph (e.g., $s_3$ in Figure 3.1): (i) write them to a public table, or (ii) push them to a sink outside the system (e.g., a TCP connection).

In order to ensure a correct execution, shared state accesses must be properly coordinated. We discuss this issue in more detail next.

3.2.2 Correct Execution for Dataflow Graphs

A standard OLTP transaction mechanism guarantees the isolation of a transaction’s operations from others’. When a transaction $T$ commits successfully, all of $T$’s writes are installed and made public. During $T$’s execution, all of $T$’s writes remain private.

S-Store adopts such standard transaction semantics as a basic building block for its streaming transactions (thus ensuring ACID guarantees in this way); however, the ordering of stored procedures in the dataflow graph as well as the inherent order in streaming data puts additional constraints on allowable transaction execution orders. As an example, consider again the dataflow graph shown in Figure 3.1. The four TE’s illustrated in this example can be ordered in one of two possible ways: $[T_{1,1}, T_{2,1}, T_{1,2}, T_{2,2}]$ or $[T_{1,1}, T_{1,2}, T_{2,1}, T_{2,2}]$. Any other orderings would not lead to a correct execution. This is due to the precedence relation between $T_1$ and $T_2$ in the graph as well as the ordering of the atomic batches on their input streams. This requirement is in contrast to most OLTP transaction processors which would accept any serializable schedule (e.g., one that is equivalent to any of the $4!$ possible serial execution schedules if these were 4 independent transactions).
Note that we make no ACID claims for the dataflow graph as a whole. The result of running a dataflow graph is to create an ordered execution of ACID transactions.

Furthermore, in streaming applications, the state of a window must be shared differently than other stored state. To understand this, consider again the simple dataflow graph shown in Figure 3.1. Let us assume for simplicity that the transaction input batch size for $T_1$ is 1 tuple. Further, suppose that $T_1$ constructs a window of size 2 that slides by 1 tuple, i.e., two consecutive windows in $T_1$ overlap by 1 tuple. This means that window state will carry over from $T_{1,1}$ to $T_{1,2}$. For correct behavior, this window state must not be publicly shared with other transaction executions. That is, the state of a window can be shared among consecutive executions of a given transaction, but should not be made public beyond that. Returning to Figure 3.1, when $T_{1,1}$ commits, the window in $T_{1,1}$ will slide by one and will then be available to $T_{1,2}$, but not to $T_{2,1}$. This approach to window visibility is necessary, since it is this way of sharing window state that is the basis for continuous operation. Windows evolve and, in some sense, “belong” to a particular stored procedure. Thus, a window’s visibility should be restricted to the transaction executions of its “owning” stored procedure.

We will now describe what constitutes a correct execution for a dataflow graph of streaming transactions more formally. Consider a dataflow graph $D$ of $n$ streaming transactions $T_i$, $1 \leq i \leq n$. $D$ is a directed acyclic graph $G = (V,E)$, where $V = \{T_1, \ldots, T_n\}$ and $E \subseteq V \times V$, where $(T_i, T_j) \in E$ means that $T_i$ must precede $T_j$ (denoted as $T_i \prec T_j$). Being a DAG, $G$ has at least one topological ordering. A topological ordering of $G$ is an ordering of its nodes $T_i \in V$ such that for every edge $(T_i, T_j) \in E$ we have $i < j$. Each topological ordering of $G$ is essentially some permutation of $V$.

Without loss of generality: (i) Let us focus on one specific topological ordering of $G$ and call it $O$; (ii) For ease of notation, let us simply assume that $O$ corresponds to the identity permutation such that it represents: $T_1 \prec T_2 \prec \ldots \prec T_n$.

$T_i$ represents a transaction definition $T_i(s_i, w_i, p_i)$, where $s_i$ denotes all stream inputs of $T_i$ (at least one), $w_i$ denotes all window inputs of $T_i$ (optional), $p_i$ denotes all table partition inputs of $T_i$ (optional). Similarly, $T_{i,j}$ represents the $j$th transaction execution of $T_i$ as $T_{i,j}(s_i.b_j, w_i, p_i)$, where $s_i.b_j$ denotes the $j$th atomic batches of all streams in $s_i$.

A dataflow graph $D$ is executed in rounds of atomic batches $1 \leq r < \infty$, such that for any round $r$, atomic batch $r$ from all streaming inputs into $D$ generates a sequence of transaction executions $T_{i,r}(s_i.b_r, w_i, p_i)$ for each $T_i$. Note that this execution generates an unbounded schedule. However, as of a specific round $r = R$, we generate a bounded schedule that consists of all $R \star n$ transaction executions: $1 \leq r \leq R, 1 \leq i \leq n, T_{i,r}(s_i.b_r, w_i, p_i)$.

In the traditional ACID model of databases, any permutation of these $R \star n$ transaction executions would be considered to be a valid/correct, serial schedule. In our model, we additionally
Figure 3.2: Nested Transaction Example

have:

1. **Dataflow Order Constraint:** Consider the topological ordering $O$ of $G$ as we defined above. Then for any given execution round $r$, it must hold that:

   $T_{1,r}(s_1, b_r, w_1, p_1) \prec \ldots \prec T_{n,r}(s_n, b_r, w_n, p_n)$

2. **Batch Order Constraint:** For any given transaction $T_i$, as of any execution round $r$, the following must hold:

   $T_{i,1}(s_i, b_1, w_i, p_i) \prec \ldots \prec T_{i,r}(s_i, b_r, w_i, p_i)$

(1) follows from the definition of a dataflow graph which specifies a precedence relation on its nodes, whereas (2) is to ensure that atomic batches of a given stream are processed in order.

Any bounded schedule of $D$ that meets the above two ordering constraints is a **correct schedule**. If $G$ has multiple topological orderings, then the dataflow graph order constraint must be relaxed to accept any of those orderings for any given execution round of $D$.

### 3.2.3 Correct Execution for Hybrid Workloads

S-Store’s computational model allows OLTP and streaming transactions to co-exist as part of a common transaction execution schedule. This is particularly interesting if those transactions access shared public tables. Given our formal description of a correct schedule for a dataflow graph $D$ that consists of streaming transactions, any OLTP transaction execution $T_{i,j}(p_i)$ (defined on one or more public table partitions $p_i$) is allowed to interleave anywhere in such a schedule. The resulting schedule would still be correct.

We have also extended our transaction model to include **nested transactions**. Fundamentally, this allows the application programmer to build higher-level transactions out of smaller ones, giving
her the ability to create coarser isolation units among stored procedures, as illustrated in Figure 3.2. In this example, two streaming transactions, $T_1$ and $T_2$, in a dataflow graph access a shared table partition $p$. $T_1$ writes to the table and $T_2$ reads from it. If another OLTP transaction also writes to $p$ in a way to interleave between $T_1$ and $T_2$, then $T_2$ may get unexpected results. Creating a nested transaction with $T_1$ and $T_2$ as its children will isolate the behavior of $T_1$ and $T_2$ as a group from other transactions (i.e., other OLTP or streaming). Note that nested transactions also isolate multiple instances of a given streaming dataflow graph (or subgraph) from one another.

More generally, an S-Store nested transaction consists of two or more stored procedures with a partial order defined among them [137]. The stored procedures within a nested transaction must execute in a way that is consistent with that partial order. A nested transaction will commit, if and only if all of its stored procedures commit. If one or more stored procedures abort, the whole nested transaction will abort.

Nested transactions fit into our formal model of streaming transactions in a rather straightforward way. More specifically, any streaming transaction $T_i$ in dataflow graph $D$ can be defined as a nested transaction that consists of children $T_{i1}, \ldots, T_{im}$. In this case, $T_{i1}, \ldots, T_{im}$ must obey the partial order defined for $T_i$ for every execution round $r, 1 \leq r < \infty$. This means that no other streaming or OLTP transaction instance will be allowed to interleave with $T_{i1}, \ldots, T_{im}$ for any given execution round.

### 3.2.4 Fault Tolerance

Like any ACID-compliant database, in the face of failure, S-Store must recover all of its state (including streams, windows, and public tables) such that any committed transactions (including OLTP and streaming) remain stable, and, at the same time, any uncommitted transactions are not allowed to have any effect on this state. A TE that had started but had not yet committed should be undone, and it should be reinvoked with the proper input parameters once the system is stable again. For a streaming TE, the invocation should also take proper stream input from its predecessor.

In addition to ACID, S-Store strives to provide exactly-once processing guarantees for all streams in its database. This means that each atomic batch $s.b_j$ on a given stream $s$ that is an input to a streaming transaction $T_i$ is processed exactly once by $T_i$. Note that such a TE $T_{i,j}$, once it commits, will likely modify the database state (streams, windows, or public tables). Thus, even if a failure happens and some TE’s are undone/redone during recovery, the database state must be “equivalent” to one that is as if $s$ were processed exactly once by $T_i$.

For example, consider the streaming transaction $T_1(s_1, w_1)$ in Figure 3.1. If a failure happens while TE $T_{1,1}(s_1.b_1, w_1)$ is still executing, then: (i) $T_{1,1}$ should be undone, i.e., any modifications
that it may have done on $s_1, w_1,$ and $s_2$ should be undone; (ii) $T_{1,1}$ should be reinvoked for the atomic batch $s_1.b_1$. Similarly, if a failure happens after TE $T_{1,1}(s_1.b_1, w_1)$ has already committed, then all of its modifications on $s_1, w_1,$ and $s_2$ should be retained in the database. In both of these failure scenarios, the recovery mechanism should guarantee that $s_1.b_1$ is processed exactly once by $T_1$ and the database state will reflect the effects of this execution.

Note that a streaming TE may have an external side effect other than modifying the database state (e.g., delivering an output tuple to a sink that is external to S-Store, as shown for $s_3$ at the top part of Figure 3.1). Such a side effect may get executed multiple times due to failures. Thus, our exactly-once processing guarantee applies only to state that is internal to S-Store (e.g., if $s_3$ were alternatively stored in an S-Store table as shown at the bottom part of Figure 3.1). This is similar to other exactly-once processing systems such as Spark Streaming [168].

If the dataflow graph definition allows multiple TE orderings or if the transactions within a dataflow graph contain any non-deterministic operations (e.g., use of a random number generator), we provide an additional recovery option that we call weak recovery. Weak recovery will produce a correct result in the sense that it will produce results that could have been produced if the failure had not occurred, but not necessarily the one that was in fact being produced. In other words, each atomic batch of each stream in the database will still be processed exactly once and the TE’s will be ordered correctly (as described in Sections 3.2.2 and 3.2.3), but the final database state might look different than that of the original execution before the failure. This is because the new execution might follow a different (but valid) TE ordering, or a non-deterministic TE might behave differently every time it is invoked (even with the same input parameters and database state).

### 3.3 S-Store Architecture

This section introduces S-Store, an implementation of the model described above. S-Store is built on top of the H-Store main-memory OLTP system [85]. This allows it to inherit H-Store’s support for high-throughput transaction processing, thereby eliminating the need to replicate this complex functionality. S-Store also receives associated functionality that will be important for streaming OLTP applications, including indexing, main-memory operation, distribution mechanisms, and support for user-defined transactions.

In this section, we briefly describe the H-Store architecture and the changes required to incorporate S-Store’s hybrid model described in the previous section. Figure 3.3 displays the single-node architecture S-Store, with streaming additions noted in bold font on the right-hand side. It is important to note that the architectural features that have been added to H-Store are conceptually applicable to any main-memory OLTP system.
3.3.1 H-Store Architecture Details

As discussed previously in Section 2.2.2, H-Store is an open-source, main-memory OLTP engine that was developed at Brown and MIT [85], and formed the basis for the design of the VoltDB NewSQL database system [12]. Here we will describe some implementation details relevant to the creation of S-Store.

All transactions in H-Store must be predefined as stored procedures with input parameters. The stored procedure code is a mixture of SQL and Java. Transaction executions (TEs) are instantiated by binding input parameters of a stored procedure to real values and running it. In general, a given stored procedure definition will, over time, generate many TEs. TEs are submitted to H-Store, and the H-Store scheduler executes them in whatever order is required to provide ACID guarantees.

H-Store follows a typical distributed DBMS architecture in which a client initiates the transaction in a layer (in H-Store, called the partition engine (PE)) that is responsible for managing transaction distribution, scheduling, coordination, and recovery. The PE manages the use of another layer (in H-Store, called the execution engine (EE)) that is responsible for the local execution of SQL queries. This layering is very much like the transaction manager / transaction coordinator division of labor in a standard distributed DBMS architecture.

A client program connects to the PE via a stored procedure execution request. If the stored procedure requires SQL processing, then the EE is invoked with these sub-requests.

An H-Store database is partitioned across multiple sites [124], where a site corresponds to a CPU core. These sites are divided across a number of nodes, which can be located anywhere across the cluster. The available DRAM for a node is divided equally among the partitions it contains, and each stores a horizontal slice of the database. A transaction is executed on the sites that hold the data it needs.
data that it needs. If the data is partitioned carefully, most transactions will only need data from a single site. Single-sited transactions are run serially on that site, thereby eliminating the need for fine-grained locks and latches.

In this chapter, we limit the scope of implementation to only a single site on a single node to remove the complications of distribution. Distribution of transactional streaming will be discussed in Chapter 4.

H-Store provides recovery through a checkpointing and command-logging mechanism [108]. Periodically, the system creates a persistent snapshot or checkpoint of the current committed state of the database. Furthermore, every time H-Store commits a transaction, it writes a command-log record containing the name of that stored procedure along with its input parameters. This command-log record must be made persistent before its transaction can commit. In order to minimize interactions with the slow persistent store, H-Store offers a group-commit mechanism.

On recovery, the system’s state is restored to the latest snapshot, and the command-log is replayed. That is, each command-log record causes the system to re-execute the same stored procedures with the same arguments in the same order that it did before the failure. Note that an undo-log is unnecessary, as neither the previous checkpoint nor the command-log will contain uncommitted changes.

### 3.3.2 Dataflow Graphs

Dataflow graphs in S-Store are composed of stored procedures able to trigger one another in a directed acyclic graph. As new data arrives, it is placed on an input stream which activates the transaction execution of a *border stored procedure*, meaning a stored procedure at the start of the dataflow graph. Dataflow stored procedures take stream data and a unique batch-id as input parameters, generating transaction executions identified by batch-id. Each dataflow stored procedure is assigned an *output stream*. Upon completion, a dataflow stored procedure places any output data onto its output stream, to be consumed by either a downstream stored procedure or an output client. If there is a downstream stored procedure in the graph, the output data then triggers the next transaction execution upon commit.

### 3.3.3 Triggers

Triggers enable push-based, data-driven processing needed to implement S-Store dataflow graphs. A trigger is associated with a stream table or a window table. When new tuples are appended to such a table, downstream processing will be automatically activated. The alternative to triggers would be polling for newly-arriving tuples, which would reduce throughput.
There are two types of triggers in S-Store to reflect the two-layer design of H-Store and of many other distributed database systems:

**Partition engine (PE) triggers** can only be attached to stream tables, and are used to activate downstream stored procedures upon the insertion and commit of a new atomic batch of tuples on the corresponding streams. As the name implies, PE triggers exist to create a push-based dataflow within the PE by eliminating the need to return back to the client to activate downstream stored procedures. In Figure 3.3, the horizontal arrows between stored procedures inside the PE layer denote PE triggers.

**Execution Engine (EE) triggers** can be attached to stream or window tables, and are used to activate SQL queries within the EE. These triggers occur immediately upon the insertion of an atomic batch of tuples in the case of a stream, and upon the insertion of an atomic batch of tuples that also cause a window to slide in the case of a window. The SQL queries are executed within the same transaction instance as the batch insertion which triggered them, and can also activate further downstream EE triggers. EE triggers are designed to eliminate unnecessary communication between the EE and PE layers, for example when the execution of downstream processing is conditional. In Figure 3.3, the horizontal arrows between SQL queries inside the EE layer denote EE triggers.

### 3.3.4 Streams

S-Store implements a stream as a time-varying H-Store table, which makes stream state persistent and recoverable. Since tables are unordered, the order of tuples in a stream is captured by timestamps. An atomic batch of tuples is appended to the stream table as it is placed on the corresponding stream, and conversely, an atomic batch of tuples is removed from the stream table as it is consumed by a downstream transaction in the dataflow. The presence of an atomic batch of tuples within a stream can activate either a SQL plan fragment or a downstream streaming transaction, depending on what “triggers” are attached to the stream (described in Section 3.3.3). When triggering streaming transactions, the current stream table serves as input for the corresponding downstream streaming transaction.

Unlike tables, data in streams are able to be moved from one node to another, in order to trigger downstream stored procedures across nodes. When an upstream stored procedure triggers a downstream one, the transaction call includes the corresponding stream data attached as parameters. Thus, the stream data is passed as message data to the downstream scheduler, removing the need to later pull that data from the original node during the transaction execution. The stream data is also maintained in persistent memory on the transaction’s node of origin for recovery purposes.
3.3.5 Windows

Windows are also implemented as time-varying H-Store tables. A window is processed only when a new complete window state is available. For a sliding window, a new full window becomes available every time that window has one slide-worth of new tuples. Therefore, when new tuples are inserted into a window, they are flagged as “staged” until slide conditions are met. Staged tuples are not visible to any queries on the window, but are maintained within the window. Upon sliding, the oldest tuples within the window are removed, and the staged tuples are marked as active in their place. All window manipulation is done at the EE level, and output can be activated using an EE trigger.

Due to the invisible “staging” state of a window table as well as the transaction isolation rules discussed earlier in Section 3.1.1, special scoping rules are enforced for window state. A window table may only written by consecutive TE’s of the stored procedure that contains it. As a consequence, one is not allowed to define PE triggers on window state, but only EE triggers. In other words, windows must be contained within the TE’s of single stored procedures and must not be shared across other stored procedures in the dataflow graph.

3.3.6 Single-Node Streaming Scheduler

Being an OLTP database that implements the traditional ACID model, the H-Store scheduler can execute transaction requests in any serializable order. On a single H-Store partition, transactions run in a serial fashion by design [85]. H-Store serves transaction requests from its clients in a FIFO manner by default.

As we discussed in Section 3.2.2, streaming transactions and dataflow graphs require TE’s for dependent stored procedures to be scheduled in an order that is consistent with the dataflow graph (i.e., not necessarily FIFO). This is, of course, true for other streaming schedulers, but here we must obey the rules defining correct schedules as stated earlier in Section 3.2.2. Additionally, as discussed in Section 3.2.3, the application can specify (via defining nested transactions) additional isolation constraints, especially when shared table state among streaming transactions is involved. The simplest solution is to require the TE’s in a dataflow graph for a given input batch to always be executed in an order consistent with a specific topological ordering of that dataflow graph.

Although our ordering rules described earlier would allow transaction schedules that are "equivalent" to any topological ordering of the dataflow graph, the single-node scheduler implementation admits only one of them. Because there is no opportunity for parallelism in the single-node case, there is no discernible disadvantage to simply forcing the transactions to execute in a FIFO schedule. This ensures both batch and dataflow ordering and serializability with OLTP transactions, while
also being an extremely low-overhead solution. In Chapter 4, we will discuss more complicated scheduling solutions for a distributed environment.

3.3.7 Recovery Mechanisms

S-Store provides two different recovery options: (i) strong recovery, which is guaranteed to produce exactly the same state as was present before the failure (note that this guarantee is feasible only if the workload does not contain any non-determinism), and (ii) weak recovery, which will produce a legal state that could have existed, but is not necessarily the exact state lost. Both of these options leverage periodic checkpointing and command-logging mechanisms of H-Store. However, they differ in terms of which transactions are recorded in the command-log during normal operation and how they are replayed during crash recovery.

**Strong Recovery.** S-Store’s strong recovery is very similar to H-Store’s recovery mechanism. All committed transactions (both OLTP and streaming) are recorded in the command-log along with their input arguments. When a failure occurs, the system replays the command-log starting from the latest snapshot. The log is replayed in the order in which the transactions appear, which is the same as the order they were originally committed. This will guarantee the reads-from and the writes-to relationships between the transactions are strictly maintained.

There is one variation on H-Store’s recovery, however. Before the log replay, the system must first disable all PE triggers so that the execution of a stored procedure does not redundantly trigger the execution of its successor(s) in the dataflow graph. Because every transaction is logged in strong recovery, failing to do this would create duplicate invocations, and thus potentially incorrect results. Once triggers are disabled, the snapshot is applied, and recovery from the command-log can begin.

When recovery is complete, the system turns PE triggers back on. At that point, it also checks if there are any stream tables that contain tuples in them. For such streams, PE triggers will be fired to activate their respective downstream transactions. Once those transactions have been queued, then the system can resume normal operation.

**Weak Recovery.** In weak recovery, the command-log need not record all stored procedure invocations, but only the ones that ingest streams from the outside (i.e., border transactions). S-Store uses a technique similar to upstream backup [79] to re-invoke the other previously committed stored procedures (i.e., interior transactions). In upstream backup, the data at the inputs to a dataflow graph are cached so that in the event of a failure, the system can replay them in the same way that it did on first receiving them in the live system. Because the streaming stored procedures in an S-Store dataflow have a well-defined ordering, the replay will necessarily create a correct execution schedule. While transactions may not be scheduled in the exact order that took place on the original run,
some legal transaction order is ensured.

When recovering using weak recovery, the system must first apply the snapshot, as usual. However, before applying the command-log, S-Store must first check existing streams for data recovered by the snapshot, and fire any PE triggers associated with those streams. This ensures that interior transactions that were run post-snapshot but not logged are re-executed. Once these triggers have been fired, S-Store can begin replaying the log. Unlike for strong recovery, PE triggers do not need to be turned off during weak recovery. In fact, the replay relies on PE triggers for the recovery of all interior transactions, as these are not recorded in the command-log. Results are returned through committed tables.

### 3.4 Performance Comparisons (Single-Node)

The first experiments focus on S-Store’s performance as a single-node system, particularly in the context of the three guarantees described in Section 3.1. In modern state-of-the-art systems, it is challenging to provide all three processing guarantees. More specifically, OLTP systems are usually able to process ACID transactions with high performance, but have no concept of dataflow graphs, and thus no inherent support for ordering or exactly-once processing. In contrast, stream processing systems are able to provide dataflow ordering and exactly-once processing, but do not support ACID transactions. Thus, in both cases, achieving all three guarantees with high performance is a major challenge.

#### 3.4.1 Performance vs OLTP and Streaming

To test S-Store’s performance in comparison to current state-of-the-art, we created a simple leaderboard maintenance benchmark. This benchmark mimics a singing competition in which users vote for their favorite contestants, and periodically, the lowest contestant is removed until a winner is selected. As shown in Figure 3.4, the benchmark’s dataflow graph is composed of three stored procedures that each access shared table state, and thus requires data isolation (i.e., a nested transaction) across all three. For the purposes of simplifying comparison across systems, we considered a batch to be a single vote, and we record our throughput numbers in terms of “input batches per second.”

The leaderboard maintenance benchmark requires all three of S-Store’s processing guarantees to be executed correctly. We first compared S-Store’s performance to its OLTP predecessor, H-Store. As an OLTP system, by default H-Store only provides the first guarantee, ACID, and thus maintains an impressive throughput (over 5000 input batches per second, as shown in the first row of Figure 3.5). However, the results it provides are incorrect; a wrong candidate may win the contest since
votes may be processed in a different order than the one that is required by the benchmark. For H-Store to provide correct results, the ordering guarantee must also be provided.

We can force H-Store to provide an ordering guarantee across the dataflow graph by insisting that H-Store process the whole dataflow graph serially. In this case, the client has to manage the order in which the transactions are executed, by waiting for a response from the engine before it can submit the next transaction request (i.e., submitting requests in a synchronous manner). As one would expect, performance suffers drastically as a result. H-Store’s throughput plummets to around 200 input batches per second, when ordering constraints are enforced via synchronous requests.

Both single-node streaming engines (e.g., Esper [5]) and distributed stream processing engines (e.g., Storm [151]) also struggle to provide all three processing guarantees. In the case of streaming engines, dataflow graphs are considered fundamental structures, and the ordering guarantee is
provided. Exactly-once processing can also be added to many systems possibly with some loss in performance (e.g., Storm with Trident [11]). However, ACID transactions are not integrated into streaming systems. Instead, they must use an additional OLTP database to store and share the mutable state consistently. For our experiments, we used VoltDB [12] (the commercial version of H-Store) to provide this functionality to Esper and Storm.

Similarly to H-Store, providing all three processing guarantees decimates throughput. To provide both ordering and ACID, the streaming systems must submit requests to the OLTP database and wait for the response to move on. Even with a main-memory OLTP system like VoltDB, this additional communication takes time and prevents the stream system from performing meaningful work in the mean time. As shown in Figure 3.5, both Esper and Storm with Trident were only able to manage about 600 input batches per second, when providing ACID guarantees through VoltDB.

By contrast, S-Store is able to maintain 2200 input batches per second on the same workload, while natively providing all three processing guarantees. S-Store manages both dataflow graph ordering and consistent mutable state in the same engine. This allows S-Store to handle multiple asynchronous transaction requests from the client and still preserve the right processing order within the partition engine. Meanwhile, each operation performed on any state is transactional, guaranteeing that the data is consistent every time it is accessed - even in presence of failures.

3.4.2 Trigger Performance

A number of micro-experiments were performed to evaluate the optimizations achieved by S-Store over its predecessor, H-Store, in the presence of transactional stream processing workloads. For these experiments, command-logging was disabled to emphasize the feature being measured.

EE Trigger Comparison

In this experiment, we evaluate the benefit of S-Store’s EE triggers. The micro-benchmark contains a single stored procedure that consists of a sequence of SQL statements (Figure 3.6). In S-Store, these SQL statements can be activated using EE triggers such that all execution takes place inside the EE layer. H-Store, on the other hand, must submit the set of SQL statements (an insert and a delete) for each query as a separate execution batch from PE to EE. Figure 3.6 illustrates the case for 3 streams and 3 queries. S-Store’s EE triggers enable it to trade off trigger execution cost for a reduction in the number of PE-to-EE round-trips (e.g., 2 triggers instead of 2 additional round-trips). Note also that the DELETE statements are not needed in S-Store, since garbage collection on streams is done automatically as part of our EE trigger implementation.

Figure 3.7 shows how maximum throughput varies with the number of EE triggers. S-Store
outperforms H-Store in all cases, and its relative performance further increases with the number of EE triggers, reaching up to a factor of 2.5x for 9 triggers. This trend continues as more EE triggers are added.

**PE Trigger Comparison**

A second experiment was conducted to compare the performance of S-Store’s PE triggers to an equivalent implementation in H-Store, which has no such trigger support in its PE. As illustrated in Figure 3.8, the micro-benchmark consists of a dataflow graph with a number of identical stored procedures (SPs). Each SP removes tuples from its input stream, and then inserts these tuples into its output stream. We assume that the dataflow graph must execute in exact sequential order.

In H-Store, the scheduling request of a new transaction must come from the client, and because the dataflow order of these transactions must be maintained, transactions cannot be submitted asyn-
Serializing transaction requests severely limits H-Store’s performance, as the engine will be unable to perform meaningful work while it waits for a client request (as discussed in Section 3.4.1). In S-Store, a PE trigger can activate the next transaction directly within the PE and can prioritize these triggered transactions ahead of the current scheduling queue using its streaming scheduler. Thus, S-Store is able to maintain dataflow order while both avoiding blockage of transaction executions and reducing the number of round-trips to the client layer.

Figure 3.9 shows how throughput (plotted in log-scale) changes with increasing dataflow graph size (shown as number of PE triggers for S-Store). H-Store’s throughput tapers due to the PE’s need to wait for the client to determine which transaction to schedule next. S-Store is able to process roughly an order of magnitude more input batches per second thanks to its PE triggers. Our experiments show that this benefit is independent of the number of triggers.
3.4.3 Windowing Comparison

In this micro-benchmark, we compare native windowing support provided by S-Store within its EE to a comparable H-Store implementation without such built-in windowing support. As mentioned in Section 3.3.5, S-Store employs a tuple-wise ordering strategy and flags new tuples for "staging" as they arrive, keeping them inactive until the window slides. The most fair strategy for H-Store is to use a similar technique, in which separate columns are maintained to indicate the absolute ordering of tuples, as well as a flag denoting which tuples are active within the window. If enough tuples have arrived to slide the window, then "staged" tuple flags are removed and expired tuples are deleted.

Figure 3.10 depicts the micro-benchmark we used in this experiment, which simply inserts new tuples into a tuple-based sliding window and maintains the window as tuples continue to arrive. As seen on the left-hand side of the figure, S-Store can implement this micro-benchmark simply by defining the window with its desired parameters and issuing insertion queries over it. An equivalent
implementation in H-Store (shown on the right-hand side of Figure 3.10) would require the main-
tenance of both a window and a metadata table, with a two-staged stored procedure to manage the
window state using a combination of SQL queries and Java logic.

Figure 3.11(a) shows the transaction throughput achieved by S-Store and H-Store as window
size varies, while Figure 3.11(b) does the same as window slide varies. Our native windowing
implementation grants us roughly a 2x throughput gain over the naive implementation of H-Store.
This gain primarily comes from maintaining window statistics (total window size, number of tuples
in staging, etc.) within the table metadata, allowing window slides and tuple expiration to happen
automatically when necessary. It is also important to note that variations in window size provide
a much larger contribution to the performance difference than window slide variations. This is
because slide frequency only affects the frequency of two SQL queries associated with window
management (shown in italic in Figure 3.10).

3.4.4 Recovery Performance

As described earlier in Sections 3.2.4 and 3.3.7, S-Store provides two methods of recovery. Strong
recovery requires every committed transaction to be written to the command-log. Weak recovery,
on the other hand, is a version of upstream backup in which only committed border transactions are
logged, and PE triggers allow interior transactions to be automatically activated during log replay.
We now investigate the performance differences between these two methods, both during normal
operation as well as recovery.

For the command-logging experiment, we use the same micro-benchmark presented in Section
3.4.2 (Figure 3.8), using a dataflow with a variable number of SPs. Ordinarily in H-Store, higher
throughput is achieved during logging by group-committing transactions, writing their log records
to disk in batches. In S-Store, we have found that for trigger-heavy workloads, weak recovery can
accomplish a similar run-time effect to the use of group commit. As shown in Figure 3.12, without
group commit, logging quickly becomes a bottleneck in the strong recovery case. Each committed
transaction is logged, so the throughput quickly degrades as the number of transactions in the
dataflow graph increases. By contrast, weak recovery logs only the committed border transactions,
allowing up to 4x the throughput as it writes a smaller fraction of log records to disk.

For the recovery experiment, we ran 5,000 input batches through the same PE micro-benchmark,
recording logs for both weak and strong recovery. We then measured the amount of time it took S-
Store to recover from scratch using each command-log.

As shown in Figure 3.13, weak recovery not only achieves better throughput during normal op-
eration, but it also provides lower recovery time. Typically during recovery, the log is read by the
client and transactions are submitted sequentially to the engine. Each transaction must be confirmed as committed before the next can be sent. Because weak recovery activates interior transactions within the engine, the transactions can be confirmed without a round-trip to the client. As a result, recovery time stays roughly constant for weak recovery, even for dataflow graphs with larger numbers of stored procedures. For strong recovery, recovery time increases linearly with the size of the dataflow graph.

As previously stated, we expect the need for recovery to be rare, and thus prioritize throughput at run time over total recovery time. However, in real-time systems in which recovery time can be crucial, weak recovery can provide a significant performance boost while also improving run-time throughput.
3.5 Conclusions

A streaming transaction model integrates correct management of shared mutable state into a push-based dataflow environment. In this chapter, we have defined what “correct state management” means in this context, specifically addressing ACID transactional needs, dataflow and batch ordering, and exactly-once processing. Creating a thorough transaction model requires the consideration of all three correctness guarantees, while also allowing for interaction with separate OLTP transactions.

This chapter also presented the design and implementation of a novel system called S-Store that seamlessly combines OLTP transaction processing with our transactional stream processing model. We have also shown how this symbiosis can be implemented in the context of a main-memory, OLTP database management system in a straight-forward way.

We have shown performance benefits in even the single-node case. S-Store is shown to outperform H-Store, Esper, and Storm on a streaming workload that requires transactional state access, while at the same time providing stronger correctness guarantees. This is primarily due to the minimization of communication requirements, preventing the need to delay processing to maintain one or more correctness guarantees.
Chapter 4

Streaming Transactions at Scale

While transactional streaming is a solution to some of the shortcomings of both stream processing and OLTP, it inherits the scalability challenges of both worlds as well. Providing full correctness guarantees in a distributed setting can be very expensive. A variety of coordination costs can limit performance, including distributed transactions, scheduling coordination costs, and data stream movement across nodes. Section 4.1.1 gives an overview of a shared-nothing architecture, and why it is a strong choice for transactional streaming. Database design can differ significantly from traditional OLTP workloads, however. The better tailored a database design is to a specific workload, the more effective the design will be. Sections 4.2 and 4.3 detail the specific design decisions recommended for workloads that are data-parallel and pipeline-parallel, respectively.

The distributed architecture for transactional streaming takes the features of shared-nothing systems and repurposes them for streaming workloads. Section 4.4 describes how distributed transaction coordination in OLTP can be utilized to maintain stream ordering. Section 4.5 explains our efficient implementation of streaming data movement across nodes. Finally Section 4.6 compares system performance of the various scaling techniques described in this chapter.

4.1 Sharding State and Processing (OLTP vs Streaming)

The goal of distribution in both OLTP and streaming workloads is very similar: maximize load balancing across a cluster while minimizing the coordination costs. However, the specifics of the two workload types are very different, and the mechanisms of achieving that balance differ as well. This section first explains the details of the shared-nothing distribution model (Section 4.1.1), then explains how that model is typically utilized for OLTP workloads (Section 4.1.2). We then discuss how to add batching, a fundamental component of streaming, into the shared-nothing model.
4.1.1 Shared-Nothing Distribution Model (H-Store)

As described in Chapter 3, our implementation of transactional streaming inherits its base distribution model from main-memory OLTP, specifically a shared-nothing architecture (illustrated in Figure 4.1). This architecture was chosen largely on the basis of limiting coordination costs and allowing the potential for a high-throughput transactional system. Here, we provide more details about the shared-nothing architecture [126, 123], particularly as it relates to H-Store (our base system of choice) and an implementation of distributed transactional streaming.

A group of nodes in a shared-nothing architecture is defined as a cluster. Nodes are independent units within the cluster with their own complete set of resources, including one or multiple CPU cores and an exclusive block of memory. A single machine in a shared-nothing cluster contains a single node by default, but can contain multiple independent nodes if desired.

Each node contains a number of partitions, a disjoint subset of the database [75, 172]. Each partition contains a state component, where database state is stored in-memory. Unless replication or high-availability is used, the state within a partition is unique. A partition is exclusively accessed by a single thread (ideally mapped to a unique CPU core). The single-threaded access to state is the Execution Engine from Chapter 3, and is what provides the data isolation to the partition’s state.

Each node contains a transaction coordinator responsible for communicating with other nodes in the cluster, as well as managing the local transactions of the node. In H-Store, the transaction coordinator is decentralized, and all coordinators collectively maintain serializable transaction ordering and manage a queue of transaction executions [123]. Coordinators communicate with one another via commit protocol messages for distributed transactions and to perform system admin-
istrative functions. The transaction coordinator lives in the Partition Engine described in Chapter 3.

Ideally, transactions only access a single partition, and thus do not require coordination across the cluster. However, state from multiple partitions can be accessed together in a distributed transaction. In this case, each accessed partition must be locked simultaneously, as each partition’s thread manages its own state access. Distributed transactions use two-phase commit (2PC) to ensure atomic coordination. While the redundant communication of 2PC is expensive in terms of latency, it assures that any coordination happens transactionally. 2PC is necessary not just for distributed transactions, but also for redirecting transactions to another location once they are scheduled and other communications across transaction coordinators.

4.1.2 Database Design for OLTP

Workloads suited for shared-nothing, main-memory OLTP tend to feature transactions that have a very small footprint, meaning that they access a very small quantity of state and are very short-lived [123]. If multiple data items are accessed in a single transaction, there are two possibilities: either they are located on the same partition (in which case the transaction remains single-sited), or they are on separate partitions and require a distributed transaction. The more partitions that are accessed in a single transaction, the higher the coordination cost (with a major step upwards for the first additional partition).

Sharding state based on a single key to minimize distributed transactions is easy, provided that the key represents how the data will typically be accessed. If a transaction accesses many different types of state simultaneously, however, it becomes increasingly difficult to shard that state such that it can all be co-located onto the same partition.

By the same token, state access on a partition requires computing resources. In a shared-nothing system, reading or writing a piece of state is executed by the processing thread attached to the same partition and node where the state resides. Data is typically not uniformly accessed, resulting in skew. OLTP systems take skew into account during the database design process [124]. “Hot” tuples that are accessed frequently tend to be isolated to allow for less-constricted access, while “cold” tuples can be grouped together. The goal of this exercise is to balance the processing load as evenly as possible across the distributed system, and the processing load is directly related to state access.

4.1.3 Batching with Minimal Coordination

Streaming systems (including transactional streaming) frequently involve batch processing, which is antithetical to the small footprint of data access that shared-nothing systems prefer. Batch pro-
cessing is used to group data items that arrive during an atomic unit of time, and enables that data to be processed at a higher-throughput than if they were handled individually. The latter point is particularly true when transactions are introduced, as each transaction comes with administration overhead.

While small-footprint transactions are easier to manage, larger transactions that touch more state can continue to be efficient in a shared-nothing system, so long as all of the accessed state is in the same location. When sharding state for batch processing, it is important that the state be partitioned in a way that it is easy to access together.

Say, for instance, the developer knows that a frequent transaction accesses some quantity of tuples from a single table and no other shared state. In the simplest case, the entirety of that table could be all located on the same partition. This would guarantee that all tuples that the transaction requires are in the same place, and the transaction will be single-sited. Obviously this may not always be possible, as a table may be too large or accessed too frequently to exist entirely on one partition. Even if the table must be divided among multiple partitions, however, the number of partitions could be kept as low as possible, and those partitions could all be located on the same node (or a limited number of nodes). Either of those decisions can reduce the coordination cost of batch processing, as it limits the number of communications for each transaction.

4.2 Database Design: Data-Parallelizable Workloads

In broad terms, workloads in transactional streaming can be broken down into two categories: those that are data-parallelizable and those that are pipeline-parallelizable. In the next two sections, we explore the differences between these scalability approaches, and the properties of the workloads that warrant their use. In this section, we describe data parallelization, typically associated with more traditional streaming workloads.

4.2.1 Properties of Workloads

A large number of traditional streaming workloads share a number of common elements, which tend to yield a particular approach to parallelization. Specifically, modern streaming workloads tend to be partitionable on a single attribute, such as device group or location. For instance, in many IoT scenarios, sensors are grouped together based on whether their values are relevant to one another. If two groups are disparate, then it is easy to partition their processing onto separate machines. With this partitioning scheme, it is possible to achieve near-linear scalability with the number of nodes in the cluster, as there is very little communication needed for each machine to process its portion.
This is sometimes known as data parallelization.

A similar strategy can be taken towards certain transactional streaming workloads, with the key difference being the need to partition shared mutable state in addition to the processing itself. There are specific properties that a workload must contain in order to fulfill the requirements of data parallelization. These include:

**Majority of Workload Partitionable on a Single Key**
The most important property for data parallelization in transactional streaming is that the majority of the shared mutable state accessed be partitionable on a single key. Without this property, the workload will require an abundance of communication between nodes, and the coordination costs will outweigh the data parallelism. We have discussed in previous chapters how expensive distributed transactions can be to the overall performance of the system, so these become the major bottleneck in such cases.

Take for instance a workload in which a group of sensors “A” are located at several locations, and can be easily be partitioned by location. The values from these sensors can easily be stored in main memory, and assigned to specific nodes based on that partitioning key. However, suppose that the workload frequently called for data from these ”A“ sensors to be compared with another group of ”B” sensors, and that these ”B” sensors are partitionable on a completely separate group of locations. Because the two groups have different natural partitioning schemes and there is frequent interaction between the groups, it is impossible to co-locate the ”A” sensor values with the ”B” sensor values they are compared against.

The one exception to all accessed state being partitionable on a single key is if the outlying state is replicable across nodes. This is particularly true for state in the workload that is “read-mostly.” If the same state is replicated to all nodes which require it, then cross-node communication can still be minimized.

**Priority on Scalability**
The reason that data parallelization is used so frequently by modern streaming systems is that it scales extremely well to the cluster environment it is given. Typically workloads that can be data parallelized will scale linearly with the number of nodes available.

**Large, Infrequent Batches**
The larger an individual batch is, the more benefit can be gained by distributing the work across as many nodes as are available. Similarly, larger batches tend to be sent with less frequency, as more of the time-series data is consolidated into fewer batches. This allows for more of the data to be distributed across nodes in bulk, minimizing communication costs.

**Few Queries Across All Partitions**
Because each type of state is parallelized across many partitions in these workloads, it becomes more costly to run a query across a range of data not limited on the partitioning keys. Such a query is likely to require a distributed transaction that reaches across many (if not all) nodes and partitions.

4.2.2 Example: Linear Road

A number of streaming or MapReduce workloads fit the description of a data-parallelizable workload, including various IoT sensor collections, many machine learning algorithms, and the infamous WordCount workload. For our purposes, we use the canonical stream processing benchmark, Linear Road [26].

Linear Road simulates a highway toll system for expressways (X-Ways) of a metropolitan area. Location data is collected for each car on the monitored expressways every thirty seconds, with tolls, potential traffic alerts, and other information collected and evaluated with each new data point. This data is formatted as tuples in a time-series, with each tuple containing a type-id that indicates which dataflow of continuous queries to evaluate. The majority of the dataflow queries are expressway-dependent, meaning that only one expressway need be queried per request. These queries include the collection of vehicle locations, the evaluation of daily expenditures for a particular vehicle, and the query of travel time. Additionally, there is an account balance query that is not partitionable on expressway, requiring an aggregate on a scan of all X-Ways to complete. There are separate historical queries as well, which are similar to OLTP queries rather than continuous queries.

Because the majority of the continuous queries in Linear Road are expressway-dependent, the benchmark is data-parallelizable on X-Way. Traditionally, the benchmark is evaluated on the number of X-Ways that it is a particular system can handle, determining how effective the addition of new nodes is at handling additional X-Ways.

4.2.3 Ideal Partitioning Strategy: Relaxation of Batch Atomicity

Partitioning the Linear Road benchmark (and other data-parallelizable workloads) in a transactional streaming system is on its face the same as in a traditional streaming system. The attribute that indicates the grouping is the one that the data should be partitioned on. In the case of Linear Road, that attribute is X-Way. Each partition in a transactional streaming system can contain one or more X-Ways, allowing the possibility for nodes to be added in order to accommodate additional X-Ways. In this scenario, any query that only accesses a specific X-Way (the bulk of the workload) will only access a single partition. A few, less-frequent queries will access multiple partitions in a distributed transaction.

The key problem to this partitioning strategy is that while the mutable state and processing
can be easily partitioned in this manner, the transactions themselves contain a batch-id ordering component that spans partitions. By our correctness guarantees, a batch of tuples which contains information from multiple partitions must be executed as a distributed transaction, as they are a single atomic unit. This becomes a major problem, as effectively every transaction becomes a distributed transaction, greatly increasing communication cost and killing the performance benefits of the data parallelism.

The solution is to make a small modification to our correctness guarantees: relaxing our atomicity guarantees in order to divide the processing of a batch. In this scenario, data from an incoming batch can be hashed on a specific partitioning key, and divided into subbatches, one for each partition on which accessed data resides (Figure 4.2). Each subbatch contains a subset of the original batch, with each tuple residing in exactly one subbatch. A subbatch may be empty.

Each subbatch retains the properties of the original batch, but with only a fraction of the data (i.e. the portion of the data that matches the key hash). This includes the "batch-id" property; each subbatch retains the original batch’s batch-id, ensuring the same batch ordering as before. A transaction which executes on a subbatch also retains full ACID properties; specifically, subbatches are atomic with respect to their own tuples, but not with respect to the original batch.

The key difference between executing a single distributed transaction on the original batch versus a separate transaction for each subbatch lies in the execution strategy. Each subbatch transaction executes and commits independently of its sibling subbatches (i.e. subbatches which contain the same batch-id). This means that each subbatch transaction is able to execute as a single-sited transaction, without expensive communication overhead.

This also means that there are scenarios in which some sibling subbatch transactions may commit while others may fail. In the event that a subbatch transaction fails, the system will attempt to restart it in the same way that a typical transaction will be restarted. However, sibling subbatches
on other partitions will be completely agnostic to this restart and possible failure, resulting in only a portion of the original batch having actually committed. This is the primary consequence of dividing the original atomic batch.

It should be noted that the use of subbatches is a completely subjective decision on the part of the user. While they have potential to greatly improve performance under the right conditions, they also compromise our correctness guarantees in the ways described above. In workloads in which batch atomicity is a priority, it is not recommended that the user employ data parallelism in their design strategy.

4.2.4 Ideal Scheduling Strategy: Periodic Batch-Id Coordination

With the addition of subbatch transactions, the majority of dataflow graph executions in a data-parallelized setting should be limited to a single partition. All of the necessary data for a subbatch dataflow is co-located onto a single partition, so it stands to reason that the scheduling should be located on the same partition as well. Each node’s transaction coordinator becomes responsible for scheduling its own partitions as though each procedure in the partitioned dataflow graph was exclusively located on it. This is very similar to how H-Store handles scheduling.

Unlike H-Store, coordination is required to ensure batch ordering is still maintained. While the scheduling on each node is kept mostly independent, there is a need for periodic coordination between nodes in order to synchronize the batch-ids of each partition’s state. While most queries in a data parallelizable workload are partitionable, there are likely other streaming queries or OLTP queries on the state which require batch-id consistency across partitions.

Take for instance the “Account Balance” query in Linear Road. In this query, a user requests his or her toll balance at a given point in time (or batch-id). To gain this information, the system must aggregate together the sum total of account balances for that user across each expressway, each of which is stored on a separate partition. The shared state of each partition must have a matching batch-id, lest the batch-id consistency of the result be compromised. However, as stated earlier, each partition is independently executing its own subbatches without any regard for what the other nodes are doing. To provide a consistent view of the account balance as of a point in time, it is necessary to synchronize each node on batch-id.

On a regular basis (determined by a system administrator), a periodic batch-id coordination request is sent to each node’s transaction coordinator, indicating that their batches should now be synchronized (Figure 4.3). These nodes will communicate among themselves in order to determine how far along each scheduler is in terms of batch-ids. Collectively they decide which transaction coordinator has scheduled the latest batch-id (batch $b$), and each coordinator determines that they
will stop scheduling transactions with a batch-id greater than that. One by one, each node stops
scheduling transactions, and waits for all outstanding transactions to commit (or fail, as the case
may be). Once all nodes have finished their outstanding streaming transactions, their state is syn-
chronized on batch-id; all state on these nodes is processed up to the point of batch $b$. At this point,
any distributed transactions requiring state from some or all of the partitions may run, and the result
will be batch-wise consistent. Once these distributed transactions have finished, each node may re-
sume scheduling subbatch transactions as normal. It should be noted that these coordinations must
take place before a data snapshot can take place.

Such a complicated method of synchronizing subbatches across multiple nodes comes at an ob-
vious heavy cost, as each node must completely halt streaming transaction executions for a notable
amount of time. This leads to delays in normal streaming dataflow operation, as well as delays in
distributed transaction execution. However, it is the assumption that in these cases, normal stream-
ing dataflow operation performance is the priority, and that these distributed transactions are few and
far between. The performance benefits and near-linear scalability gained from the data parallelism
should outweigh the cost of these periodic batch-id coordination requests across nodes.

4.3 Database Design: Pipeline-Parallelizable Workloads

Unlike data parallelization, pipeline parallelization divides workloads based on their operators rather
than hashing and dividing the incoming batches as they arrive. Each operator is assigned to a specific
node, passing data between them throughout the course of the dataflow. This section describes the
types of workloads that fit this pattern, and the design strategies that are employed to give them
ideal performance.
4.3.1 Properties of Workloads

While many traditional streaming workloads are parallelizable on a single key, OLTP workloads involving shared mutable state frequently are not. As discussed in Sections 2.2 and 4.1, OLTP workloads in general and high-velocity OLTP workloads in particular tend to involve small, write-heavy operations on a very limited portion of the database [15, 123]. These databases tend to contain a variety of types of state, each with a partitioning key unique to its type.

Transactional streaming workloads that are more conducive to pipeline parallelism tend to include at least one, and frequently multiple, of the following traits:

**Variety of State / Tables**
Pipeline parallelism is crucial for workloads that include access to a wide variety of state. The more tables that a database contains, the more likely it is that the state should be sharded on different keys. This reduces the opportunity for data parallelism.

**Transactionally Divisible Workload**
Dividing a workload into multiple operations running on separate locations has the strongest performance impact if those operations are able to execute independently. Better performance is attainable if the lock on state is able to be released and the state made globally visible before the entire dataflow completes. Many workloads feature natural opportunities for transaction boundaries, allowing for better pipeline parallelism.

**Need for Strong Transaction Guarantees**
It goes without saying that transactional streaming workloads pair best with workloads that require ACID guarantees. Pipeline parallelism in particular is well-suited to this, as state is better able to be divided in a way as to minimize the need for extremely expensive distributed transactions.

**Uneven Input Rate**
Pipeline parallelism has been shown to increase resiliency in a stream processing system in the case of varying input rates [165]. A temporary increase in load to the system will be more evenly distributed in a pipeline-parallelized environment, whereas the load may disproportionately affect a subset of nodes if purely data parallelized.

4.3.2 Example: Streaming TPC-DI

Many streaming data ingestion workloads meet a variety of the characteristics listed above. One example of such a workload is modeled after a retail brokerage firm application, emulated by TPC-DI. TPC-DI is a data integration benchmark created by the TPC team to measure the performance of various enterprise-level ingestion solutions [129]. It focuses on the extraction and transformation
of data from a variety of sources and source formats (e.g. CSV, XML, etc.). These various flat files are processed in large batches, and the results are integrated as one unified data model in a data warehouse.

While TPC-DI was originally designed as a benchmark for traditional data ingestion, it can be re-imagined as a streaming ETL use case [109]. The obvious benefit to this conversion is quicker access to incremental results. Traditional ETL systems process large batches of data overnight, while a streaming version could process smaller microbatches throughout the day.

Assuming the ETL system outputs the same final results, there is no downside to taking a streaming approach. However, there are additional data dependencies that must be considered when breaking large batches into smaller ones. Take for instance the DimSecurity, DimAccount, and DimTrade tables, each of which are described in Figure 4.4. Note that the DimTrade table contains foreign keys on both the DimSecurity and DimAccount tables (other foreign keys also exist in these tables, but for simplicity, we will focus on this subset) [152]. When new rows are defined within the DimTrade table, reference must be made to the other two tables to assign the SK_SecurityID and SK_AccountID keys, which means that the corresponding rows must already exist in their respective tables.

Stream processing is an ideal way to handle these data dependencies. Assume a batching mechanism that groups the creation of security $S$, account $A$, and a trade request $T$ from account $A$ for

<table>
<thead>
<tr>
<th>DIMSECURITY</th>
<th>DIMTRADE</th>
<th>DIMACCOUNT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FIELD NAME</strong></td>
<td><strong>TYPE</strong></td>
<td><strong>FIELD NAME</strong></td>
</tr>
<tr>
<td>SK_SecurityID</td>
<td>BIGINT</td>
<td>TradeID</td>
</tr>
<tr>
<td>Symbol</td>
<td>CHAR</td>
<td>SK_BrokerID</td>
</tr>
<tr>
<td>Issue</td>
<td>CHAR</td>
<td>SK_CreateDateID</td>
</tr>
<tr>
<td>Status</td>
<td>CHAR</td>
<td>SK_CreateTimeID</td>
</tr>
<tr>
<td>Name</td>
<td>CHAR</td>
<td>SK_CloseDateID</td>
</tr>
<tr>
<td>ExchangeID</td>
<td>CHAR</td>
<td>SK_CloseTimeID</td>
</tr>
<tr>
<td>SK_CompanyID</td>
<td>BIGINT</td>
<td>Status</td>
</tr>
<tr>
<td>SharesOutstanding</td>
<td>BIGINT</td>
<td>Type</td>
</tr>
<tr>
<td>FirstTrade</td>
<td>DATE</td>
<td>CashFlag</td>
</tr>
<tr>
<td>FirstTradeOnEx</td>
<td>DATE</td>
<td>SK_SecurityID</td>
</tr>
<tr>
<td>Dividend</td>
<td>FLOAT</td>
<td>SK_CompanyID</td>
</tr>
<tr>
<td>IsCurrent</td>
<td>BOOL</td>
<td>Quantity</td>
</tr>
<tr>
<td>BatchID</td>
<td>BIGINT</td>
<td>BidPrice</td>
</tr>
<tr>
<td>EffectiveDate</td>
<td>DATE</td>
<td>SK_CustomerID</td>
</tr>
<tr>
<td>EndDate</td>
<td>DATE</td>
<td>SK_AccountID</td>
</tr>
</tbody>
</table>

Figure 4.4: Partial Schema of TPC-DI

---

[109]: Reference to the original benchmark design
[152]: Further details on foreign key dependencies
purchasing shares of security $S$. We can construct a dataflow graph of streaming operators that maintain the data dependencies of this batch while allowing processing flexibility. As illustrated in Figure 4.5, the batch is first processed by a $\text{CreateSecurities}$ dataflow graph, then $\text{CreateAccount}$, and finally, $\text{CreateTrades}$.

Such a workload contains all of the elements that encourage pipeline parallelism. There is a clear need for ACID transactions, as the state must be isolated as it is read from or written to the database. The read and write operations in the workload are each divisible into their own transactions, so long as their ordering is preserved. The variety of state makes it difficult to coordinate sharding keys, encouraging pipeline parallelism instead. Additionally, the stream input rate may be very uneven, as there are times when the financial industry is much busier than others (such as market open and close).

4.3.3 Ideal Partitioning Strategy and Dataflow Design

Transactional streaming adds a unique wrinkle to database design in its ability to partition not only state and processing, but also the workload itself into a dataflow graph. Frequently when stateful workloads are defined, specific transaction boundaries are left up to the developer. Designers of transactional streaming systems can exploit this workload flexibility to create dataflow graphs well-suited for distribution.

In general, stored procedures within a dataflow graph should follow a few simple rules to achieve best performance:
1. To maximize distribution, workloads should be divided into granular units whenever possible. This maximizes the potential to balance load across the distributed system using pipeline parallelism.

2. By contrast, sequential operations to the same state (or multiple pieces of state that are co-located) should be confined to a single stored procedure if possible. This reduces the total number of transactions in available situations, each of which requires additional overhead, without causing inflexibility.

3. Stored procedures should access as few tables as possible. If possible, only one table should be accessed, or multiple tables partitionable on the same key. The fewer tables accessed by an operator, the easier it becomes to co-locate state to avoid distributed transactions.
Applying these rules to the CreateTrades subset of TPC-DI results in the division of operations in Figure 4.6. Rules 1 and 2 lead to the workload being divided into four stored procedures, three of which are large dimension tables that could potentially be hashed on a single key. Separating these operations (Security Lookup, Account Lookup, Insert Trade) greatly increases options for sharding the data and processing across partitions. Rule 3, on the other hand, applies to the first SP (Date, Time, Status, Type). This SP access four tables, but all tables are small and read-only, and could easily be co-located or replicated. Thus, combining these operations into a single transaction is feasible, and reduces the overhead of creating four separate transactions when one will suffice. What results is the final dataflow graph seen in Figure 4.7, as opposed to the OLTP configuration seen at the bottom of the figure.

Determining stored procedure boundaries within a dataflow graph must entirely be left up to the user. While the listed rules can have a dramatic impact on performance, it is important to remember that these almost always change the semantics of the workload as well. A workload that is divided across many stored procedures is going to be very flexible for database design, but can also open the shared mutable state to external transactions mid-batch execution. The user must determine whether these semantics are acceptable, and if not, must find a way to protect the shared state throughout the batch execution. This is most often done via nested transactions (at the expense of performance).

4.4 Maintaining Global Ordering via Transaction Coordination

In the single-sited case, maintaining both a strong transaction isolation level and stream ordering constraints was relatively straightforward. Because there was no opportunity for parallelism, it was possible to simply schedule transactions from a singular dataflow graph in a serial manner, ensuring that each transaction executes in topological order without interference. This approach provided near-optimal throughput and latency in cases with only a single dataflow graph in a single-sited setting. Once parallelism is introduced, however, maintaining a global ordering of transactions becomes a much more interesting challenge.

Scheduling in a distributed transactional streaming system requires consideration of OLTP serializability in addition to global stream ordering. We will first discuss how transaction coordination is handled in distributed OLTP (Section 4.4.1). We then explore the additional global ordering requirements of a transactional streaming scheduler (Section 4.4.2). We explain how to efficiently combine global ordering with serializability mechanisms that already exist (Section 4.4.3). Finally, we implement a distributed scheduler to S-Store’s transaction coordinator, optimized to handle pipeline parallelized workloads (Section 4.4.4).
### 4.4.1 Transaction Coordination in H-Store

H-Store uses a decentralized transaction coordinator in order to minimize coordination across nodes [123]. While the coordinators do communicate transaction requests to one another and send heartbeat messages, the communication between one another is kept to a minimum.

As mentioned previously, H-Store executes transactions one at a time at each partition (i.e. serially), which reduces the need for heavy-weight concurrency control at each partition [32]. Instead, each transaction receives exclusive access to all data and indexes at each touched partition [123].

While inter-node coordination is kept at a minimum, it is still necessary to maintain a serializable isolation level across the distributed system. H-Store accomplishes this by using timestamp-based scheduling to determine transaction ordering [32, 123]. Once a transaction arrives at a node, the coordinator assigns a unique transaction identifier (or txn-id) based on its wall-clock arrival timestamp and its base partition ID. Assuming that the transaction is local, it is then placed in the appropriate partition queue as it waits to be executed. Local transactions are executed serially based on the order of their txn-ids.

Each partition contains a single lock managed by its node’s coordinator [123]. Transactions receive a partition’s lock in the order of their txn-id. In the event that a transaction with a larger txn-id has already been executed on the partition, it becomes necessary to abort the transaction and restart it with a new timestamp (and thus a larger txn-id). Similarly, if a transaction is scheduled to execute on one partition, but is revealed to instead need to be executed at a different partition, the transaction is aborted and redirected to the appropriate node (and reassigned a txn-id). Each transaction’s execution is postponed by a few milliseconds in order to prevent the starvation of distributed transactions. This serial execution ordering at each partition also maintains serializability across the entire system.

### 4.4.2 Streaming Scheduler for Global Ordering

As described in Section 3.2.2, global ordering guarantees for transactional streaming refer to batch and dataflow ordering internal to each dataflow graph. In addition to global ordering, the serializable isolation constraint of OLTP must be met as well, providing limitations on both streaming and non-streaming transactions. Serializability is maintained between all transactions, but ordering guarantees provide an additional constraint to certain streaming transactions.

When considering the ordering of a transaction, it is always relative to another transaction. For the purposes of describing these interactions, we can divide them into two categories:

- **Global Ordering** - Global ordering transaction comparisons occur between two transactions from the same dataflow graph to which either dataflow or batch ordering constraints apply.
In the case of batch ordering, any transaction that originated from the same streaming stored procedure requires batch ordering considerations. For dataflow ordering, any transaction with the same batch-id originating from the same dataflow graph must be compared to one another via topological ordering. If neither of these cases apply, then the comparison is a normal serializable transaction comparison (even if the two transactions are both from the same dataflow graph). (Note that global ordering ensures serializability as well).

- **Serializable** - Any two transactions that do not require the more constrained global ordering must still be serializable. This applies to any comparison in which at least one of the transactions is an OLTP transaction, or comparing two transactions from the different dataflow graphs. Additionally, comparisons between two transactions from different stored procedures in the same dataflow graph fall under this category if they do not concern the same batch-id.

While serializability can be maintained on a partition-by-partition basis, global ordering must be maintained from a higher level. It is possible for a single stored procedure to produce multiple streaming transactions, each of which modifies state on a separate partition. It is important that, from the perspective of other transactions, these streaming transactions execute according to global ordering. Serializability maintained at the partition level will not necessarily provide that without additional mechanisms.

To maintain global ordering, a separate streaming scheduler component is created within the transaction coordinator in the partition engine. The streaming scheduler exists at the level of S-Store’s transaction coordinator, and manages the ordering of transactions before they are put into one or more partition queues. It may either be centralized or decentralized, depending on the work-
load needs. In the decentralized case (Figure 4.8), communication between scheduling components becomes crucial to maintaining global ordering. Because the scheduler lives within the transaction coordinator, the same communication protocols are used. A TCP/IP connection is established between each coordinator, with Google’s Protocol Buffer serialization library used to construct and decode the messages [123].

The streaming scheduler handles several responsibilities, including:

- **Maintaining Dataflow Information** - The streaming scheduler is the ideal location to maintain full knowledge of the topology of the dataflow graph(s), and which transactions have been invoked, are outstanding, or have aborted or committed. Performance statistics can also be managed from the streaming scheduler.

- **Maintaining Batch Ordering** - The batch ordering is maintained for each stored procedure individually. Any transaction that accesses state modified by streaming transactions will see a consistent snapshot of the data from the perspective of batch ordering.

- **Maintaining Dataflow Ordering** - The dataflow ordering is maintained for each batch relative to a dataflow graph’s topology. Any transaction that accesses state modified by streaming transactions will see a consistent snapshot of the data from the perspective of batch ordering.

- **Invoking Triggered Transactions** - While transactions trigger their downstream counterparts without an extra component in the single-node case, the scheduling component is a natural location for this responsibility in a distributed setting.

- **Re-Routing and Moving Stream Data** - If a transaction needs to be invoked on another node, it is the scheduler’s duty to route any necessary stream data to the appropriate location. This data movement must be transactional, but there are opportunities to optimize for minimal blocking communication (Section 4.5).

### 4.4.3 Combining Global Ordering with Timestamp-Based Serializability

There are two primary strategies for the streaming scheduler to maintain its ordering guarantees. Each strategy is not mutually exclusive; it is possible for different ordering guarantees to be handled scheduling strategies.

**Pessimistic Scheduling Approach**

In the pessimistic approach, the scheduler prevents the creation of a transaction until it has verified that its parent transactions have fully committed. The advantage to this approach is that it ensures...
that the dependent transaction will never execute out of order, as it will not even be invoked before the commit. As a result, no contingencies are needed for if a transaction fails or attempts to execute out of order; if it fails, it can be restarted, and out-of-order execution becomes impossible.

The disadvantage to this approach is performance. Because dependent transactions are not even invoked until their parents have committed, there is no room for parallelization in the transaction invocation and queuing process. The pessimistic approach runs the risk of the scheduler not creating enough transactions to ensure that each partition is constantly processing a transaction (thus risking a loss of work cycles).

**Optimistic Scheduling Approach**

In the optimistic approach, the scheduler assumes that under normal circumstances, transactions will not attempt to execute out-of-order or fail. With that assumption, the scheduler is able to create a transaction (following its stream ordering) without verifying that its parent transactions have yet committed. The scheduler assumes that, because it ordered the transactions properly on its end, the partition components will also ensure that the ordering is maintained. This is not so different from speculative transaction execution, only it pertains to speculative transaction creation instead [16, 98].

The advantage to this approach is obvious: by scheduling transactions without upstream verifications, the scheduler can have a large quantity of transactions open at the same time, providing a constant supply of work for each partition. The downside, however, is that failures become significantly more expensive. As with optimistic concurrency control, any abort results not only in the undoing of the failed transaction, but also a cascading abort of all transactions dependent on it. Unlike OLTP, however, where dependencies are entirely serializability-based, transactional streaming must consider stream ordering dependencies as well. Cascading aborts involving many transactions can result. Thus, it is very important to have mechanisms in place which will minimize the number of transactions that need to be rolled back.

Take for instance a simple example illustrated in Figure 4.9. In this example, we have a stored procedure $SP_1$ within a dataflow graph, which creates transactions $SP_{1,1}$ and $SP_{1,2}$ on batches $B_1$ and $B_2$, respectively. Suppose that $SP_{1,1}$ exclusively accesses partition $P_1$, and $SP_{1,2}$ exclusively accesses partition $P_2$. If the two transactions are both invoked one after the other according to batch ordering yet exist simultaneously, it becomes possible for $SP_{1,2}$ to commit before $SP_{1,1}$. In normal runtime (i.e. both transactions commit), this is fine, so long as distributed transactions execute in a way that is serializable. Outside transactions are not allowed to execute while only $SP_{1,2}$ is committed, batch ordering can be maintained from the perspective of the state. However, if $SP_{1,1}$ aborts after $SP_{1,2}$ has committed, suddenly recovery becomes more difficult. In this simple
case, the work that $SP_{1,2}$ has achieved needs to be undone. However, if other transactions have committed that are dependent on either transaction, those will also need to be aborted and undone, and a potential chain reaction can result.

To minimize this coordination, we take advantage of the fact that streaming SPs have an extremely predictable and consistent workload, and execute on batches of data. For now we assume that each SP will always access the same subset of partitions, and thus each transaction of the SP will have the same base partition (shown on the right-hand side of Figure 4.9). This makes the communication across partitions unnecessary since all of them will necessarily be locked on the transaction execution.

### 4.4.4 Distributed Localized Scheduling: Implementation and Algorithm

To attain a balance of performance during normal runtime and upon abort, we take a pessimistic scheduling approach to dataflow ordering, and an optimistic scheduling approach to batch ordering. This combination allows for many transactions to be scheduled for the same stored procedure simultaneously while limiting the need for cascading aborts in the event of a failure. Additionally, this combination of approaches allows the streaming scheduling to take place not at the dataflow level, but instead at the stored procedure level. For that reason, ordering is handled in a `procedure scheduler` component. Each streaming stored procedure is assigned a unique procedure scheduler, each located on a single node. As mentioned earlier, we assume that each streaming stored procedure is assigned to a single base partition in order to minimize conflict on aborts. To minimize coordination costs, it is most effective to locate the procedure scheduler within the transaction co-
ordinator of the same node as its base partition. For this reason, we call our approach *distributed localized scheduling*.

At the procedure scheduler level, new *transaction invocations* arrive from either the batch generator or from another procedure scheduler. Transaction invocations include a batch-id and a set of input tuples. The procedure scheduler works with the base partition to assure that batch ordering is maintained.

Below is a description of our distributed localized scheduling algorithm, based on a simple two-stored procedure example from Figure 4.10.

**Maintaining Dataflow Ordering**

In order to maintain dataflow ordering, we are looking to ensure that for a given batch $j$, any downstream transaction $SP_{i+n,j}$ does not commit before $SP_{i,j}$ commits (where $n > 0$). An illustration can be found in Figure 4.11.

Because each procedure scheduler is independent of one another, it is prudent to limit communication between them. The primary form of communication between procedure schedulers comes from passing a transaction invocation from upstream scheduler $Sched_i$ to downstream scheduler $Sched_{i+1}$ (associated with $SP_i$ and $SP_{i+1}$, respectively).

We take a pessimistic approach to managing dataflow ordering, meaning that we do not schedule transaction invocations for a downstream procedure $SP_{i+1,j}$ until we have confirmed that $SP_{i,j}$ has committed. There are two reasons to take the cautious approach here. The first is that if we allow downstream transaction $SP_{i+1,j}$ to be created before its parent commits, we run the risk of compounding potential rollbacks due to failure, needing to abort all transactions from all downstream $SP_{i+1}$ to $SP_{i+n}$ on batch $j$ and larger. If we take the pessimistic approach to dataflow ordering, we...
can limit the rollback damage to only a single SP.

There is another reason that the pessimistic approach is logical in this case: transaction invocations require input data items in order to generate a full transaction, execute, and commit. This batch of input data for $SP_{i+1,j}$ is gained from the output data of $SP_{i,j}$, which is collected upon its commit. Thus, creating downstream transaction invocations becomes a natural barrier point for scheduling.

Because $SP_{i+1,j}$ is not invoked until $SP_{i,j}$ is committed, $SP_{i,j}$ will commit before any $SP_{i+n,j}$ for all $n > 0$ by induction.

**Maintaining Batch Ordering (Commits)**

To maintain batch ordering, we look to ensure that for any stored procedure $SP_i$, an earlier batch $j$ in transaction $SP_{i,j}$ commits before any later batch $j + n$ commits in transaction $SP_{i,j+n}$ (for all $n > 0$). For this section, we will assume the case where all $SP_{i,j+n}$ commit. Failures will be addressed in the next section (4.4.4). An illustration can be found in Figure 4.12.

To mitigate the performance loss in dataflow ordering, batch ordering takes the optimistic approach. To do this, we take advantage of the existing serializability mechanisms, and assume that on any partition $P$, transactions will commit in the order that they were created (and will abort if an out-of-order transaction is attempted). So, for any $TXN_x$ and $TXN_{x+y}$ that both execute on partition $P$, where $x$ and $x + y$ are timestamps and $y > 0$, $TXN_x$ will commit before $TXN_{x+y}$ as a given.

Additionally, we assume that all $SP_i$ execute on a particular base partition set $P_i$. This is made possible by the fact that streaming workloads are highly rigid and predictable, and because of the batch processing restrictions discussed in Section 4.1.3, it is best for performance-based designs to
Figure 4.12: Maintaining Batch Ordering (Commits)

limit the partitions on which a procedure can execute.

\( Sched_i \) creates all transactions of \( SP_i \), and will not create any transaction \( SP_{i,j+1} \) until it has created a transaction for \( SP_{i,j} \). If a transaction invocation for \( SP_{i,j+1} \) arrives before the invocation for \( SP_{i,j} \), it will hold \( SP_{i,j+1} \) in queue until \( SP_{i,j} \)'s invocation arrives and its transaction is created.

Assume that \( SP_{i,j} \) and \( SP_{i,j+1} \) are created, in that order, and assigned \( TXN_x \) and \( TXN_{x+y} \), respectively. Both transactions are sent to the same base partition set \( P_i \), and are placed in queue in order of their timestamps as per the earlier assumptions. In this case, we assume that both transactions commit. \( SP_{i,j} \) commits first due to its earlier timestamp, and \( SP_{i,j+1} \) commits afterwards. By induction, \( SP_{i,j} \) will always commit before \( SP_{i,j+n} \) for all \( n > 0 \), assuming no aborts.

Maintaining Batch Ordering (Aborts)

To maintain batch ordering, we look to ensure that for any stored procedure \( SP_i \), an earlier batch \( j \) in transaction \( SP_{i,j} \) commits before any later batch \( j+n \) commits in transaction \( SP_{i,j+n} \) (for all \( n > 0 \)), even in the case of aborts. We make the same assumptions as the previous section. An illustration can be found in Figure 4.13.

Assume that \( SP_{i,j} \) and \( SP_{i,j+1} \) are once again created, in that order, and assigned \( TXN_x \) and \( TXN_{x+y} \), respectively (\( y > 0 \)). Both transactions are sent to the same base partition set \( P_i \), and are placed in queue in order of their timestamps. This time, assume that \( SP_{i,j} \) aborts. Post-abort, the transaction invocation is sent back to \( Sched_i \) with an incremented restart counter \( RS_i = 1 \). \( Sched_i \) immediately halts the creation of any new transactions on \( SP_i \). At this point, some \( q \) transactions \( SP_{i,j+1} \) through \( SP_{i,j+q} \) are still in the partition queue(s) of \( P_i \).

At abort time, \( P_i \) also flags \( SP_i \) as having aborted, and begins purging its queue of all \( SP_i \)
transactions (incrementing their restart counters, and sending them back to $Sched_i$ for restart). This is done to ensure that no transaction from $SP_i$ commit out of order. $P_i$ will continue this until all $q$ transactions have been removed from the queue and marked for restart.

Once $P_i$ has finished, $Sched_i$ begins creating new transactions for its restart queue, starting with $SP_{i,j}$ (assigning it some $TXN_{x+z}$ where $z > y$) and continuing in batch order so that $SP_{i,j+1}$ is assigned $TXN_{x+a}$ where $a > z$. In the ideal case, $SP_{i,j}$ commits on the rerun, resulting in the conclusions of Section 4.4.4. If instead $SP_{i,j}$ aborts again, the process described in this section repeats with an incremented restart counter.

In the event that $SP_{i,j}$ continues to abort, this process repeats ad-infinitum. Obviously, this is likely to not be the desired outcome. The user has the option to apply a restart limit for transactions, which will force a permanent abort of the offending transaction in order to avoid falling too far behind real-time. In this case, $Sched_i$ will cease scheduling $SP_{i,j}$, and will notify any downstream schedulers $Sched_{i+1}$ of this decision. This violates our exactly-once and ordering rules, but in many cases is better than blocking new batches indefinitely.

The pseudocode for the procedure scheduler and corresponding base partition is provided in Algorithm 1 and Algorithm 2, respectively.
Algorithm 1 Pseudocode of Procedure Scheduler $Sched_i$ (for $SP_i$)

1: PriorityQueue $invocQueue$ \hspace{1cm} \triangleright ordered on batchId
2: PriorityQueue $restartQueue$ \hspace{1cm} \triangleright ordered on restartCount, batchId
3: long $lastStartedBatchId$ ← 1 \hspace{1cm} \triangleright last batchId with a txn created for $SP_i$
4: long $lastRestartBatchId$ ← 1 \hspace{1cm} \triangleright last batchId with a txn restarted for $SP_i$
5: long $lastCommittedBatchId$ ← 1 \hspace{1cm} \triangleright last batchId with a txn committed for $SP_i$

7: function AUDITRESPONSE($txn$, status)
8: \hspace{1cm} if status is COMMITTED then
9: \hspace{1cm} if $lastCommittedBatchId < txn.batchId$ then
10: \hspace{1cm} \hspace{1cm} $lastCommittedBatchId$ ← $txn.batchId$
11: \hspace{1cm} if $lastRestartBatchId < txn.batchId$ then
12: \hspace{1cm} \hspace{1cm} $lastRestartBatchId$ ← $txn.batchId$
13: \hspace{1cm} \hspace{1cm} for each downstream $SP_{i+x}$ of $SP_i$ do
14: \hspace{1cm} \hspace{1cm} procInv ← new procInvocation($SP_{i+x}$, $txn.outputData$, 0)
15: \hspace{1cm} \hspace{1cm} queue procInv at $Sched_{i+x}$ (must be confirmed)
16: \hspace{1cm} else if status is ABORTED and $txn.restartCount$ is less than the restart threshold then
17: \hspace{1cm} \hspace{1cm} procInv ← new procInvocation($SP_i$, $txn.inputData$, $txn.restartCounter + 1$)
18: \hspace{1cm} \hspace{1cm} add procInv to restartQueue
19: \hspace{1cm} \hspace{1cm} if $lastCommittedBatchId < txn.batchId$ then
20: \hspace{1cm} \hspace{1cm} \hspace{1cm} $lastRestartBatchId$ ← $lastStartedBatchId$ − 1
21: \hspace{1cm} else
22: \hspace{1cm} \hspace{1cm} send error for $txn$ and status
23: \hspace{1cm} \hspace{1cm} update $lastCommittedBatchId$ and notify downstream schedulers \hspace{1cm} \triangleright Blocking
24: \hspace{1cm} if $lastCommittedBatchId == lastStartedBatchId$ then
25: \hspace{1cm} \hspace{1cm} reset the restartCounter at the base partition for $SP_i$ \hspace{1cm} \triangleright Blocking
26: \hspace{1cm} \hspace{1cm} for each downstream $SP_{i+x}$ of $SP_i$ do
27: while S-Store is running do
28: \hspace{1cm} if restartQueue is not empty then
29: \hspace{1cm} \hspace{1cm} if restartQueue.peek().batchId == $lastRestartBatchId + 1$ then
30: \hspace{1cm} \hspace{1cm} \hspace{1cm} procInvocation ← restartQueue.poll()
31: \hspace{1cm} \hspace{1cm} \hspace{1cm} create new transaction for procInvocation and queue in $SP_i$’s base partition
32: \hspace{1cm} \hspace{1cm} \hspace{1cm} confirm transaction is in queue \hspace{1cm} \triangleright Blocking
33: \hspace{1cm} \hspace{1cm} else if invocQueue.peek().batchId == $lastStartedBatchId + 1$ then
34: \hspace{1cm} \hspace{1cm} \hspace{1cm} procInvocation ← invocQueue.poll()
35: \hspace{1cm} \hspace{1cm} \hspace{1cm} create new transaction for procInvocation and queue in $SP_i$’s base partition
36: \hspace{1cm} \hspace{1cm} \hspace{1cm} confirm transaction is in queue \hspace{1cm} \triangleright Blocking
37: \hspace{1cm} \hspace{1cm} $lastStartedBatchId$ ← procInvocation.currentBatchId
Algorithm 2 Pseudocode for Base Partition $P$

1: priorityQueue $txnQueue \triangleright$ ordered by $txnId$
2: restartCounter for each $SP$ for which $P$ is a base partition
3:
4: \textbf{while} S-Store is running \textbf{do}
5: \hspace{1em} $txn \leftarrow txnQueue.poll()$
6: \hspace{1em} \textbf{if} restartCounter for $txn.SP > txn.restartCounter$ \textbf{then}
7: \hspace{2em} $status \leftarrow \text{abortTxn}(txn)$
8: \hspace{1em} \textbf{else}
9: \hspace{2em} $status \leftarrow \text{executeTxn}(txn)$
10: \hspace{1em} \textbf{if} $status$ is ABORTED and restartCounter for $txn.SP < txn.restartCounter + 1$ \textbf{then}
11: \hspace{2em} restartCounter for $SP \leftarrow txn.restartCounter + 1$
12: \hspace{1em} Call $\text{AUDIT RESPONSE}(txn, status)$ at the procedure scheduler for $txn$

4.5 Efficient Movement of Stream State

In the transition between transactions in a dataflow graph, the output stream data of upstream transaction $SP_{i,j}$ must then be moved to the location where a downstream transaction $SP_{i+1,j}$ is going to execute. In the single node case, the stream data could simply be stored on the single partition and read directly from there. With multiple nodes introduced, it frequently becomes necessary to physically move the data between partitions (though only for cases in which $SP_{i}$ and $SP_{i+1}$ execute on separate partitions). Fortunately, this movement can be optimized due to the immutability of stream data. We call this a $MOVE$ operation.

Distributed Transaction Implementation

In a naïve $MOVE$ implementation, data is transferred using a dedicated $MOVE$ system stored procedure (Figure 4.14(a)). The $MOVE$ system stored procedure executes between any two consecutive streaming SPs in a dataflow graph which are executed on different partitions. For instance, take a dataflow graph in which $SP_{i}$ (base partition $P_{1}$) precedes $SP_{i+1}$ (base partition $P_{2}$) topologically. After $SP_{i,j}$ has committed but before $SP_{i+1,j}$ can begin, the $MOVE$ operation $MOVE_{SP_{i,j}, P_{1}, P_{2}}$ will be executed in order to migrate the output stream data of $SP_{i,j}$ from $P_{1}$ to $P_{2}$. Note that the naïve implementation will also remove the data from $P_{1}$ (i.e. it is a true movement of the data).

The $MOVE$ operation is a full distributed transaction in this case, which will require significant coordination and lock both $P_{1}$ and $P_{2}$ for the entire duration. This has the advantage of guaranteeing full ACID correctness of the data migration, but is capable of grinding performance to a halt.
This implementation is not practical for the low-latency, high-throughput workloads that demand transactional streaming.

**Remote Procedure Call Implementation**

One alternative to system stored procedures is to use remote procedure calls (RPCs) to move the data (Figure 4.14(b)). In this approach, the remote procedure calls include all of the stream data directly inside the downstream procedure invocation. In this implementation, the output stream data is written to the partition, but also pulled from the partition into the procedure scheduler upon commit, returning the entire result set as an output value. The procedure scheduler for $SP_i$ on partition $P_i$ parses that output value and includes it in any downstream invocations. If the downstream procedure $SP_{i+1}$ is located on another partition $P_2$, the procedure scheduler $Sched_i$ will then serialize the output stream for movement across a TCP connection along with the transaction invocation. When the procedure scheduler $Sched_{i+1}$ receives the procedure invocation, it deserializes the same input stream. When the transaction invocation is executed as a transaction, the data is passed as an input parameter.

The primary advantage to this approach is that most of the steps can be executed in parallel.
to transactions being executed on $P_1$ and $P_2$. Once the result set is returned to the Partition Engine, the transaction coordinator can immediately begin executing the next transaction in its queue. The serializing, data transfer over the network, and deserializing can all take place parallel to the meaningful transaction work. Remote procedure calls are executed via two-phase commit protocol, ensuring that the data transfer is atomic and consistent. The output stream data is by definition immutable, which makes the approach possible and provides data isolation.

In order to ensure the durability of the stream movement in the face of system failure, it is necessary to additionally write the result set of each transaction to a stream object in the Execution Engine. This write takes place on the location of $SP_i$’s execution. It is used to recreate transaction invocations that were lost in the event of a failure. As detailed by the recovery algorithms of Section 3.2.4, the batches in the output stream are compared with the executions that result from the transaction log, and any missing transaction invocations are reconstructed based on the output stream data.

Note that this version of the MOVE operation could be considered more of a COPY, as the original batch remains in the stream object until garbage collection. Garbage collection takes place during a global data snapshot, as downstream transactions will no longer need to be reconstructed at that point. Garbage collection of a batch may also occur once that batch has reached completion of the entire dataflow graph.

Despite the additional overhead, the added parallelism opportunities of the remote procedure calls vastly improves both latency and throughput of a transactional streaming system. While MOVE operations still involve a performance cost, they are no longer prohibitive with this technique.

### 4.6 Performance Comparisons

We present the results of our experimental study comparing various configurations of distributed S-Store to one another, or against our main-memory OLTP predecessor H-Store. To evaluate performance, we compare maximum possible system throughput (at an equally-high input rate) using a latency bound indicating the average end-to-end time of a batch completing an entire dataflow graph. Unless otherwise specified, we measure the throughput in terms of tuples per second, use a latency bound of one second, and use a fixed batch size of 10 tuples per batch.

All experiments were run on a cluster of machines using the Intel Xeon E7-4830 processors running at 2.13 GHz. Each machine contains a total of 64 cores and 264 GB of memory. In some cases, we limit each machine to only a certain number of S-Store partitions allocated to any single machines, but we never limit the processing power of the machines.
4.6.1 Scheduling Performance: Pipeline-Parallelizable Workloads

To demonstrate the performance of our Distributed Localized Scheduler, we created a large toy benchmark designed to maximize the flexibility of distribution of a dataflow graph. The benchmark consists of 32 stored procedures, each connected in series in a dataflow graph (Figure 4.15(a)). Each stored procedure takes in a batch of tuples which feature a tuple-id/tuple-value pair. It accesses a single, unique table, that is entirely contained on a single S-Store partition. The stored procedure either reads from the table with 90% probability, or writes to the table with 10% probability (determined by the client when the input batch is created). Pipeline parallelism is employed by evenly distributing the tables across all available machines, and assigning the stored procedure schedulers to the optimal nodes in the DLS case (Figure 4.15(b)). Each machine was limited to four data partitions, meaning that the total number of partitions used for each experiment is four times the number of machines.

First, we compare our DLS solution to a centralized scheduler configuration within S-Store.
Figure 4.16: Scheduler Experiment (32 SP Workload)

(Figure 4.16(a)). The data points of 1, 2, 4, and 8 machines (4, 8, 16, and 32 partitions, respectively) were chosen because each is able to evenly divide the 32 stored procedure workload, thus highlighting the difference in scheduler performance. S-Store is able to gain significant performance improvement using the distributed localized scheduler rather than a centralized scheduler. The distributed scheduler allows S-Store to scale linearly as more machines are added (up to the point at which the workload is fully parallelized). By contrast, central scheduling becomes a major throughput bottleneck, as almost all transactions must be run remotely. Instead, the DLS configuration only communicates between schedulers for downstream invocations, and each scheduler is located on the same node as the data its SP accesses.

Additionally, we compare against an H-Store configuration which has a dataflow graph implemented in the client, but sends its transactions to the system asynchronously (Figure 4.16(b)). Because the transactions are sent asynchronously, batch ordering is not maintained in this scenario.
It is important to note that to provide batch ordering guarantees in H-Store, all transactions would need to be sent in series, destroying any opportunity for parallelism [110]. H-Store’s client is able to asynchronously submit transactions to the engine without concern for the order in which they execute, so it might be expected that it would achieve a very high performance and scalability. However, because H-Store is still relying on the single location of its client for all of its streaming transaction scheduling, it incurs a similar communication cost to the central scheduler. Beyond roughly 4 machines, this becomes a bottleneck and limits scalability.

4.6.2 Dataflow Partitioning and Design for Pipeline-Parallelism

In workloads where transaction boundaries are flexible, intelligent division of reads and writes within operator boundaries is crucial for distributed performance. This provides better opportunities to shard state and processing in a way that minimizes communication costs and maximizes load balancing potential (Section 4.3.3).

To demonstrate this, we posit a workload that writes, then reads, from a single table, then performs the same actions on another table. This continues for a total of 16 separate tables, T1 through T16. First the value of a set of tuples is updated in T1 (by adding a specified amount), then the next set of tuple-ids is read from the same table. That set of tuple-ids is used to determine which tuples to update in T2, and so on. We assume that while the reads and writes must take place in a specified order, the specific transaction boundaries are fluid (i.e. all 16 tables do not need to be
This experiment explores the performance difference between multiple dataflow configurations, as illustrated in Figure 4.17. The 16 writes and 16 reads can be organized in a variety of operator configurations, from all in a single stored procedure, to 16 stored procedures (each of which writes and reads a single table), to 32 stored procedures (each performing a single write or read). Similarly, a variety of table partitioning configurations can be used. All 16 tables can be placed on a single partition, they can be divided evenly across 4 partitions (4 tables apiece), or divided across 16 partitions. In all cases (besides the single-partition case), the partitions are evenly divided across 4 machines, and it is assumed that the procedure schedulers are optimally located on the same machine as the data they access.

As you can see in Figure 4.18, the best performance for each partitioning configuration is achieved when the number of stored procedures in the dataflow graph matches the number of partitions being accessed. When there are fewer stored procedures than partitions, each transaction will access multiple tables across multiple partitions, thus incurring a distributed transaction cost. By contrast, when the number of stored procedures exceeds the number of partitions, additional overhead is incurred for beginning and committing the additional transactions. Extra communication cost is also accrued as data is passed from one SP to the next. Ideally, the workload is divided across as many partitions as possible, with the number of procedures accessing the state matching the number of partitions. That way each procedure is single-sited, and each partition is able to perform transactions in parallel.
4.6.3 Data Stream Movement

In order to demonstrate the performance benefit gained from our RPC MOVE implementation, we developed a micro-benchmark that almost exclusively MOVEs data from one node to another. The workload consists of two stored procedures \( SP_1 \) and \( SP_2 \), each of which does a write to its own partition \( P_1 \) and \( P_2 \), with a cross-node movement in between (\( SP_1 \rightarrow SP_2 \)). In the “Distributed Txn” case, these stored procedures are separated by a third SP which deletes the data from the stream object on \( P_1 \) and writes it to \( P_2 \) in a distributed transaction (making the full dataflow graph \( SP_1 \rightarrow MOVE \rightarrow SP_2 \)). The results are found in Figure 4.19.

In all cases, the RPC MOVE achieved a significantly better maximum throughput than the Distributed Txn case, but the difference became much more pronounced as the batch size was increased and more data was passed between nodes. While both configurations were able to improve their throughput (in terms of tuples per second) with an increased batch size, the RPC MOVE separated itself through its ability to move batches asynchronously between nodes, without the need to hold a lock on either touched partition during the MOVE.

4.6.4 TPC-DI Performance Comparison

To test the overall scalability and performance of a pipeline parallelized workload, we implemented a portion of the TPC-DI workload described in Section 4.3.2. Specifically, we implemented the dataflow graph associated with the ingestion of new Trade data items.

We implemented the design from Figure 4.20 with the assumption that each stored procedure runs on a separate partition containing the table(s) it requires. We compare the performance of this
design against a variety of H-Store configurations: one using H-Store’s default hashing scheme for each table and running all operations in a single distributed stored procedure, one matching the state configuration of S-Store (i.e. each table gets its own partition) and running a single stored procedure, and a third mimicking the S-Store configuration as best as possible and implementing the dataflow graph in the client. Each configuration is run on 4 partitions, with those partitions either being located on a single node, across multiple nodes running on the same machine, and across 4 separate machines. All performance was recorded in terms of throughput in tuples-per-second, with a 1 second latency bound for the entire dataflow.

As can be seen in Figure 4.21, S-Store is able to utilize pipeline parallelism to get strong performance regardless of configuration. Because the stream movement is negligible in terms of through-
put and each transaction is single-sited and locally scheduled, performance is consistent even across several machines. H-Store is able to achieve similar performance if the workload is similarly divided into four single-sited procedures, but because the dataflow is implemented in the client, additional communication is incurred at each stored procedure. Additionally, this configuration does not provide batch ordering guarantees. When the workload is instead implemented as a single distributed SP, performance suffers greatly. The distributed transaction is not horribly expensive when kept to partitions on a single node, but as soon as multiple nodes are involved, performance grinds to a halt.

Due to the combination of distribution techniques discussed in this chapter (pipelined division of operations, distributed localized scheduling, and optimized RPC stream data movement), S-Store is able to maintain practically the same parallelized performance across four partitions, regardless of whether those partitions are all located on the same node or across multiple machines.

4.7 Conclusions

Distribution of transactional streaming workloads can potentially require suffocating coordination costs if not implemented in a way that takes advantage of the workload being distributed. While distributed transaction execution mechanisms can be inherited from main-memory OLTP systems, maintaining global dataflow and batch ordering in a shared-nothing environment requires additional consideration. Global ordering can be maintained by utilizing the serializability guarantees of shared-nothing OLTP. A scheduler, either centralized or decentralized, can manage the transaction IDs and timestamps such that batches are executed in the expected order. Additional mechanisms allow the ability to abort and restart dependent transactions in case of a parent transaction’s failure.

Streaming systems involve a lot of moving stream data state from one location to another, and transactional streaming is no exception. It is a high priority to be able to move immutable stream state transactionally without hindering workload performance. We accomplish this by passing state through asynchronous transaction invocations backed by two-phase commit.

Database design plays an enormous part into finding an efficient approach to distributing the workload. In cases where data parallelism is possible, it is most efficient to break a batch into multiple subbatches and centrally schedule each subbatch on the corresponding partition with the data it need. This relaxes the atomicity guarantee of batch processing, but comes at large gains for performance. For many other workloads, pipeline parallelism is most efficient. In these situations, it is more efficient to utilize distributed local scheduling, bringing the scheduling of each stored procedure to the node on which it will run.

System performance varies wildly depending on how well these elements are accounted for when designing the database for specific workloads. In Chapter 5, we discuss use-cases for dis-
tributed transactional streaming, and in Chapter 6, we discuss the potential for automating some of these decisions to prevent the need for expert advice.
Chapter 5

Streaming Data Ingestion

One of the core use-cases for transactional streaming is the opportunity it opens for streaming data ingestion. In this chapter, we explore how distributed transactional streaming can lead to the implementation of a new data ingestion architecture.

Data ingestion is the process of getting data from its source to its home system as efficiently and correctly as possible. This has always been an important problem and has been touched on by many previous research initiatives like data integration, deduplication, integrity constraint maintenance, and bulk data loading. This process sometimes goes under the name of Extract, Transform, and Load (ETL) [95, 154].

Modern applications, however, put new requirements on ETL. Traditional ETL is constructed as a pipeline of batch processes, each of which takes its input from a file and writes its output to another file for consumption by the next process in the pipeline, etc. The reading and writing of files is cumbersome and very slow. Older applications, such as data warehouses, were not that sensitive to the latency introduced by this process. They did not need the most absolutely current data. Newer applications like IoT (Internet of Things), on the other hand, seek to provide an accurate model of the real world in order to accommodate real-time decision making.

For modern applications in which latency matters, ETL should be conceived as a streaming problem. New data arrives and is immediately handed to processing elements that prepare data and load it into a DBMS. We believe that this requires a new architecture and that this architecture places some fundamental requirements on the underlying stream processing system. An analytics system for demanding applications like IoT are based on the existence of a data store that captures a picture of the world that is as accurate as possible. If correctness criteria are not met, the contents of the analytics system can drift arbitrarily far from the true state of the world.
5.1 Modern Data Ingestion Workloads

5.1.1 Internet of Things (IoT)

There is a strong need to support real-time data ingestion, particularly for demanding new applications such as IoT. Many of the standard problems of data ingestion (like data cleaning and data integration) remain, but the scale at which these tasks must operate changes the solution.

Take for instance self-driving vehicles as an example of an IoT deployment. Today’s cars have many on-board sensors such as accelerometers, position sensors (e.g. GPS, phone), fuel consumption sensors and at least one on-board computer. In the future, cars will also be equipped with communication ability to send messages to other vehicles or to the cloud via sophisticated middleware (streaming system). In cities, it is easy to imagine that this may scale to over a million cars. Such a system will need to offer many services, including for example a warning and a list of nearby gas stations when the fuel tank level is below some threshold.

In this situation, it is easy to see why the traditional data integration process is not sufficient. The value of sensor data decreases drastically over time, and the ability to make decisions based on that data is only useful if the analysis is done in near real-time. There is a necessity to maintain the order of the time-series data, but to do so in a way that does not require waiting hours for a large batch to become available. Additionally, time-series data can become very large very quickly, particularly if sensor sample rates are high. This storage can become extremely expensive, and it is likely that the entirety of the time-series data does not need to be stored to extract the relevant analytics.

We postulate that with a completely fresh look at the data integration process, the analytics, cleaning, and transformation of this time-series data can all be performed by one system in near real-time.

5.1.2 Bulk-Loading ETL

While sensor data and other streaming data sources are a natural use-case, we believe that streaming ETL can have benefits for traditional data ingestion as well. One example is the retail brokerage firm application, streaming TPC-DI, which was described in Section 4.3.2. These types of workloads typically involve the extraction and transformation of data from a variety of sources and source formats (e.g. CSV, XML, etc.), and are usually processed in large batches. Once processed, all data is accessible within the data warehouse. The full data ingestion stack is illustrated in Figure 5.1.

Obviously, there is usually very heavy latency associated with this type of process. Frequently, data arrives in batches only a single time a day, and all data must be available before processing can
Incrementally processing data as it arrives in a streaming fashion can potentially have major performance benefits.

The main concern when transforming these processes into streaming workloads is the potential loss of state correctness. Without ACID transactional data mutation, there is a high likelihood of losing state consistency over time. With this problem eliminated by transactional streaming, it becomes a much more viable option.

Dividing ETL processing into small, ordered transactions has the added benefit of making the process more granular for the purposes of distributed processing. Ordinarily, ETL operations update state to a variety of relational tables, and may do so in single, large transactions. However, these transactions can require look-ups on data that are sharded on different keys, and thus likely require a large cross-node transaction in a distributed system. Because of its push-based ordered processing, streaming ETL could allow these large distributed transactions to be broken into several small single-sited transactions without damaging correctness.

5.1.3 Polystores

In the past few decades, database systems have gradually become more and more specialized for highly specific workloads. More recently, a trend has begun towards unifying multiple big data systems under a singular umbrella and unified data model. We call such architectures polystores. One major point of research in polystores is the notion of unified data ingestion and catalog maintenance.
Transactional streaming is ideal for such a use-case. This will be further discussed in Section 5.3.

5.2 Rethinking Data Ingestion

5.2.1 Requirements for Streaming ETL

As with any data integration system, streaming ETL must first-and-foremost be concerned with the correctness and predictability of its results. Simultaneously, a streaming ETL system must be able to scale with the number of incoming data sources and process data in as timely a fashion as possible. With these goals in mind, we can list the requirements for a streaming ETL system, which draw from elements of traditional ETL requirements, streaming requirements, and infrastructure/state management requirements (summarized in Table 5.1).

Data Collection

A typical example of an ETL workload generally includes a large number of heterogeneous data sources that may have different schemas and originate from a variety of sources. In the case of streaming data sources, data must be collected, queued, and routed to the appropriate processing channel. A data collection mechanism should have the ability to transform traditional ETL data sources (e.g. flat files) into streaming ETL sources. In this case, the traditional data sources need to be collected by streaming clients that can batch and create input streams. Data collection should scale with the number of data sources to avoid losing information or becoming a bottleneck for processing.

In addition to simply collecting data, some of the data cleaning computation can be pushed to the data collection network. For example, in an IoT application that collects data over a large network of sources, the gateway routers and switches can help with some of the computation via filtering and smoothing of signal data [135]. Another option when router programming is not readily available is to use field-programmable gate arrays (FPGAs) for the same functionality [41]. Some network interface cards also support embedded FPGAs. Even though the computational capabilities and memory sizes of these edge programming nodes are very limited, for large-scale applications such as IoT, the benefit of using this method is quick scalability with the network size.

Bulk Loading

It has long been recognized that loading large amounts of data into a DBMS should not be done in a tuple-at-a-time manner. The overhead of SQL is too high; furthermore, indexing the new data presents a significant issue for the warehouse.

While the ETL processes are revised to a streaming architecture, it must also support mutable shared storage (as mentioned below). Therefore, it should also have the ability to take over some
of the responsibility of the warehouse. For instance, it can store (cache) some of the data that is computed on the input streams. This data can be pulled as needed into the warehouse or as a part of future stream processing. For example, it is possible to store the head of a stream in the ETL engine and the tail in the warehouse. This is largely because recent data is more likely to be relevant for data ingestion than older data.

Another tactic to increase the overall input bandwidth of the system is to suppress the indexing and materialized view generation of the warehouse until some future time. The warehouse would have to be prepared to answer queries in a two-space model in which older data is indexed and newer data is not. This would require two separate query plans. The two spaces would be merged

### Table 5.1: Requirements for Streaming ETL and Their Origins

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Description</th>
<th>Trad. ETL</th>
<th>Streaming</th>
<th>State Mgmt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Collection</td>
<td>Collection and routing of data</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Bulk Loading</td>
<td>Import data at high bandwidth</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Out of Order</td>
<td>Timeseries arriving out-of-order</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Stream Order</td>
<td>Dataflow and batch ordering</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Exactly-Once</td>
<td>No loss or duplication</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Local Storage</td>
<td>Staging and caching</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>ACID Txns</td>
<td>Full ACID state mutation</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Heterogeneity</td>
<td>Variety in collection and storage</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Scalability</td>
<td>Ability to grow with data</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Data Freshness</td>
<td>Low-latency ingestion</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

Table 5.1: Requirements for Streaming ETL and Their Origins
periodically and asynchronously.

**Out of Order Tuples**

This topic relates to data cleaning, but has particular importance to IoT. Whenever one has many millions of devices talking simultaneously, it becomes very difficult to guarantee that the data’s arrival order corresponds to the actual order of data generation. Tuples can be out of time-stamp order or they can be missing altogether. Waiting for things to be sorted out before proceeding can introduce an unacceptable level of latency.

One problem that arises in a network setting with disorder in tuple arrival is determining when a logical batch of tuples has completely arrived. In such a setting, some earlier solutions required that the system administrator specify a timeout value [14]. Timeout is defined as a maximum value for how long the system should wait to fill a batch. If the timeout value is exceeded, the batch closes and if any subsequent tuples for this batch arrive later, they are discarded. We can imagine that for streams that represent time-series (the vast majority of streaming sources in IoT), if a batch times out, the system could predict what that batch would look like based on historical data. In other words, we can use predictive techniques (e.g., regression) to make a good guess on the missing values.

**Dataflow Ordering**

As previously stated, data ingestion is traditionally accomplished in large batches. In the interest of improving performance, streaming data ingestion seeks to break large batches into much smaller ones. The same goes for operations; rather than accomplishing data transformation in large transactions, streaming data ingestion breaks operations into several smaller operations that are connected as a user-defined dataflow graph.

In order to ensure that these smaller operations on smaller batches still produce the same result as their larger counterparts, ordering constraints need to be enforced on how the dataflow graph executes. Streaming data management systems are no stranger to ordering constraints. Intuitively, batches must be processed in the order in which they arrive. Additionally, the dataflow graph must execute in the expected order for each batch. These constraints should be strict enough to ensure correctness while also providing enough flexibility to achieve parallelism.

**Exactly-Once Processing**

When a stream-processing system fails and is rebuilding its state via replay, duplicate tuples may be created to those generated before the failure. This is counter-productive and dangerous. Data ingestion attempts to remove duplicate records, and our system should not insert the very thing that deduplication addresses. Similarly, it is expected that no tuples are lost during either normal operation or failure.
Exactly-once guarantees apply to the activation of operations within a dataflow graph, as well as the messaging between engines that comprise the streaming ETL ecosystem. In either case, the absence of exactly-once guarantees can cause a loss or duplication of tuples or batches.

**Local Storage**

Any ETL or data ingestion pipeline needs to maintain local storage for temporary staging of new batches of data while they are being prepared for loading into the backend data warehouse. For example, in an IoT use case, a large number of streaming time-series inputs from distributed sources may need to be buffered to ensure their correct temporal ordering and alignment. Furthermore, in a distributed streaming ETL setting with multiple related dataflow graphs, there will likely be a need to support shared in-memory storage. While this raises the need for transactional access to local storage, it can also potentially provide a queryable, locally consistent view of the most recent data for facilitating real-time analytics at the OLAP backend.

In addition to temporary staging of new data, local storage may also be required for caching older data that has already made its way into the data warehouse. For example, in our TPC-DI scenario, each incoming batch of new tuples requires look-ups in several warehouse tables for getting relevant metadata, checking referential integrity constraints, etc. Performing these look-ups on a local cache would be more efficient than retrieving them from the backend warehouse every time.

**ACID Transactions**

ETL processes are fundamentally concerned with the creation of state. Incoming tuples are cleaned and transformed in a user-defined manner, and the output is assumed to be consistent and correct. A streaming ETL engine will be processing multiple streams at once, and each dataflow instance may try to make modifications to the same state simultaneously. Additionally, as previously discussed, staged tuples may be queried by the outside world, and cached tuples are maintained from a data warehouse. In all of these cases, data isolation is necessary to ensure that any changes do not conflict with one another.

It is expected that the atomicity of operations is maintained. ETL is executed in batches, and it would be incorrect to install a fraction of the batch into a data warehouse. Additionally, all state must be fully recoverable in the event of a failure. ACID transactions provide all of these guarantees, and are a crucial element to any ETL system.

**Heterogeneity**

Modern data ingestion architectures should provide built-in support for dealing with not only heterogeneous data sources, but also diverse target storage systems. While the former is a well-known problem and has been addressed by traditional ETL and data integration solutions, it is more challenging to apply these solutions at the scale of a large number of streaming data sources as in IoT.
Furthermore, the heterogeneity of the storage systems in today’s big data ecosystem has led to the need for using multiple disparate backends or federated storage engines (e.g., the BigDAWG poly-store [61]). The presence of multiple, heterogeneous targets calls for a data routing capability within the streaming ETL engine. Furthermore, if semantically-related batches are being loaded to multiple targets, it may be critical to coordinate their loading to help the data warehouse maintain a consistent global view.

**Scalability**

Most modern OLAP systems scale roughly linearly in order to accommodate the increasing size of datasets. Ideally, data ingestion should scale at the same rate as the OLAP system in order to avoid becoming a bottleneck. It is important that the data ingestion also be able to keep up with increasing quantities of data sources and items. This means providing the ability to scale up processing across many nodes and accommodating a variable number of connections. Disk and/or memory storage must also be able to scale to suit expanding datasets.

**Data Freshness and Latency**

One of the key reasons to develop a streaming ETL system is to improve the end-to-end latency from receiving a data item to storing it in a data warehouse. When running analytical queries on the data warehouse, we take into account the freshness of the data available in the warehouse. Data freshness can be measured with respect to the most recent data available to queries run in the data warehouse. The more frequently new data arrives, the fresher the warehouse data is. If the most recent data is only available in the data ingestion cache, a query’s data freshness can be improved by pulling that data as it begins.

The end-to-end latency to ingest new data items is also related to data freshness. Refreshing the data frequently in the data warehouse will not help unless new data items can be ingested quickly. Often, achieving the best possible latency is not as crucial as obtaining an optimal balance between high throughput within a reasonable latency bound. Latency bounds can be variable degrees of strict. For example, it may be important that time-sensitive sensor data be processed immediately, as its value may quickly diminish with time. Traditional ETL, on the other hand, frequently has more relaxed latency bounds.

Together, these requirements provide a roadmap for what is expected from streaming ETL. Next, we explore a generic architecture to build a streaming ETL system for a variety of uses.
5.2.2 Streaming ETL System

The architecture of a streaming ETL engine is illustrated in Figure 5.2. We envision a three-tiered architecture for handling the ETL process, comprised of three primary components (data collection, streaming ETL, OLAP backend), as well as the durable migration between them.

Data Collection

In an IoT workload, one expects data to be ingested from thousands of different data sources at once. Each data source submits new tuples onto a stream (likely sending them through a socket), which are then received by a data collector mechanism. This data collector primarily serves as a messaging queue. It must route tuples to the proper destination while continuously triggering the proper ETL process as new data arrives. Additionally, the data collector must be distributed, scaling to accommodate more clients as the number of data sources increases. Fault tolerance is also required to ensure that no tuples are lost during system failure.

The data collector is responsible for assigning logical batches of tuples, which will be consumed together by the ETL engine. While time-series order is naturally maintained with respect to each data source, global ordering can be much more tricky in the presence of thousands of streams. It is the data collector’s responsibility to ensure that the global ordering of the tuples is maintained.

Kafka is a good initial choice for handling the messaging infrastructure in our initial implementation. Apache Kafka is a highly-scalable publish-subscribe messaging system able to handle thousands of clients and hundreds of megabytes of reads and writes per second [96]. Kafka’s combination of availability and durability makes it a good candidate for our data collection mechanism,
as it is able to queue new tuples to push to the streaming ETL engine.

Presently, in our implementation, Kafka serves exclusively as a messaging queue for individual tuples, each of which are routed to the appropriate dataflow graph within the streaming ETL engine. In contrast to our architecture description, all batching currently takes place within the streaming ETL component. In future iterations of the data ingestion stack, the data collection component can be extended to handle more complicated message handling, including the batching of near-simultaneous tuples and perhaps simple filtering operations.

**Streaming ETL**

Once the data has been batched, it is pushed to the streaming ETL engine. The streaming ETL engine features a full library of traditional ETL tools, including data cleaning and transformation operators. Following a user-defined dataflow graph of operators, incoming batches are massaged into normalized data ready for integration with a data warehouse. Frequently, reference will need to be made to existing data in the warehouse (e.g., to look-up and assign foreign keys). For these instances, the streaming ETL engine requires the ability to cache established data from the warehouse, as constant look-ups from the warehouse itself will quickly become very expensive.

Once the data has been fully cleaned and transformed, it remains staged in the streaming ETL engine until the data warehouse is ready to receive it. Because there may be multiple data warehouses storing a variety of data types, the streaming ETL engine must be able to route outgoing data to the appropriate warehouse, much like the data collection mechanism routes its output. Additionally, the streaming ETL engine must be scalable to support expanding amounts of data, and fault-tolerant to ensure that its results are recoverable in the event of a failure.

In addition to the ETL library, the streaming ETL engine also requires various support features found in most databases. For instance, to ensure consistency of the outgoing data, transactions are required. Local storage is needed for both staging and caching, and dataflow scheduling and recovery must be managed within the engine.

Transactional streaming in general, and S-Store in particular, is an ideal choice for the Streaming ETL component. It provides the dataflow ordering and exactly-once guarantees of stream processing, while also handling all of the ACID state management locally. Additionally, it is queryable from the outside world, and able to scale with the amount of data it receives.

**OLAP Backend**

The OLAP backend consists of a query processor and one or several OLAP engines. The need to contain several OLAP systems is rooted in variations in data type; some data are best analyzed in a row-store, some a column-store, some an array database, etc. Each OLAP engine contains its own data warehouse, as well as a delta data warehouse which stores any changes to be made to
the dataset. The delta data warehouse contains the same schema as the full warehouse, but may be missing indexes or materialized views in order to allow for faster ingestion. The streaming ETL engine writes all updates to this delta data warehouse, and the OLAP engine periodically merges these changes into the full data warehouse.

The OLAP backend also requires a query processor, preferably one that is able to access many of the underlying OLAP engines. If this is not possible, multiple query processors may be needed. When a data warehouse is queried, the corresponding delta table must also be queried (assuming that some of the results are not yet merged). Potentially, if the user is looking for the most recent data, the query processor may query the staging tables in the streaming ETL engine as well. The user should have the ability to choose whether to include staged results, as they may affect query performance.

Clearly the OLAP backend depends on the type of data being stored, but in the general case, a polystore is ideal for this component. More on polystores in the next section.

**Durable Migration**

Batches are frequently moved between the Data Collection, Streaming ETL, and OLAP Backend components, and mechanisms are needed to ensure that there is no data lost in transit. At the bare minimum, any failure as a batch is moved between components should result in the data being rolled back and restored to its original location. Additionally, the migration mechanism should be able to support the most strict isolation guarantees of its components. We believe that ACID state management is crucial for a Streaming ETL component, and therefore the migration mechanism should support fully ACID transactions.

Migration is expensive, and it is important that it primarily takes place at a time when the individual components are not overloaded. Take an example of migrating data between the Streaming ETL and OLAP Backend components. The OLAP Backend may frequently handle long-running queries that are both disk and CPU intensive. While the delta data warehouse can help with this, it is important to coordinate migration around those queries. Similarly, there may be scenarios in which the Streaming ETL engine is overworked. Developers should have the option to implement either a push- or pull-based migration model, depending on the structure of their ETL workload. If the Streaming ETL is the bottleneck, or if fresh data is a high priority, then new data should periodically pushed to the OLAP backend when it is ready. If long-running OLAP queries are the priority, then the backend should pull new data when there is downtime.

In our implementation, durable migration is provided via the messaging connection between S-Store and BigDAWG, our polystore OLAP backend.
5.3 Real-time Data Ingestion for Polystores

Big data problems are commonly characterized along multiple dimensions of complexity including volume, velocity, and variety. Earlier system solutions focused on each individual dimension separately, targeting different classes of computations or data types (e.g., batch/OLAP [2] vs. real-time/streaming [151], graphs [107] vs. arrays [40]). This led to a heterogeneous ecosystem, which has become difficult to manage for its users in terms of programming effort and performance optimization. Furthermore, large-scale big data applications rarely involve a single type of data or computation (e.g., [128]). As a result, integrated architectures (e.g., [10, 7]) and new hybrid systems (e.g., [4, 47, 19, 67]) have started emerging.

The polystore architecture and its first reference implementation BigDAWG represent a comprehensive solution for federated querying over multiple storage engines, each possibly with a different data and query model or storage format, optimized for a different type of workload [61]. One of the main design principles of BigDAWG is that it tightly integrates real-time and batch processing, enabling seamless and high-performance querying over both fresh and historical data.

We envision an architecture where all new data enters the polystore as a stream. Streams can arrive from multiple sources, at high rates, and must be reliably and scalably ingested into the system on a continuous basis. During this ingestion phase, various transformations that prepare the data for more sophisticated querying and storage can be applied. For example, raw input streams may be merged, ordered, cleaned, normalized, formatted, or enriched with existing metadata. The resulting streams can then be used as inputs for immediate, real-time analytics (e.g., detecting real-time alerts) and can be loaded to one or more backend storage systems for longer-term, batch analytics. Meanwhile, the polystore continues to process interactive queries that may involve both newly ingested and older data. Therefore, it is highly important that these queries can see a complete and consistent view of the data in a timely manner, regardless of where it is actually stored.

We believe that a stateful stream processing system with transactional guarantees and multi-node scalability support is a good fit for addressing the real-time processing requirements of a polystore system discussed above. Each ETL workflow can be represented as a dataflow graph consisting of ACID transactions as nodes and streams flowing between them as edges. Input streams chunked into well-defined atomic batches are processed through these dataflows in an orderly and fault-tolerant manner. The resulting output batches can then be incrementally loaded to backend stores with transactional guarantees. Furthermore, S-Store has its own in-memory storage engine that can handle adhoc queries and traditional OLTP transactions over shared tables, thereby providing consistent and fast access to most recent data and materialized views derived from it. S-Store’s fast transactional store feature also enables unique optimizations in the BigDAWG polystore such as
caching and anti-caching. Similarly, BigDAWG’s extensible, island-based architecture enables the use of S-Store together with other messaging or streaming systems in a federated manner if needed.

5.3.1 BigDAWG Architecture and Streaming Island

The BigDAWG polystore system unifies multiple systems with varying use cases and storage requirements under a single architecture [61]. It is founded on the idea that “one size does not fit all,” and thus unifying many different storage engines is the best method of handling a variety of specific tasks. The architecture of BigDAWG is illustrated in Figure 5.3.

Because these systems use very different query languages, BigDAWG uses a construct called islands of information, which are front-facing abstractions including a query language, data model, and shims, a set of connections to the underlying storage engines. Each island represents a category of database systems; for example, a relational island may contain traditional database systems such as Postgres or MySQL, while an array island may contain multi-dimensional array databases such as SciDB [40]. Individual systems may be included in multiple islands, if they fall under multiple categories.

Individual systems under BigDAWG may migrate data between one another using a cast operator. These operators transform the data from the host system into a serialized binary format which can then be interpreted by the destination system. The cast operator allows for an efficient method of moving data to a specific storage engine that may be more efficient at carrying out the operation. For instance, if the user is looking to join a table from Postgres to a SciDB array, it may be most efficient to migrate the array into Postgres (transforming it in the process) and perform the join there.

As with other data types, BigDAWG must be able to manage incoming streaming data, and
should provide the user with a unified method of querying those data streams. In addition to S-Store, BigDAWG should be able to support other contemporary streaming data management systems such as Spark Streaming [168] or Apache Storm [151]. As is the case with other categories of data types, BigDAWG has need of a streaming island in order to manage the unique needs of streaming data.

Due to the nature of streaming data, the streaming island must be substantially different than the islands described previously. While most islands are pull-based in nature, streaming island is inherently push-based. Multiple data sources can be connected to this streaming island, as well as multiple stream ingestion systems. One of the primary functions of BigDAWG’s streaming island should be to direct streaming data into the proper ingestion system(s). In this way, streaming island serves as a publish-subscribe messaging module, and should perhaps be partially implemented using an engine that specializes in scalable messaging, such as Apache Kafka [96].

The second functionality required by streaming island is the ability to view and pass results from continuous queries. To propagate the push-based nature of streams, streaming island must be able to trigger other operations, including pull-based operations from non-streaming systems. One simple example of such an operation is a user-facing alert. Take, for instance, a MIMIC medical application that is monitoring heart rate in real time. If conditions are met that indicate abnormalities in the heart rate, the streaming application may need to send an alert to a doctor.

In addition to the push-based functionality, other non-streaming systems may need to be able to poll the results of a continuous query at any time. The streaming island should facilitate this as well, either by temporarily storing the results of the query, or simply serving as a pass-through for the pull-request to the appropriate streaming system.

5.3.2 Push vs Pull in ETL Migration Queries

Cross-system data storage and management is an obvious challenge in polystores. If the same data items are needed in separate queries, each of which can be best handled by different systems, then where should those data items be located for the best possible performance?

Streaming ETL is a strong example of such a problem. Let’s consider a situation in which S-Store is performing streaming ETL for Postgres (illustrated in Figure 5.4). Ideally, S-Store is able to perform transformations on incoming data independently of Postgres. However, the transformation process will frequently require referencing existing data within the target system. An S-Store query that requires Postgres data can be executed in one of a few possible ways:

1. **Cross-System Query** - The required data remains in Postgres. The S-Store query must be executed as a cross-system transaction that accesses the target data a single time, and immediately forgets it once the transaction commits. This is very expensive, especially if a similar
query will be run in the near future.

2. **Replication** - The required data is cached in S-Store from Postgres. After the copy is made, the S-Store query can be run locally and is inexpensive. However, maintaining the correctness of the S-Store cached copy is expensive in the event that the required data is modified in a Postgres query.

3. **Migration** - The required data can be moved into S-Store (and removed from Postgres). The S-Store query can be run locally and is inexpensive, especially in the event of repeated queries on the same data. However, if a Postgres query requires access to the data, it will need to be run as a cross-system query.

As this example illustrates, there are three primary solutions to the data locality problem: replication, migration, and cross-system querying. Each solution comes with benefits and drawbacks, and the optimal approach will always depend on the specific case. Further research has been put into exploring these trade-offs, and developing a cost-model which quantifies the options and informs a query planner about which approach is ideal for a given situation [59].

The introduction of streaming ETL and cross-system caching brings up important questions: what is the cost of moving data between systems? Is it more expensive to periodically update a copy of the data in another system, or to pull data across systems each time it is needed? Does pushing some of the query-planning into the island level improve cross-system query performance?

In order to compare potential query plans, we have constructed a simple experiment that compares two query plans for a UNION query. Let’s assume that S-Store is being used as an ingestion
A user wishes to run a full table scan on the ORDERS table, using the simple query "SELECT * FROM ORDERS." Because S-Store is ingesting tuples into the ORDERS table and incrementally sending them to Postgres, a percentage of the ORDERS table lives in each system. To accomplish a full table scan on ORDERS, the tuples in S-Store must be combined with the tuples from Postgres, effectively making the query "(SELECT * FROM S-Store.ORDERS) UNION (SELECT * FROM Postgres.ORDERS)." Two methods of executing the UNION query (illustrated in Figure 5.5) are:

i. migrate the data from S-Store to Postgres, and perform the UNION in Postgres, or

ii. pull all resulting tuples into the Relational Island, and perform the UNION there.

This experiment was run on an Intel® XEON® processor with 40 cores running at 2.20 GHz. S-Store was deployed in single-node mode. Migration from S-Store to Postgres is implemented as a binary-to-binary migration. It is assumed that the pipe connection between the two systems is already open, and thus pipe set up time is ignored in the migration results. Queries are submitted to both systems via JDBC. A total of 200,000 tuples were contained within the ORDERS table, a percentage of which were stored in S-Store and the rest in Postgres.

As can be seen in Figure 5.6, the most efficient query plan depends on the amount of data being held in the S-Store and Postgres tables. The cost of migrating tuples from S-Store to Postgres increases linearly with the number of tuples being transferred. If 25% or fewer tuples are held in the S-Store table, then it is more efficient to migrate the tuples into Postgres and do the UNION there. However, by executing in this way, the data from S-Store is effectively being moved twice: once to Postgres, and then again to the client. Thus, if more than 25% of the tuples are in S-Store, then it becomes faster to instead transfer all results to the Relational Island and do the UNION there. This has the added benefit of being able to pull results from both systems in parallel. As a result, the

---

1While TPC-DI is a more realistic workload for streaming ETL than TPC-C, results were unavailable as of this writing.
There are additional aspects to consider with these preliminary results. For instance, if the query is repeated on a regular basis, then it becomes more efficient to migrate the tuples into Postgres, even if the initial migration is more expensive. In the case of streaming ETL, incremental loading is an effective method of spreading the cost of the migration over time and providing quicker access for Postgres queries.

Also note that the UNION operator is relatively inexpensive to perform. In the case of UNION-ing within the relational island, result sets only need to be stored long enough to be concatenated and sent to the client. More complicated query plans, including joins and nesting, will increase the complexity of processing required within the Relational Island. It is likely that it is more efficient to perform complex queries within a mature specialized system such as Postgres, even if it means migrating large amounts of data. We will explore these kinds of issues in more detail as part of our ongoing research.

5.4 Conclusions

This chapter makes the case for streaming ETL as the basis for improving how up-to-date the data in a warehouse is, even when the implied ingestion rate is very high. We have discussed the major functional requirements such a streaming ETL approach should address, including embedded local
storage and transactional guarantees. We have then described a system architecture designed to meet these requirements using a transactional stream processing system as its base technology for ingestion.

Additionally, we described a polystore called BigDAWG and the role of a streaming engine in BigDAWG. S-Store supports transactional guarantees, making the system much more reliable for managing shared state. This prevents inconsistent updates from working their way into the other storage systems that constitute BigDAWG. We have briefly described how S-Store can also act as an ETL system, providing services such as data cleaning, data integration, and efficient data loading.
Chapter 6

Preliminary Work: Automatic Database Design

The distribution techniques of Chapter 4 and the target use cases of Chapter 5 strike a delicate balance between complicated workloads and the tools with which to scale them outward with high performance. Optimal database design is not necessarily intuitive, and performance will suffer greatly without it. Ideally, much of the database design is done automatically for the user, saving him or her a large amount of time and energy.

In this chapter, we explore preliminary research in automatic database design. We define what fundamental principles apply to good design in Section 6.1. We devise a model that represents the relationship between state and processing in Section 6.2. We then use that model to form a cost model for designs in Section 6.3 and then apply that cost model to an automated partitioning algorithm in Section 6.4

6.1 Principles of Good Design for Transactional Streaming

As with any database management system, there are principles of good design that must be followed in order to make the best use of the available resources. While simple designs can be created manually by hand, the addition of many stored procedures and shared state can quickly create an extremely large search space which becomes unwieldy even for an expert. To achieve best-possible scalability, database administrators (DBAs) need to keep in mind these best practices for placing both processing and state onto physical nodes in a way that achieves the best possible throughput.
6.1.1 State Co-Location

As with traditional shared-nothing database systems, the communication cost of moving data across nodes is the major bottleneck to scalability. Distributed transactions that request data across S-Store partitions are extremely expensive. In this respect, S-Store is very similar to any shared-nothing system, and data co-location is crucial to overall workload performance, as shown in Figure 6.1. If a transaction accesses multiple different types of state, it will execute much more efficiently if all of the state it needs lives on a single partition.

![Figure 6.1: State Co-Location](image)

Because S-Store dataflow graphs are composed entirely of user-defined stored procedures, nearly the entire workload is highly predictable (with the exception being ad-hoc OLTP transactions). Ideally, the entire workload is comprised of locally-run transactions such that data access across nodes is unnecessary. It is impossible to completely remove distributed transactions from the workload, but they can be minimized by co-locating state. There are a number of established techniques for co-locating state in a shared-nothing system (described in Section 7.7); the novelty of the challenge with respect to S-Store is weighing the cost of state co-location with other optimization concerns.

6.1.2 Processing Co-Location

In addition to remote data access, S-Store must also consider a second communication cost: the cost of triggering a downstream stored procedure and moving stream data from one site to another. This communication cost is very similar to the cost considered by traditional distributed stream processing systems, described in Section 7.7. It is directly related to the amount of data transferred over the stream (i.e. the selectivity of the stream) and the frequency with which the transfer takes place. As such, it is less expensive to co-locate two consecutive stored procedures in a dataflow graph on the same node, as shown in Figure 6.2.
MOVEs are specialized distributed transactions, with full transactional properties (most relevantly, fault tolerance). However, unlike the distributed transactions involved with remote data access, the MOVE operation can be heavily optimized as described in Section 4.5. This is due to the append-only nature of streams, and the exactly-once guarantees that S-Store provides. Again, the process of distributing a streaming data management system is a well-studied problem; the novelty introduced with S-Store is the consideration of state in addition to the processing.

### 6.1.3 Load Balancing

In S-Store’s system design, because transactions are assigned to specific nodes, the workload bottleneck will be determined by whichever node and partition is most heavily overworked. While co-location is important to efficient operation, even distribution of the processing load is also crucial. In a distributed streaming system, a dataflow graph is only able to achieve the maximum throughput equal to the slowest operator in the chain. The maximization of the overall throughput of the workload requires the minimization of the processing bottleneck, as shown in Figure 6.3.

![Figure 6.2: Processing Co-Location](image)

There are two keys to minimizing the processing bottleneck, both of which rely on the natural predictability of a dataflow graph workload. First, assuming each transaction requires a predictable amount of processing time, each one can be assigned to a node in such a way that maximizes the processing potential of available resources. In addition to balancing processing, balancing state
placement across nodes is also necessary. Load balancing via state placement is particularly beneficial for handling skew; isolating “hot” data items (i.e. data items that are frequently accessed) can better distribute processing for the operations that access those items.

Frequently, load balancing is directly at odds with both state and processing co-location. Improving one may negatively impact the other. Thus, it is important that each is properly weighted when evaluating the best database design.

6.1.4 Dataflow Partitioning (Pipeline Parallelism)

When designing the database, it is important to consider not just the assignment of state and processing, but also the design of the dataflow graph itself. S-Store dataflows allow for transactions to trigger one another, but do not force triggered transactions to execute immediately. This allows for flexibility in both the assignment of processing across nodes and increases the opportunities for parallelism. Each transaction is made up of one or more operations, which may or may not access state. If these operations must be performed atomically, then they belong together in a transaction. If the atomicity between them is more flexible, however, then they can potentially be divided into two or more transactions, as shown in Figure 6.4.

![Dataflow Partitioning](image)

Figure 6.4: Dataflow Partitioning

Dividing operations into as many transactions as possible improves the possibility for pipeline parallelism within S-Store. Additionally, the less frequently state is accessed by a single transaction, the less likely it is that the transaction will need to be distributed across multiple partitions. It follows that when designing a dataflow graph, it is prudent to make each transaction as lightweight as possible in order to provide more scheduling options. S-Store can always execute two sequential transactions serially, but it cannot divide a single transaction in an attempt to improve performance. Separating operations into as many transactions as possible also improves the modularity of the
dataflow graph, allowing for flexibility in assigning and co-locating state and processing (discussed further in Section 4.3.3).

6.1.5 Procedure Partitioning (Data Parallelism)

When designing a distributed system, pipeline parallelism can only take you so far. In order to achieve near linear scalability, data parallelism is usually required. The difficulty in parallelizing the processing within S-Store is that ACID transactions are very rigid in their execution. How do we employ data parallelism for transactions that are executed on large batches that access a variety of partitioned data?

![Figure 6.5: Procedure Partitioning](image)

The answer is the creation of an optimized distributed transaction capable of executing in parallel but committing as a single transaction. A transaction has to meet two criteria. First, the shared state that is accessed must either be all partitioned on a single key or replicated. It is also possible that no shared state is accessed, as is the case with purely streaming workloads. Secondly, there must not be any dependencies between operations that access the data items.

If these criteria are met, then it is possible to divide the transaction into fragments, each of which can be executed on a separate partition in parallel, as shown in Figure 6.5. These fragments are created, distributed, and then commit together using two-phase commit. In the event that the conditions are not met, but data items from multiple partitions must still be accessed, then a typical distributed transaction must be used instead.

6.1.6 Interactions Between Design Principles

While each of the five design principles (State Co-Location, Processing Co-Location, Load Balancing, Dataflow Partitioning, and Procedure Partitioning) have clear benefits when examined in-
Table 6.1: Principles of Good Design

dependently, individual design choices become much more difficult when all five principles are examined together. Many of the principles, such as Processing Co-Location and Load Balancing, are frequently directly at odds with each other, making it difficult to determine the best design for a specific situation without careful analysis. The interactions between these principles are represented in Table 6.1.

Additionally, the Dataflow and Procedure Partitioning design principles are very complicated and may influence the programming model. In the case of Procedure Partitioning, the user must be aware of a partitioning key on which the processing can be split into multiple independent processes, and the database must be designed such that the required state is located on the same node as the processing. Dataflow Partitioning becomes even more complicated, as splitting operations across two stored procedures fundamentally changes the transactional semantics of those operations. Both Procedure and Dataflow Partitioning require careful analysis of the internal operations of the stored procedures, and should be largely left to the users’ discretion.
Putting the principles of good design into practice can be a tedious task for a developer. Each principle may be directly at odds with others, leading to a push-and-pull of fine-tuning designs to find the best possible performance. Ideally, the system is instead able to determine the best (or, at least, a near-optimal) design given a set of constraints. The main thrust of our proposed ongoing research lies in determining good database designs automatically, using the principles described above.

6.2 Modeling the Relationship between State and Processing

To model database designs, we take inspiration from Schism [53], an automatic database designer for OLTP workloads. Schism seeks to horizontally partition a database in a way that minimizes the number of costly distributed transactions. It accomplishes this by representing the relationship between tuples as a graph. Nodes of this graph represent pieces of state (tuples), and the edges represent whether those tuples are accessed together in a transaction according to a workload trace. Once this graph has been determined, Schism then uses a graph-partitioning algorithm to determine a state-partitioning scheme that results in the fewest number of distributed transactions.

We can follow a similar approach when partitioning the state being accessed by dataflow graphs, but with one important distinction: in addition to partitioning the state, we must also consider how best to partition our processing as well. To accomplish this, our graph includes more variables, but the fundamental goal of even partitioning at a minimum cost is maintained.

6.2.1 Workload Analysis

To build a representative graph, the first task must be to analyze the given workload. Specifically, information must be gathered on which stored procedures access which state, and which stored procedures trigger which downstream stored procedures. Depending on the granularity with which we are partitioning, the state access can be evaluated as coarsely as "procedure $SP$ accesses table $T$", or as finely as "procedure $SP$ accesses tuple $U$ with likelihood $L$." This data is most easily collected via a workload trace, in which the dataflow graph runs for a set period of time and statistics are collected about state and processing access.

6.2.2 Graph Representation

Once we have collected statistics about which stored procedures are related to which state and other stored procedures, it is time to build our graph of connections between state and processing. Unlike Schism, which considers only state-to-state relationships, we consider two different types of
relationships: state-to-state and processing-to-state. This means that both state and processing must be represented as nodes in the graph, while their interactions are represented by weighted edges. Thus, we consider two different types of nodes in our graph representation:

**State Nodes** represent each piece of state in the system. Depending on how granular the statistics and eventual partitioning is, state nodes can represent any quantity of state, from a table to a tuple. Each state node has a *memory cost* associated with it, which represents the amount of space in memory the state occupies.

**Processing Nodes** represent each stored procedure in the dataflow graph(s). A processing node may either represent an entire stored procedure, or a portion of one in the case of partitionable procedures. Each processing node has a *processing cost* associated with it, which is an arbitrary representation of how much CPU processing resources are needed to complete a transaction.

These two types of nodes are then connected with two different types of edges:

**Processing-to-Processing Edges** represent the relationship between two stored procedures in a dataflow graph. If $SP_n$ is connected to $SP_{n+1}$ in a dataflow graph, then these nodes are connected via a processing-to-processing edge. Each P-to-P edge may have a weight associated to it, which represents the relative cost of separating the two nodes.

**Processing-to-State Edges** represent the relationship between a stored procedure and the state it accesses. Each P-to-S edge may have a weight associated to it, which represents the relative cost of remotely accessing the state that lives on another partition.

Note that state-to-state edges are unnecessary, as those relationships are evaluated implicitly through pairs of processing-to-state edges connected to a single processing node.

### 6.3 Cost Model

Once the dataflow graph is represented by a graph of nodes and edges, the partitioning of state and processing can be represented by partitioning that graph $n$ ways, where $n$ is the number of machines that are to be used. Additionally, at a finer level, the graph can be partitioned $p$ ways, where $p$ is the number of partitions in the cluster. The goal of the graph partitioning is to divide the workload as evenly as possible across machines while both meeting the specified constraints and minimizing the overhead of distributing state and processing.
In order to evaluate the quality of various designs, we first need to quantify the benefit of each of the core principles of design. The first three principles, state co-location, processing co-location, and load balancing are all relatively easy to quantify, so we begin there.

6.3.1 Quantifying State Co-Location

Measuring state co-location is about detecting the number of distributed transactions in a workload. In the graph representation, distributed transactions are modeled as edges between processing nodes and state nodes (P-to-S edges). These edges are given a weight value that represents how costly it is to separate the processing node from the state node, i.e. how costly the distributed transaction is. The weight may be calculated as a function of the probability the state is accessed by the processing (i.e. how likely is the tuple to be accessed by the stored procedure), or as a function of the selectivity of the query (i.e. how many tuples are read/written from the given stored procedure). For simplicity’s sake, we start by considering an edge cost to be a binary value; either the state is accessed by the processing (value of 1), or it isn’t (value of 0).

To quantify the relative cost of distributed state access, we compare the total cost of distributed state accesses (i.e. cut processing-to-state edges) to the total number of state accesses (i.e. processing-to-state edges, cut or uncut).

$$\text{state co-location cost} = \frac{\left(\sum \text{distributed state costs}\right)}{\left(\sum \text{all state costs}\right)}$$

Or, if we assume all distributed state access costs to be the same:

$$\text{state co-location cost} = \frac{\text{number of cut processing-to-state edges}}{\text{total number of processing-to-state edges}}$$

6.3.2 Quantifying Processing Co-Location

Measuring processing co-location involves quantifying the number of MOVE operations required for a given dataflow graph. MOVE operations are modeled as edges between processing nodes and other processing nodes (P-to-P edges). These edges are given some weight that represents how costly it is to separate two consecutive processing nodes (stored procedures), i.e. how costly the move operation is. The weight may be calculated as a function of the probability that the downstream stored procedure will be accessed, or as a function of how much stream state is passed from one procedure to the other. For simplicity’s sake, we start by considering an edge cost to be a binary value; either two stored procedures are consecutive in a dataflow (value of 1), or it isn’t (value of 0).
To quantify the relative cost of MOVE operations, we compare the total cost of all MOVEs (i.e. cut P-to-P edges) to the total number of connections between procedures (i.e. all P-to-P edges, cut or uncut).

\[
\text{processing co-location cost} = \frac{\sum \text{MOVE costs}}{\sum \text{all processing connection costs}}
\]

Or, if we assume all move operations are weighted identically:

\[
\text{processing co-location cost} = \frac{\text{number of cut processing-to-processing edges}}{\text{total number of processing-to-processing edges}}
\]

### 6.3.3 Quantifying Load Balancing

In addition to measuring the cost of distribution, we also need to measure the benefit of distributing load across machines. We define the processing load on each machine to be the sum of the processing costs of the processing nodes (stored procedures) assigned to that machine. Ideally, if the load is spread evenly, this value should be as close as possible from one machine to another. It is worth noting that the measure of how “overloaded” a machine is is taken relative to its maximum processing power; a machine capable of more CPU cycles than another should also be assign more work. For simplicity, for now we assume that all machines are identical and capable of the same amount of work.

While it isn’t a perfect measure, we can roughly evaluate how evenly the load is distributed by measuring the difference between the most overloaded machine and the least overloaded machine. This value must be normalized by dividing it by the total processing load across all machines.

\[
\text{load balancing cost} = \frac{\max(\text{processing costs on any machine}) - \min(\text{processing costs on any machine})}{\text{all processing costs}}
\]

### 6.3.4 Combining Elements into a Cost Model

There is an obvious push-and-pull nature between balancing the load between machines and trying to minimize the number of distributed transactions and moves. Balancing the load means, at the bare minimum, that some processing elements will be separated across machines. To evaluate a design in the presence of our first three design principles, it is important to weigh the design aspects as is appropriate to the scenario. For instance, in a cluster in which the network between machines has low bandwidth, load balancing may not be as important as minimizing the number of distributed transactions or MOVE operations. Similarly, if the network bandwidth is not a large concern, then distributed transactions and MOVE operations become less expensive on the whole.
To evaluate the cost of all three elements at once, we assign each value a weight:

\[
\text{design cost} = \alpha(\text{state co-location cost}) + \beta(\text{processing co-location cost}) + \gamma(\text{load balancing cost})
\]

On a typical system, \(\gamma\) (the load balancing weight) is going to be the largest number of the three, as we want to weigh our cost model in favor of distribution. The second highest cost is typically \(\alpha\) (the state co-location weight) is second highest, as distributed transactions are extremely expensive. Third highest is \(\beta\), as optimized MOVE operations make processing co-location costs the least concerning. While this is the typical ranking of the three costs, the specific numbers can vary wildly from cluster to cluster depending on the architectural details.

### 6.4 Searching for an Optimal Design

The process of automatically searching for an optimal design contains several steps, all of which happen offline before the database is deployed. First, the database administrator (DBA) must define the dataflow and procedures of the workload. We can then run a workload trace on the resulting dataflow graph, determining the selectivity and probability with which state and processing are connected to one another. From there, we can create a fully-weighted graphical representation, which can be partitioned using our cost model. Finally, we can experimentally evaluate elements of the cost model, make changes to the dataflow and procedure design if necessary, and rerun the automatic designer to iteratively find the best possible design.

#### 6.4.1 Workload Trace

While processing-to-processing edges are defined by the dataflow graph, processing-to-state edges must be determined before the full partitionable graph can be built. Because S-Store is built on top of H-Store, it is able to use Horticulture out of the box as a design tool for suggestion of several elements, including horizontal partitioning key, table replication, and secondary indexes [124]. These suggestions are based on workload traces, and provide best-possible designs for a majority of scenarios. When considering optimal database designs for S-Store, we can take advantage of the fact that dataflow graphs provide very concrete, predictable workloads.

Horticulture is able to detect which stored procedures access which state, and with what probability, by using a workload trace. S-Store can use this same workload trace to determine the relative average runtimes/costs of individual stored procedures. This information can then be applied to the cost model, specifically to the edge weights in the case of state access, and processing node weight...
in the case of relative procedure runtimes. The workload trace must also detect how much information is being passed from SP to SP via stream, as that information is necessary for determining processing-to-processing edge weights.

A workload trace may or may not be required, depending on the granularity of the design. In the TPC-DI example, we already know which tables are accessed by which procedures, and which procedures trigger other procedures; it is directly expressed in the design. Therefore, for a coarse partitioning of state and processing, a workload trace is not needed. However, if state is to be partitioned on the tuple-level, or if edge weights are required for more effective partitioning, then it becomes necessary to know how frequently each stored procedure accesses individual tuples, and the selectivity of the data being retrieved by the database or passed between procedures.

### 6.4.2 Constrained Graph Partitioning

Once the edge weights between processing and state nodes are determined, S-Store’s automatic designer can attempt to partition the graph in \( n \) ways, where \( n \) is the number of machines in the cluster. Constrained, k-way graph partitioning is a well-studied problem, and is known to be NP-complete. However, there are a number of available libraries that use heuristics to find optimal graph
partitioning, including [93, 90, 88, 87]. For instance, because the cost model can be expressed most simply as “balance the load between nodes as much as possible while cutting as few edges as possible,” one obvious heuristic is to attempt to cut edges with a lower cost first. A proof-of-concept implementation has been created using METIS [87], but it is left to proposed work to create a full-fledged implementation using heuristics.

In the TPC-DI example, we first express the workload as a graph representation between state and processing (Figure 6.6(a)). In this example, we assume that all edges carry the same weight, with processing-to-processing cuts and processing-to-state edges being differentiated using the \(\alpha\) and \(\beta\) variables in the cost model (Section 6.3.4). We assume that the state-colocation \((\alpha)\) cost carries a higher weight than the processing-colocation \((\beta)\) cost, meaning distributed transactions in the design are more expensive than the MOVEs. We also assume that load-balancing \((\gamma)\) carries the highest weight of the three.

When evaluating how to partition the Trade.txt dataflow of TPC-DI, there are two goals to consider: the designer is trying to 1) divide costs of processing nodes as evenly as possible while 2) cutting as few edges (edges with the smallest weights) as possible. At the same time, the algorithm must consider costs of memory nodes, ensuring that no node is taking on more state than it can handle (not shown in these examples). In the case of the Trade.txt dataflow example in Figure 6.6(a), we evaluate the cost of the naïve partitioning scheme of placing everything on a single node. While this incurs no distributed transaction or MOVE penalty, the price of placing everything on a single node makes the cost quite high. In the second partitioning example (Figure 6.6(b)), we arbitrarily partition the graph across five nodes without consideration of which cuts to make. While this has a lower cost than the first due to load distribution, it incurs a number of unnecessary co-location penalties. Meanwhile, the optimal design (Figure 6.6(c)) features a relatively low cost. This is because all state is co-located with its processing (easy to do, since state is not shared between the processing nodes), and the load is evenly distributed across the five nodes.

### 6.4.3 Evaluation and Iteration

Once an optimal design is found given the dataflow, procedure, and hardware constraints, it is important to then evaluate the actual performance of this design. This can be done by deploying the newly-generated design onto the cluster of machines and evaluating its performance on a sample workload. Similarly, this can be accomplished by simulating the design with the measured constraints, and roughly estimating the relative performance of each component. In either case, the goal is to find where the bottlenecks of the design are, e.g. nodes that are overworked, overly expensive MOVEs, or distributed transactions.
Using the newly-identified bottlenecks, the user can then evaluate whether or not to make changes to the original dataflow or procedure design. For instance, in the TPC-DI example, SP2 has become a processing bottleneck for the design, as Node 2 is the most overworked in this scenario. One solution to this problem may be to further partition SP2, either laterally into several separate SPs or vertically into a partitioned SP with optimized distributed transactions. In either case, the user would then rerun the automatic designer on the new design, iterating on the previous result until the design requirements are met.

6.5 Conclusions

In developing applications for a distributed transactional streaming system, there are a large number of variables to consider. These include state co-location, processing co-location, load balancing, dataflow partitioning, and procedure partitioning. For complicated workloads, the design space can quickly become overwhelming for a database developer.

In order to provide guidance and simplify the space, we provide some preliminary work into an automatic database designer. This designer uses a cost model that takes into account three of the more quantifiable elements: state co-location, processing co-location, and load balancing. By weighting these three elements according to the system hardware, we are able to calibrate the cost model. State and processing can be theoretically represented as a graph for which nodes and edges can be assigned values based on the cost model. By partitioning this graph in a way that maximizes balance while minimizing cuts, we can automatically find a good partitioning design. At that point, the user can iterate on the design by adjusting the dataflow and procedure partitioning elements, rerunning the algorithm again to hopefully improve the design further.

There is much more to explore in the space of automatic database design, both drawing from previous academic works (Chapter 7) and in making further developments to transactional streaming architecture (Chapter 8).
Chapter 7

Related Work

7.1 Data Streams and Streaming Data Management Systems

Data streams are defined as “a real-time, continuous, ordered (implicitly by arrival time or explicitly by timestamp) sequence of items” [71]. The notion of data stream processing has been around since the 90s. Similar to data streams, the Chronicle data model involved chronicles: ordered, append-only sequences of tuples [80]. The Tapestry system introduced the notion of continuous queries - long-running processes that immediately executes on incoming data items as they arrive [148]. Some stream database managers, such as Tribeca, emerged in the mid 90s to provide limited querying ability over network packet streams [145]. Similar to the push-based SDMS systems, event-condition-action triggers were created in SQL databases in the Alert system [133]. These triggers turned a passive DBMS into an active one via append-only active tables.

In the late 90’s and early 2000’s, a number of database systems such as OpenCQ [106], NiagaraCQ [50], Stanford’s STREAM system [29], and Brown/MIT’s Aurora SDMS [14] were developed. These systems focused on taking in “internet-scale” data streams using continuous queries, long-running processes that immediately executes on incoming data items as they arrive.

The abstract architecture of a typical SDMS is shown in Figure 7.1 [71]. An input monitor regulates the incoming data items, managing overall system load. State itself is typically stored in three levels: temporary working storage for the queries themselves, summary storage for stream estimations, and static storage for catalog and meta-data. Continuous queries are stored in a repository, and executed as the data requires. All streaming output is buffered and sent to the corresponding data sinks.

In 2005, MIT and Brown established a list of eight requirements for real-time stream processing systems [141]. Real-time stream processing systems should provide the ability to:
1. Keep the data moving
2. Query using SQL, or a SQL-like language such as CQL [25]
3. Handle delayed, missing, or out-of-order data
4. Generate predictable outcomes
5. Integrate historical and streaming data
6. Guarantee recoverable and available data
7. Partition and scale applications, preferably automatically
8. Process and respond with extremely low latency

The next generation of stream processing systems were largely focused on scalability and industrial applications [72]. The Borealis system expanded on the earlier Aurora model, adding modules for load managing and shedding [13, 147]. Products such as Esper focused on complex event processing and streaming analytics [5]. Apache developed Storm, a real-time data processing system with a focus on parallelization of computation and fault-tolerance in the event of failover [151]. This was later expanded into Hereon [97]. Microsoft created StreamInsight, implementing continuous queries on their SQL Server [20, 21]. A number of modern streaming systems are inspired by the MapReduce model [170], further covered in the next section.

7.2 State Management in Streaming Systems

First-generation streaming systems provided relational-style query processing models and system architectures for purely streaming workloads [5, 14, 24, 48]. The primary focus was on low-latency processing over push-based, unbounded, and ordered data arriving at high or unpredictable rates. State management mostly meant efficiently supporting joins and aggregates over sliding windows,
Botan et al. proposed extensions to the traditional database transaction model to enable support for continuous queries over both streaming and stored data sources [38]. While this work considered ACID-style access to shared data, its focus was limited to correctly ordering individual read/write operations for a single continuous query rather than transaction-level ordering for complex dataflow graphs as in S-Store.

More recently, a new breed of streaming systems has emerged, which aim to provide a MapReduce-like distributed and fault-tolerant framework for real-time computations over streaming data. Examples include S4 [118], Storm [151], Twitter Heron [97], Spark Streaming [4, 168], Samza [3], Naiad [115], Flink [1], and MillWheel [18]. These systems differ significantly in the way they manage persistent state and the correctness guarantees that they provide, but none of them is capable of handling streaming applications with shared mutable state with sufficient consistency guarantees as provided by S-Store.

S4, Storm, and Twitter Heron neither support fault-tolerant persistent state nor can guarantee exactly once processing. Storm when used with Trident can ensure exactly-once semantics, yet with significant degradation in performance [11]. Likewise, Google MillWheel can persist state with the help of a backend data store (e.g., BigTable or Spanner), and can deal with out of order data with exactly-once processing guarantees using a low watermark mechanism [18].

Several recent systems adopt a stateful dataflow model with support for in-memory state management. SEEP decouples a streaming operators state from its processing logic, thereby making state directly manageable by the system via a well-defined set of primitive scale-out and fault-tolerance operations [65, 66]. Naiad extends the MapReduce model with support for structured cycles and streaming based on a timely dataflow model that uses logical timestamps for coordination [115]. Samza isolates multiple processors by localizing their state and disallowing them from sharing data, unless data is explicitly written to external storage [3]. Like S-Store, all of these systems treat state as mutable and explicitly manageable, but since they all focus on analytical and cyclic dataflow graphs, they do not provide inherent support for transactional access to shared state.

There are a number of systems have explicitly been designed for handling hybrid workloads that include streaming. Spark Streaming extends the Spark batch processing engine with support for discretized streams (D-Streams) [168]. All state is stored in partitioned, immutable, in-memory data structures called Resilient Distributed Datasets (RDDs). Spark Streaming provides exactly-once consistency semantics, but is not a good fit for transactional workloads that require many fine-grained update operations. Microsoft Trill is another hybrid engine designed for a diverse spectrum of analytical queries with real-time to offline latency requirements [47]. Trill is based on a temporal-relational query model that incrementally processes events in batches organized as columns. Like
Spark Streaming, its focus lies more on OLAP settings with read-mostly state. Last but not least, the Google Dataflow Model provides a single unified processing model for batch, micro-batch, and streaming workloads [19]. It generalizes the windowing, triggering, and ordering models found in MillWheel [18] in a way to enable programmers to make flexible tradeoffs between correctness and performance.

7.3 Real-Time Databases

Real-time databases handle transactions that have some type of deadline or timing constraint [86, 121]. While traditional DBMS systems are evaluated on an “average” response time, real-time databases are typically evaluated by how frequently transactions are executed behind schedule [138]. Deadlines are defined by the application. “Real-time” does not necessarily involve a deadline of milliseconds; in some cases, deadlines may be seconds or even minutes [139]. Typical use-cases for real-time databases include control of laboratory experiments, flight control systems, robotics applications, etc.

In all cases, real-time transactions lose their value over a specified period of time [86], though the consequences may vary depending on the type of deadline [94, 121]. Hard transactions imply that missing a deadline absolutely must not happen. Soft transactions, on the other hand, will merely decrease in value after their deadlines, eventually reaching a value of zero at some point. Firm transactions have less disastrous consequences for missing deadlines than hard transactions; however, their value will drop to zero if they do.

If real-time databases provide the integrity constraints and serializable transaction model of a typical OLTP system, they are said to be internally consistent [103]. ACID properties apply in this case [121]. At times, however, it may be more valuable for a real-time database to instead be externally consistent. In this case, the database changes its values in accordance with the real world, and ACID properties or integrity constraints may be broken in the process.

Real-time databases that handle temporal data may demand that data values in the database have roughly the same age [105, 159]. Synchronizing data values with real-time constraints can require two different transaction consistency types [166]. External transaction consistency ensures that the difference between a timestamp for a transaction operation and the valid time of the data item it accesses is less than a given threshold [121]. Temporal transaction consistency, on the other hand, ensures that all data items read by the transaction have timestamps within a given threshold.

There are a few core differences between real-time databases and streaming data management systems. First and foremost, real-time databases manage a series of incoming transaction requests rather than a stream of incoming data items [163, 146]. Thus, real-time databases take a pull-based
approach to data processing rather than the push-based approach of SDMSs. The notion of dataflow graphs is not functionality that real-time databases include, and the ordering guarantees of stream processing systems do not apply. Similarly, exactly-once processing is not a concern.

Additionally, streaming data management systems frequently do not apply specific deadlines on when data must be processed, but instead prioritize ordering of incoming data items with as little latency as possible. Our definitions of consistency are entirely internal, prioritizing ACID transactions and serializability. Our stream ordering constraints are somewhat similar to temporal transaction consistency, ensuring that the state read by a given transaction has been accessed in order of batch-id.

7.4 Main-Memory OLTP

While main memory was relatively expensive until fairly recently, main-memory database systems have been an active topic of research since the early eighties [56, 63]. The University of Wisconsin introduced the MM-DBMS project, which introduced the use of pointers for direct record access in memory and optimized index strategies [100]. Recovery techniques for main-memory databases were explored in the MARS system, using two separate processors to copy updates into stable disk storage [60]. TPK implemented the technique of serially executing transactions via specialized threads in a multi-processor system [102]. A variety of commercial main-memory OLTP systems appeared in the nineties, including TimesTen [150], P*Time [46], and DataBlitz [31] [63].

Advances in multi-core parallelism, memory prices, and network technology in the 2000s rapidly changed the main-memory database landscape [63]. These enhancements led to a new class of distributed main-memory systems with new architectural needs (further discussed in Sections 2.2 and 2.2.1).

One of the earliest distributed main-memory databases was PRISMA/DB, which uses two-phase locking and 2PC to execute transactions over a distributed environment [91, 123]. HyPer was designed to be a combination OLTP and OLAP high-performance database system, with a distributed version known as ScyPer [89, 114]. ScyPer manages its OLTP and OLAP workload on separate nodes, with the data on the OLAP node being potentially stale. SAP’s HANA takes a similar approach, but stores the data as both a row-store and a column-store (rather than being a direct copy) [99, 64].

The primary main-memory OLTP system discussed in this paper, H-Store, and its commercial counterpart VoltDB, are both examples of partitioned systems [85, 12, 63]. The serial execution of transactions on individual threads greatly simplifies concurrency control. Hekaton [57], HANA [99], MemSQL [51], and Oracle TimesTen [150] are all examples of non-partitioned systems. In a
non-partitioned system, all nodes are able to access all potential state, with multiple threads having access to state. This results in a more complex engine implementation and concurrency control, but leads to more flexible transactions and allows a greater variety of state access without a huge performance hit.

7.5 Distributed Stream Scheduling

Early streaming systems primarily featured continuous queries as long-running processes, and scheduling was oriented towards executing these queries in a way that maximized the use of resources. A major priority in all instances is recovery. For instance, Aurora used train scheduling, a set of scheduling heuristics that minimize I/O operations and unnecessary query executions [44]. Adaptive load-aware scheduling of continuous queries reduces resource usage during peak load times, and Chain scheduling optimizes memory usage at run-time for a variety of single-stream queries [28]. Real-time scheduling introduced the notion of adjusting internal scheduling to meet time-dependent Quality-of-Service requirements [132].

More recently, continuous operator scheduling is applied to more complicated distributed environments. Microsoft’s StreamScope has introduced two abstractions, rVertex and rStream to manage complex scheduling within a distributed streaming system [104]. In this case, rStreams maintain the sequence of events with monotonically increasing identifiers, and the rVertexes ensure determinism on various input streams to ensure correctness during recovery. Storm with Trident [11], MillWheel [18], and TimeStream [130] are all similar examples of providing strong consistency and exactly-once guarantees with their distributed scheduling approaches.

Much of parallelized distributed streaming has moved to a bulk-synchronous parallel (BSP) model [153]. In this model, each parallel node performs a local computation followed by a blocking barrier period to allow the nodes to communicate with each other. The process is then repeated. This methodology is adopted by MapReduce, in which the map portion involves the parallel processing, and the reduce portion is the communication barrier period [54]. Many modern streaming systems implement this model with each operator corresponding to a cycle, using small micro-batches to reduce the latency as much as possible [156]. Some examples include Spark Streaming [168] and Google Dataflow with FlumeJava [19].

Some streaming schedulers seek to remove barriers from the BSP model whenever possible in order to improve efficiency and latency [157]. Drizzle schedules operations in groups in order to remove barriers for communication, instead opting to fetch input data as soon as prior tasks have finished [156]. Other systems such as Ciel use complex dynamic task graphs in order to choose which tasks to schedule when [116].
One contribution to efficient scheduling as it pertains to streaming with shared mutable state is the improvement of data locality. PACMan improves the performance of parallel processing jobs by improving the caching coordination across distributed caches [22]. Resilient Distributed Datasets (RDDs) similarly provide consistent shared memory access by restricting data transformations to coarse-grained changes involving immutable data items [167].

Other systems such as Borg [158] and Mesos [78] dynamically assign tasks across cluster computing frameworks, but do not support write-heavy transactions on mutable state. Other job schedulers such as Apollo [39] and Sparrow [120] also schedule short micro-tasks, but do not support dependencies between tasks.

7.6 Streaming Data Ingestion

There has been a plethora of research in ETL-style data ingestion [95, 154]. The conventional approach is to use file-based tools to periodically ingest large batches of new or changed data from operational systems into backend data warehouses. This is typically done at coarse granularity, during off-peak hours (e.g., once a day) in order to minimize the burden on both the source and the backend systems. More recently, there has been a shift towards micro-batch ETL (a.k.a., “near real-time” ETL), in which the ETL pipelines are invoked at higher frequencies to maintain a more up-to-date data warehouse [155]. It has been commonly recognized that fine-granular ETL comes with consistency challenges [84, 70]. In most of these works, ETL system is the main source of updates to the warehouse, whereas the OLAP system takes care of the query requests. Thus, consistency largely refers to the temporal lag among the data sources and the backend views which are used to answer the queries. In such a model, it is difficult to enable a true “real-time” analytics capability. In contrast, the architecture we propose in this paper allows queries to have access to the most recent data in the ETL pipeline in addition to the warehouse data, with more comprehensive consistency guarantees. Implementing the ETL pipeline on top of an in-memory transactional stream processing system is the key enabler for this.

Modern big data management systems have also looked into the ingestion problem. For example, AsterixDB highlights the need for fault-tolerant streaming and persistence for ingestion, and embeds data feed management into its big data stack so as to achieve higher performance than gluing together separate systems for stream processing (Storm) and persistent storage (MongoDB) [74]. Our architecture addresses this need by using a single streaming ETL system for streaming and storage with multiple guarantees that include fault tolerance.

Shen et al. propose a stream-based distributed data management architecture for IoT applications [135]. This has a three-layer (edge-fog-cloud) architecture similar to our Streaming ETL
architecture. However, the main emphasis is on embedding lightweight stream processing on network devices located at the edge layer (like our data collection layer) with support for various types of window joins that can address the disorder and time alignment issues common in IoT streams.

There has been a large body of work in the database community that relates to time-series data management. As an example for one of the earliest time-series database systems, KDB+ is a commercial, column-oriented database based on the Q vector programming language [9, 8]. KDB+ is proprietary and is highly specialized to the financial domain, and therefore, is not suitable for the kinds of IoT applications that we propose to study in this proposal. There are several examples of recent time-series databases, including InfluxDB [6], Gorilla [125], and OpenTSDB [164]. Each of these provide valuable insight into time-series databases but do not meet our ingestion requirements and are not a great fit for the kinds of IoT applications that we consider.

BigDAWG has many parallels with federated database systems like Garlic [42]. For example, in both cases, schema mapping and data movement between sites are important features. The main difference is that in a federated database, each site (component) was autonomous. Each site had a different owner with her own set of policies. It would not be possible to permanently copy data from one system to another. BigDAWG is really a database built out of heterogeneous databases. There is a single owner who determines things like data placement across systems.

Integrating real-time and batch processing has become an important need, and several alternative architectures have been adopted by big data companies, such as lambda [10] or kappa architecture [7]. In lambda, the same input data is fed to both a throughput-optimized batch and a latency-optimized real-time layer in parallel, whose results are then made available to the applications via a serving layer. Kappa in contrast feeds the input only to a streaming system, followed by a serving layer, which supports both real-time and batch processing (by replaying historical data from a logging system such as Kafka [96]). Fernandez et al. also propose Liquid - an extended architecture similar to kappa [67]. Our polystore architecture is similar to kappa and Liquid in that all new input is handled by a streaming system, but our serving layer consists of a more heterogeneous storage system. Also, our streaming system, S-Store, is a transactional streaming system with its own native storage, which facilitates ETL.

7.7 Distributed Database Design

Database design for stream processing in a distributed environment traditionally focuses on proper allocation of processing resources to provide best-possible latency and/or throughput. Frequently, this means dividing the workload to minimize communication channels across nodes while maximizing the CPU usage on each node. This approach involves splitting a workload in a way that
improves either data or pipeline parallelism.

Many distribution approaches choose to focus on data parallelism. IBM’s System S team refers to this a *channelization*, and defines a *split/aggregation/join* architectural pattern that separates incoming data into physical streams, aggregates the result, and correlates the data back together [23]. This is very similar to the map/reduce architecture employed by batch-processing systems like Hadoop and Pig Latin, in which incoming data is hashed into categories, aggregated in parallel, and recombined into a single aggregate [161, 119]. One of the most popular modern streaming systems, Spark Streaming, is also batch-based in nature and follows the map/reduce paradigm [168]. These data parallelism techniques rely heavily on partitionable workloads, and typically are unconcerned about mutable state shared with other applications.

Other stream distribution techniques instead approach the scalability problem from a pipeline parallelism perspective. These techniques focus on assigning operators (or combinations of operators, called *processing elements*), to nodes in a way that best maximizes the utility of all nodes’ resources. The challenge here is mapping a logical dataflow graph to physical nodes, which the System S team accomplishes first accomplishes via both code generation and graph partitioning [69, 92].

Note that none of these approaches strongly consider shared mutable state. Storage optimization for streaming systems has been considered by IBM; however, the research in this area focuses on deletion of old data to make room for the new (attempting to retain data for as long as possible) rather than considering state that may be accessed by multiple operators or OLTP requests [77].

Single-node OLTP database design has been well-studied from a variety of perspectives. Search heuristics and constraint programming are used for single-node index generation [49] and materialized views [17], and query-evaluation used in schema design and evaluation for data warehouses [127], to name a few.

In a distributed environment, database design can be traced to file assignment optimization that balances cost and performance [58]. Parallel shared-nothing designers typically seek to leverage the knowledge of partitioning attributes of relations in order to ship database operations to the nodes with the appropriate data [173]. Such techniques minimize the communication overhead caused by distributed transactions.

In an OLTP environment, it is important to determine which partitioning attributes are most important, and how to utilize other techniques (such as replication). There are a variety of approaches for this, most of which require a workload trace. Schism models database partitioning as a graph partitioning problem, establishing each tuple (or groups of related tuples) as graph nodes connected by queries that access related tuples together [53]. Similarly, Horticulture uses a Markov model to estimate which queries are likely to access which table, using large-neighborhood search
to determine horizontal partitioning, replication, indexes, and stored procedure routing [124].

These approaches do not consider the push-based nature of a streaming environment, and do not use minimal-yet-efficient movement of data across nodes to generate pipeline parallelism in their workflows. An automatic streaming database designer has the advantage of having thorough knowledge of its workload, as dataflow graphs of continuous queries will remain relatively static.

The notion of “breaking up” a transaction into multiple smaller transactions for performance purposes has been explored in active databases [43]. The event-driven nature allows the database to divide rules into multiple combinations of transactions in order to improve performance. Similarly, research on “transaction chopping” has shown that redefining transaction boundaries can have strong performance benefits [134]. Another example is Pyxis, which automatically partitions operations in a workload between the database and application layer [52]. This approach does not assume the ordering guarantees of streaming, which can provide more flexibility and constraints in determining transaction boundaries. In each case, maintaining serializability is the primary concern rather than stream processing semantics such as stream ordering and exactly-once processing.
Chapter 8

Future Work

While this dissertation has described a variety of initial research on the topic of transactional stream- ing, it is far from an exhaustive list of possibilities for the field. Quite the contrary, during our research there were a number of potential paths that were left unexplored due to time and resource constraints. There are many potential improvements in both model and implementation that show promise, some of which are listed here.

8.1 Improved Parallelization by Splitting Transactions

Chapter 4 outlined two potential paths to parallelization (pipeline and data parallelism), with each path applying to specific category of workload. Pipeline parallelization in particular is common for dataflows that involve shared mutable state, but presents a fairly rigid dataflow construction. However, it is possible to combine pipeline and data parallel processing into a single dataflow graph. As briefly explored in theory in Section 6.1.5, dataflow parallelization can be greatly improved by parallelizing the execution of individual transactions. This can be done using vertical transaction splitting [123].

Assuming that a stored procedure accesses state that is only partitioned on a single key (or on multiple keys, but all with the same partitioning strategy), it becomes possible to split a transaction into multiple sub-transactions, each of which may execute independently, only communicating when they are each ready to commit. This is not unlike the description of the data parallelism strategy described in Section 4.2, but with one important difference: each transaction must coordinate a full commit together rather than committing separately.

To illustrate this concept, suppose a dataflow graph of two stored procedures, \( SP_1 \) and \( SP_2 \), shown in Figure 8.1. \( SP_1 \) reads from table \( T1 \), partitioned on a specific key \( k1 \) into \( T1_a \) and \( T1_b \),
and is labeled as such. Similarly, \( SP2 \) writes to table \( T2 \), partitioned on a second key \( k2 \) into \( T2_a \) and \( T2_b \). \( SP1 \) receives a large batch of tuples with no particular shared trait, but containing keys \( k1 \) and \( k2 \). This batch can be split into subbatches on key \( k1 \) - one subbatch for each touched partition (in this case, \( SP1_a \) and \( SP1_b \)). These subbatches execute as individual subtransactions, each of which is single-sited and need not communicate with one another during execution. However, once each subtransaction has finished, they all must commit or abort together as a single unit, much like a distributed transaction but with significantly less communication cost. If one subtransaction must abort, then all must abort. Once the full transaction has committed, the output of each subbatch is merged back into a single batch. The process can then be repeated for \( SP2 \), splitting this new batch on key \( k2 \) instead. This process is similar to a transactional version of the MapReduce paradigm, with the split representing the Map phase, and merge representing the Reduce.

The key difference between this strategy and the data parallelism strategy from Section 4.2 is that the subtransactions all commit together, and that the subbatches are merged back together before the downstream transaction can begin. As a result, all transactional guarantees remain intact (i.e. atomicity is maintained). The merging of the subbatches after execution also allows for the dataflow graph to contain many different stored procedures partitioned on different keys. In between the transaction executions, the batch can be reshuffled to align to the next partitioning key.

While communication is kept to a minimum, each subbatch and transaction invocation must be sent to the appropriate partition on which it is set to execute. As a result, it is best to limit the split transaction to a single node, across several partitions (and thus across multiple cores). This keeps the communication cost of the 2PC coordination to a minimum, preserving the performance gains of the transaction split.
8.2 Automatic Design for Dataflow and Procedure Partitioning

Chapter 6 describes the preliminary work for automatic database design that takes into account state co-location, processing co-location, and load balancing. However, it stops short of considering two other design considerations: dataflow and processing partitioning.

The automation of processing partitioning is certainly feasible, and partially accomplished through workload traces to determine which tables each procedure accesses. Ideally, a database designer could detect the partitioning key of the accessed tables, and match that to the schema of the input stream tuples. The primary difficulty comes in the drastic increase in the search space for optimal state and processing locations.

Automatic dataflow partitioning is a much more sticky subject. We delved into some general guidelines for this partitioning strategy in Section 4.3.3, but these rules assume that a database engineer is responsible for determining where these transaction boundaries need to exist for semantic purposes. Leaving such decisions completely to automation opens up many potential correctness issues about which operations need to be executed as an atomic unit. Attempting such a feat would make for a fascinating research direction. Likely, the strategy would involve the assignment of operations to the largest number of transactions possible (i.e. each operation gets its own transaction) unless the user explicitly declares that two or more operations must execute together.

8.3 Multiversion Concurrency Control

S-Store is presently implemented on a shared-nothing architecture in which tuples are mutated directly in memory. To do so, the entire partition is locked during the mutation in order to ensure that the state is isolated from other transactions. This single-threaded concurrency control scheme is extremely light-weight and optimized for coarse-grained partitioning and state locking, and operates under the assumption that the processing is evenly distributed in order to gain best-possible performance. While this is an efficient use of memory and can maintain high performance under the correct circumstances, there are other strategies of concurrency control that may allow more flexibility in database design.

One concurrency control scheme that may be particularly well-suited for transactional streaming is multiversion concurrency control (MVCC) [33]. In multiversion concurrency control, rather than directly modifying state in-place, each time an update occurs, a new version of that state is created. This new version is marked with a unique identifier, usually a timestamp, which indicates the order in which state was modified to ensure that each transaction accesses the correct version. Eventually, older versions can be cleaned up as they become irrelevant. The downside to this approach
is that these additional versions take additional space, and can make indexing and serializability implementation more difficult.

MVCC has additional advantages for transactional streaming. Correct execution of dataflow graphs relies not only on serializability of operations, but also on the proper order related to batch-id. When multiple procedures access the same state, our transaction model ensures that their transactions execute in dataflow and batch order. However, this does not guarantee that a piece of state is protected between transaction executions for the same batch on multiple stored procedures. To make such a guarantee, ordinarily one must place both stored procedures within a nested transaction. MVCC offers a new option for some situations, however: allow transactions for a given batch to access the older version of the state that matches its batch-id. Such a strategy may lead to interesting research directions to determine what constitutes “correctness” in this situation. For instance, if a downstream stored procedure updates a piece of state with batch-id \( b \), and its upstream counterpart updates the same piece of state with batch-id \( b + 1 \), which update should persist? In our present transaction model, such an update is “first come first served;” the updates are executed serially in the order they arrive, regardless of batch-id. MVCC introduces flexibility, and with it comes the option to determine a different definition of correctness.

### 8.4 High-Speed Remote Memory Access (InfiniBand)

Shared-nothing architectures operate under the fundamental assumption that the network connections between machines are the core bottleneck to performance, and that network communication
should be avoided at all costs. However, new network technologies such as InfiniBand FDR 4x can place bandwidth at a similar level to memory access [36]. This has led to system redesigns and new architectures that take advantage of the network throughput in order to facilitate low-cost remote data access, removing the high performance barrier of distributed transactions [169] (Figure 8.2).

If streaming transactions were to be implemented on an architecture that takes advantage of low-cost remote memory access, there are a number of distributed design decisions that might fundamentally change. In such an environment, co-location of state that is accessed together becomes much less crucial. The cost model for distributing state and processing likely looks very different, and if throughput is stable no matter the distribution, more emphasis in minimizing latency may be necessary. The scheduling strategy is another element that may see significant changes in this scenario. All of these are interesting areas for exploration, and we would expect a very different architecture that could potentially yield significantly better performance for certain workloads.
Chapter 9

Conclusion

In this dissertation, we presented the motivation for creating transactional stream processing, a hybrid data model between streaming data management systems and main-memory OLTP systems. We proposed three core correctness requirements for transactional streaming: ACID, stream ordering, and exactly-once processing. We presented a novel transaction model able to integrate dataflow graphs into an OLTP model, allowing dataflow transactions from multiple sources and external transactions to all access the same shared mutable state. We implemented this data model in S-Store, a hybrid transactional streaming system built on the main-memory OLTP system H-Store. We demonstrated that integrating the two systems together provides much better performance on hybrid workloads with correctness requirements than multiple disparate systems combined.

With the merits of a single-node S-Store proven, we then moved on to the task of implementing a distribution model. S-Store inherits its distribution fundamentals from H-Store, but encounters new problems in maintaining performance with the presence of dataflow graphs. One of the biggest challenges is guaranteeing global dataflow ordering for shared state in the distributed environment. S-Store uses a novel transaction scheduling method called distributed localized scheduling in order to maintain dataflow ordering while retaining strong performance, particularly for pipeline parallelized workloads. By attaching immutable stream data to stored procedure invocations, the state can be moved transactionally in a way that is asynchronous, thus avoiding major performance overhead. We show that our implementation choices and design guidelines can lead to a scalable system that still provides our correctness guarantees.

Transactional streaming is particularly well-suited for streaming data ingestion systems. We discussed core requirements for such an ETL system in order to ensure correct state output. We also described a potential Streaming ETL architecture. Additionally, we implemented a streaming data ingestion component for the BigDAWG polystore, breaking down proper querying when data spans...
both the ingestion and warehouse components within BigDAWG.

One of the more interesting areas of current work for S-Store is the creation of an automatic database designer. The first step is to recognize the principles of database design that provide best performance, and create a cost model that weighs those against one another. Using that cost model, it becomes possible to utilize graph partitioning algorithms to search for a near-optimal design that finds locations for state and processing. There is a variety of existing work on automatic database designers, but the unique combination of mutable state and push-based dataflow processing leads to interesting challenges.

S-Store also has a number of future avenues for research, particularly in regards to state-of-the-art database architectures and cluster hardware. While the initial distribution and database design decisions are largely based on a shared-nothing architecture, newer cluster hardware such as high-bandwidth remote memory access may challenge many assumptions and offer exciting performance opportunities. Similarly, multi-version concurrency control can lead to a reconsideration of our core correctness guarantees, with potential to introduce a second generation of modeling transactional streaming.

Together, this dissertation collects what is hopefully the beginnings of a new, fascinating class of transactional stream processing systems, which can provide the best of both the worlds of streaming and OLTP.
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