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 1 

Chapter 1.  

Introduction to inhibitory interneurons, microcircuits and circuit disorders     

 

1.1 Overview of inhibitory interneuron diversity and function 

Hippocampal and cortical networks are composed of two broad classes of neurons: excitatory 

pyramidal cells (PCs) which utilize the neurotransmitter glutamate and project between brain 

regions, and local circuit inhibitory interneurons which release the neurotransmitter gamma-

aminobutyric acid (GABA). Despite representing only 10-15% of the total neuronal population in 

the hippocampus and cortex, GABAergic interneurons have remarkable diversity and are 

responsible for regulating essentially all aspects of neural circuit dynamics. Inhibitory interneuron 

classification is dependent on morphological, electrophysiological, biochemical and connectivity 

properties, and at least 15 distinct subtypes have been identified in the hippocampus (Pelkey et 

al., 2017).  

 

1.1.1 Developmental origins and cellular migration 

Inhibitory interneurons have a common origin in the developing ventral telencephalon (Anderson 

et al., 1997; Pelkey et al., 2017). On embryonic days 9-16, hippocampal interneurons are 

generated from progenitors in the medial ganglionic eminence (MGE) and caudal ganglionic 

eminence (CGE; Tricoire et al., 2011). After neurogenesis, interneurons engage in tangential 

migration to reach their cortical or hippocampal destinations, navigating through numerous of 

cellular environments and interacting with many diffusible and contact-dependent cues which 

influence their development (Petros & Anderson, 2013). Tangentially migrating interneurons 
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follow two different migratory streams: the marginal zone and the intermediate/subventricular 

zone. Upon arrival in their cortical or hippocampal destination, interneurons exit these streams 

and migrate along radial glial cells (radial migration) to reach their target laminar position (Petros 

& Anderson, 2013).  

Cellular migration is a dynamic process involving cycles of rapid extension and retraction 

of a guidance-cue sensitive leading process followed by nucleokinesis (Petros & Anderson, 2013). 

This process of microtubule remodeling requires coordinated interactions of microtubules with 

dynein and microtubule-associated proteins such as LIS1, Ndel1, and Dcx (Tsai and Gleeson, 

2005). Consequently, mutations to genes coding for these and related proteins cause neuronal 

migration and neurodevelopmental disorders (Kato & Dobyns, 2003).  

 

1.1.2 Molecular markers 

Molecular markers provide a convenient way to genetically identify types of neurons. MGE-

derived interneurons express Nkx2.1 and subtypes of these cells have relatively unique 

expression patterns of molecules such as parvalbumin (PV), somatostatin (SST), calretinin (CR), 

calbindin (CB), and neuronal nitric oxide synthase (nNOS). CGE-derived interneurons express 5-

HT3aR and subsets of these cells express cholecystokinin (CCK), vesicular glutamate transporter 

3 (VGluT3), vasoactive intestinal peptide (VIP), neuropeptide Y (NPY), CR, or reelin (Pelkey et al. 

2017; Lim et al., 2018; Harris et al., 2018). These and other molecular markers have been utilized 
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to generate genetic lines to selectively target and manipulate subtypes of neurons in mice. 

 

Figure 1. Hippocampal interneuron subtypes. Schematic representation of hippocampal interneuron subtypes 
highlighted in this review. In- terneuron subtypes are parsed according to origin within the medial ganglionic 
eminence (MGE) or caudal ganglionic eminence (CGE). Cells with dual origins are represented in both cohorts. 
Somato-dendritic profiles are represented in uniform color (blue for MGE, red for CGE). Thinner axon trajectories 
are illustrated in yellow (MGE-derived cells) and green (CGE-derived cells) with boutons (triangles) illustrating the 
dominantly targeted domains of CA1 pyramidal cells innervated by each interneuron subtype (From Pelkey et al., 
2017). 
 

1.1.3 Cellular morphology 

In contrast to the relatively uniform pyramidal cells (PCs), interneurons have a remarkable 

diversity of forms. Interneurons inhabit and send dendrites and axons throughout all of the layers 

of the hippocampus (Pelkey et al., 2017). Hippocampal interneurons have been historically 

characterized by a combination of axonal and dendritic morphology. A brief overview of the main 

hippocampal interneuron morphological subtypes follows. 

Axo-axonic (or chandelier) cells selectively innervate the axon initial segment of PCs. Axo-

axonic cells are MGE-derived and express the calcium-binding protein PV. These cells 

predominately reside in or close to stratum pyramidale s.p. and have typically dendrites spanning 
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all hippocampal layers (Pawelzik et al., 2002; Pelkey et al., 2017). An additional subset of these 

cells residing in stratum oriens (s.o.) have horizontally oriented dendrites (Ganter et al., 2004).  

Basket cells are named for the “basket”-like structure made by innervating the 

perisomatic region of PCs. Basket cells arise from progenitors in both the MGE and CGE. The MGE 

cohort express PV and mainly reside in s.o. and s.p. CGE-derived basket cells express CCK (with a 

subset co-expressing VGluT3) and are frequently found in s.p. and stratum radiatum (s.r.; 

Armstrong & Soltesz, 2012; Pelkey et al., 2017). PV+ and CCK+ basket cells differ in their action 

potential firing patterns and synaptic transmission dynamics due to differences in ion channel 

expression (discussed in the following sections). 

Bistratified cells are the third morphological type of PV-expressing hippocampal 

interneuron. The majority of these cell bodies are found in s.o. and s.p. while dendrites normally 

span from s.o. to s.r., however, there are bistratified cells found in the deeper regions of s.o. with 

horizontal dendritic trees confined to this layer (Maccaferri et al., 2000; Pelkey et al., 2017). 

Bistratified cell axons have characteristic morphology extensively ramifying in s.r. and s.o. and 

avoiding s.p., innervating PC apical and basal dendrites but avoiding cell bodies (Pawelzik et al., 

2002; Muler & Remy, 2014). In contrast to PV+ axo-axonic and basket cells, bistratified cells co-

express SST and NPY (Pelkey et al., 2017).  

Oriens-Lacunosum moleculare (O-LM cells) are named for their characteristic morphology 

with cell bodies and dendrites confined to s.o. and axons projecting to and ramifying in stratum 

lacunosum moleculare (s.l.m.), connecting with distal dendrites of PCs (McBain et al., 1994; 

Pelkey et al., 2017). A small percentage (~10%) of O-LM cell axons innervate other interneurons 

residing in s.o., near the s.r./s.l.m. border and in s.l.m. (Muler & Remy, 2014; Pelkey et al., 2017). 
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O-LM cells frequently express SST and reelin, and some express low levels of PV (MGE-marker), 

while others express the 5-HT3a receptor (CGE-marker). Other molecular markers useful for 

identifying O-LM cells include mGluR1a and Elfn1 (Muler & Remy, 2014; Pelkey et al., 2017).  

The CGE gives rise to at least three distinct subtypes of CCK-expressing, dendrite targeting 

interneurons: Schaffer collateral-associated cells, apical dendrite targeting interneurons, and 

perforant path-associated interneurons. Schaffer collateral-associated cells provide inhibitory 

input to balance the excitatory input from CA3 by synapsing onto PC apical and basal dendrites 

(Pawelzik et al., 2002; Ali, 2007). Axons of apical dendrite targeting interneurons are 

morphologically similar to Schaffer collateral associated cells, however they avoid PC basal 

dendrites and do not collateralize in s.o. or s.p. (Klausberger et al., 2005). Perforant path-

associated interneurons send their axon to s.l.m., synapsing on the most distal portions of PC 

apical dendrites, as well as cross over the hippocampal fissure to innervate granule cells in the 

dentate gyrus (Pawelzik et al., 2002; Klausberger et al., 2005; Pelkey et al., 2017). 

Neurogliaform cells are named for their small round cell bodies and short dendrites, 

resembling glial cells. They are mostly found in s.l.m., but a smaller number of these cells can be 

found at the s.r./s.l.m. border and in s.r. (Tricoire et al., 2010; Armstrong et al., 2012). Axons of 

neurogliaform cells completely envelop the cell body and dendrites in a dense cloud spread from 

superficial s.r. to the molecular layer of the dentate gyrus (Price et al., 2005; Tricoire et al., 2010). 

Contrasting to the other morphological type of interneurons with subcompartment-specific 

targeting, neurogliaform cells make a large number of en passant boutons without direct 

postsynaptic targets, enabling bulk neurotransmitter release (Pelkey et al., 2017). Molecular 

expression profiles of neurogliaform cells are less clear than other interneuron subtypes, with 
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neurogliaform cells expressing combinations of markers such as NPY, reelin, nNOS, COUPTF2, CR, 

CCK, and SST and CB (Price et al., 2005; Tricoire et al., 2010; Pelkey et al., 2017). 

Ivy cells are named for their dense network of thin axons, which predominately innervate 

basal dendrites of PCs in s.o. (Fuentealba et al., 2008). The majority of ivy cells bodies and 

dendrites are found from s.o. to s.r., with the highest density in s.p. Both dendrites and axons of 

ivy cells are similar to those of neurogliaform cells, however ivy cells often have dendrites that 

extend beyond their axonal arbors (Tricoire et al., 2010; Pelkey et al., 2017). The molecular 

expression profiles of ivy cells are similar neurogliaform cells including NPY, nNOS, and COUPTF2, 

but not reelin (Tricoire et al., 2010; Armstrong et al., 2012; Pelkey et al., 2017). 

Most interneuron connections are with PCs and other interneurons of the same subtype, 

however there are at least three identified morphological subtypes of hippocampal interneuron-

selective interneurons (ISIs): ISI-1, ISI-2, and ISI-3. These cells selectively express CR (ISI-1), VIP 

(ISI-2), or both CR and VIP (ISI-3), and selectively inhibit different types of interneurons 

throughout the hippocampal subfield, providing various forms of disinhibition to hippocampal 

circuits (Gulyas et al., 1996; Tyan et al., 2014; Pelkey et al. 2017). 

  

1.1.4 Action potential firing 

Interneurons differ in their compositions of ion channels and associated proteins, which interact 

to create a diverse landscape of physiological properties. Patterns of action potential firing in 

response to current injections have been extensively used to classify subtypes of neurons 

including categories such as fast-spiking, late-spiking, and regular-spiking. 
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The “fast-spiking” phenotype refers to the pattern of repetitive action potential firing at 

high frequencies (>100 Hz) with minimal spike-frequency adaptation/accommodation and 

requires expression of the Kv3 subfamily of voltage-gated potassium channels (Rudy and McBain, 

2001; Pelkey et al., 2017). Kv3 channels are activated when neurons are depolarized to above       

-20 mV and play a key role in keeping action potentials short through rapid membrane potential 

repolarization (Rudy and McBain, 2001). In the hippocampus, the fast-spiking pattern is found in 

the PV-expressing axo-axonic, basket and bistratified cells (Tricoire et al., 2011; Pelkey et al., 

2017). 

Neurogliaform and ivy cells frequently exhibit a “late-spiking” phenotype. In response to 

a sustained depolarizing input, these cells continually increase membrane voltage for several 

hundred milliseconds before initiating action potentials (Tricoire et al., 2010). These cells have 

low amplitude action potentials with large afterhyperpolarization amplitudes, and often have an 

“accelerating” pattern of action potential firing, with inter-spike-interval decreasing over time 

(Tricoire et al., 2010; Tricoire et al., 2011).  

Many other types of interneurons including SST+ and CCK+ cells have a “regular-spiking” 

firing pattern (Pawelzik et al., 2002; Tricoire et al., 2011). Regular-spiking cells have a 

characteristic accommodating/adapting (decelerating) pattern of discharging action potentials 

over time and typically fire no faster than 50 Hz (Pelkey et al., 2017). 

 

1.1.5 Transcriptomics 

Advances in transcriptomics, in particular the emergence of single-cell RNA-sequencing (scRNA-

seq), allow automated quantification of genome-wide gene expression in large populations of 
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individual neurons. Enormous diversity in transcriptomic clustering of interneuron subtypes has 

been released through scRNA-seq (Tasic et al., 2018). Recent studies have combined scRNA-seq 

with morphology and physiology to allow comprehensive characterization of morpho-electric-

transcriptomic neuronal subtypes and at least 20 distinct subtypes of cortical interneurons were 

identified (Gouwens et al., 2020). Beyond classification, single-cell transcriptomics can be used 

to identify molecular disruptions to subtypes of cells in disease conditions (Hook et al., 2018; 

Brenner et al., 2020; Zhang et al., 2020). snRNA-seq is a complex topic and will be discussed in 

more detail in chapter 3.  

 

1.1.6 Microcircuitry 

The morphophysiological diversity of inhibitory interneurons allows them to control all aspects 

of network dynamics, providing various forms of inhibition based on their connectivity. In 

addition to differences in subcompartment-specific targeting of PCs, interneurons further 

distinguish between PCs, preferentially connecting based on PC position, morphology, and axonal 

projection target. Subtypes of interneurons also differ in their presynaptic release properties and 

synaptic transmission dynamics during trains of action potentials (Pelkey et al., 2017).  

PV-containing interneurons are equipped with synaptic release machinery such as P/Q-

type calcium channels and synaptotagmin-2, enabling fast-acting and synchronous 

neurotransmitter release (Hefft & Jonas, 2005; Armstrong & Soltesz, 2012). During trains of 

action potentials, PV+ interneurons have short-term depression of neurotransmitter release 

(Hefft & Jonas, 2005; Kohus et al., 2016). Regional differences have been found between 

subtypes of PV+ interneurons such hippocampal basket cells, which have been shown to evoke 
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larger amplitude unitary inhibitory post synaptic currents (IPSPs) in deep PCs (relative to 

superficial PCs) and cortical PV+ basket cells, which have higher connectivity with and provide 

stronger inhibition to PCs with reciprocal excitatory connections (Lee et al., 2014, Yoshimura & 

Callaway, 2005).  

Due to expression of N-type calcium channels, CCK+ interneurons release GABA with less 

precision and reliability than do PV+ cells (Armstrong & Soltesz, 2012). CCK+ cells have the 

property of a transmission from synchronous to asynchronous neurotransmitter release over 

trains of action potentials. Initially, neurotransmitter release is time-locked to the presynaptic 

action potential, however as the cell continues to fire GABA becomes randomly released and 

continues to do so for a short period of time after the firing subsides (Hefft & Jonas, 2005). CCK+ 

interneurons can have facilitating synapses, where the IPSC amplitude increases on successive 

pulses, however mildly depressing synapses are also observed (Hefft & Jonas, 2005; 

Savanthrapadian et al., 2013; Kohus et al., 2016).  

While not as much work has been done on SST+ interneuron microcircuitry as on PV+ and 

CCK+ cells, some information has been gathered on their synaptic physiology through utilizing 

whole-cell recordings. During trains of action potentials, SST+ interneuron outputs can be either 

facilitating, depressing, or facilitating and then depressing. (Bartely et al., 2008; Savanthrapadian 

et al., 2013). In the cortex, a subtype of SST+ interneurons called Martinotti cells have been 

shown to mediate disynaptic inhibition between recurrently connected PCs in the cortex 

(Silberberg & Markham, 2007).  

As mentioned earlier, the extremely dense axonal plexus of neurogliaform cells enables 

bulk transmission of GABA, providing nonspecific inhibition to neurons in range (Pelkey et al., 
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2017). Unitary IPSCs from neurogliaform cells have slow rise and fall kinetics compared to IPSCs 

from PV+ interneurons (Szabadics et al., 2007). Contrasting other cell types, outputs from 

neurogliaform cells activate GABAb receptors in addition to activating GABAa receptors (Tamas 

et al., 2003). Similar to neurogliaform cell connections, paired recordings between ivy cell and 

PCs reveal unitary IPSCs with slow kinetics (Fuentealba et al., 2008). 

 

1.1.7. Oscillations and network interactions 

Synchronized firing of ensembles of neurons creates waves of electrical activity known as 

neuronal oscillations. Neuronal oscillations are often named by their frequency bands including 

slow oscillations (<1 Hz), theta oscillations (4-10 Hz), and gamma oscillations (30-90 Hz; Pelkey et 

al., 2017).  

 Gamma oscillations are commonly seen throughout the brain and are correlated with 

processes including memory storage and retrieval, spatial navigation, sensory binding, and 

working memory (Bartos et al., 2007; Pelkey et al., 2017). Gamma oscillations depend on 

GABAergic neurotransmission and can be blocked by GABAaR antagonists (Pelkey et al, 2017). 

PV+ basket cells in particular have been implicated in generating gamma oscillations; however, 

this depends on the brain region, as CA3 PV+ basket cells have a strong preference for firing at 

the peak of gamma oscillations, while CA1 PV+ basket cells have no phase preference (Craig & 

McBain, 2015). Further evidence for the role of PV+ interneurons in gamma oscillations comes 

from optogenetic studies which demonstrated that activating (all subtypes of) PV+ interneurons 

drives gamma oscillations while inhibiting these cells impairs gamma activity (Sohal et al., 2009; 

Cardin et al., 2009). 
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 Theta oscillations are present in the hippocampus during voluntary movements and REM 

sleep. Gamma oscillations are frequently nested within theta cycles, and optogenetic stimulation 

at theta frequencies can drive gamma activity (Butler et al., 2016). Theta oscillations are 

dependent on activity of both excitatory and inhibitory neurons (Pelkey et al., 2017). Interneuron 

subtypes show remarkable similarity in their theta oscillation phase preferences: CA1 PV+ basket, 

axo-axonic, and CCK+ basket cells are phase-locked close to the peak of theta oscillations, while 

O-LM cells and bistratified cells fire at the trough (Klausberger et al., 2003; Klausberger et al., 

2004; Klausberger et al., 2005).  

 Slow oscillations in the hippocampus are associated with sharp wave ripples and are 

present during both memory consolidation and slow-wave sleep. Slow oscillations cycle between 

“up-states” of synchronous activity and “down-states” of low activity. Slow oscillations can be 

generated directly in the cortex, but also emerge in vivo through thalamocortical interactions 

(Pelkey et al., 2017). During slow oscillations, PCs are strongly activated, and inhibitory 

interneurons have different firing rates depending on subtype and brain region. During up-states 

in the barrel cortex, PV+ interneurons are highly active, SST+ and VIP+ cells are moderately active, 

while NPY+ interneurons are silent (Neske et al., 2015).  In medial entorhinal cortex up-states, 

PV+ cells have very high firing rates, other interneurons such as SST+ cells are weakly activated, 

and neurogliaform (NPY+ and NPY-) cells and VIP+ interneurons are silent (Tahvildari et al., 2012; 

Neske et al., 2015). In vivo studies in the prefrontal cortex have further analyzed the activity of 

subtypes of PV+ interneurons and found that basket cells fire at the onset of up-states and axo-

axonic cells wait at least 200 ms after onset to fire (Massi et al., 2012).  
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1.2 Disorders involving dysfunctional inhibition 

Dysfunctional inhibitory neurotransmission is implicated in many disorders of the nervous system 

including neurodevelopmental, neurodegenerative, and mood disorders, viruses and traumatic 

injury to the brain (Pelkey et al., 2017). Epileptiform activity is associated with many of these 

disorders, and “antiepileptic drugs” that influence inhibitory neurotransmission can often 

alleviate symptoms from seemingly diverse conditions such as chronic migraines, anxiety, 

dementia, bipolar disorder and schizophrenia (Smith et al., 2016; Zheng et al., 2017; Baldessarini 

et al., 2018; Benjamin et al., 2019). Mutations identified in human patients with such disorders 

are used to create animal models to investigate disruptions in great detail. 

 

1.2.1 Neurodegenerative disorders   

Neurodegenerative disorders can selectively damage populations of neurons. Alzheimer’s 

disease is a memory-eroding neurodegenerative disorder characterized by intracellular 

neurofibrillary tangles of phosphorylated tau protein and extracellular deposits of beta-amyloid 

plaques (Canter et al., 2016). Overexpression of amyloid precursor protein (APP) in an animal 

model of Alzheimer’s disease causes an overall increase in network excitability and reduces levels 

of the voltage-gated sodium channel Nav1.1, which is predominately expressed in PV+ 

interneurons (Verret et al., 2012; Wang et al., 2011). Human Alzheimer’s disease patients have 

an increased risk for seizures and mice over-expressing APP have disruptions in gamma 

oscillations and impaired cognitive functions (Palop & Mucke, 2009; Verret et al., 2012). 

Reductions of SST+ interneurons are observed in other models of Alzheimer’s disease such as 

mice overexpressing APP/PS1 (which also impacts NPY+ and CR+ cells), mice overexpressing 
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mutant tau (which also impacts PV+ cells), and mice expressing the human risk gene ApoE4 

(Pelkey et al., 2017).  

Parkinson’s Disease is the second most common neurodegenerative disease and the 

prognosis includes motor impairments, mood disorders, sleep disorders, and cognitive 

impairments including dementia (McGregor & Nelson, 2019). While degradation of midbrain 

dopamine neurons is considered the main cause of Parkinson’s disease, there are also disruptions 

to inhibitory circuits, and human patients have an increased risk of epileptic seizures (Gruntz et 

al., 2018; Mallet et al., 2019). Parkinson’s disease patients show reduction of SST in cerebrospinal 

fluid and a recent study found that induced pluripotent stem cells generated from human 

patients with PARK2 mutations show reduction of SST+ cells (Iwasawa et al., 2019). Another 

recent study discovered that the dual cholinergic/GABAergic interneurons in the striatum are 

dependent on dopamine to provide inhibition, and this circuit is compromised in models of 

Parkinson’s disease (Lozovaya et al., 2018).  

 

1.2.2 Neurodevelopmental psychiatric disorders 

Autism spectrum disorder (ASD) is an umbrella term for a large set of neurodevelopmental 

disorders with common symptoms including impaired social interaction and repetitive behavior 

patterns and is highly comorbid with epilepsy (Chattopadhaya & Di Cristo, 2012). Post-mortem 

analysis of brain tissue from ASD patients show reduction in the GABA-synthesizing enzymes 

GAD65 and GAD67, as well as alterations in expression of GABAa and GABAb receptors 

(Chattopadhaya & Di Cristo, 2012). Mouse models of ASD demonstrate a reduction of PV+ 

interneuron density in the cortex (Gogolla et al., 2009). In related disorders such as Rett 
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Syndrome and Fragile X Disease, mutations to different genes converge on a similar phenotype: 

imbalance between excitation and inhibition (Pelkey et al., 2017).  

 Schizophrenia is a complex disorder associated with delusion, paranoia, hallucination and 

psychosis, in addition to numerous cognitive and social deficits. While the heritability of 

schizophrenia is extremely high (80%) and numerous genes such as DISC1, Neuregulin1, and 

COMT have been proposed to play key roles, no consensus has been reached on the genetic 

causes of schizophrenia (Pelkey et al., 2017). Despite the genetic underpinning of schizophrenia 

remaining elusive, there are clear disruptions to inhibitory circuits. Lower expression of GAD67 

has been observed in subtypes of neurons in brains of schizophrenic patients (Volk et al., 2000). 

Specific disruptions to subtypes of neurons have also observed including reductions in the 

neuronal marker CB in various brain regions (Beasley et al., 2002; Cotter et al., 2002; Chance et 

al., 2005). Studies on PV expression show mixed results: some studies identified no changes and 

others found a decrease in PV+ immunostaining in schizophrenic patients, including one study 

which found a large reduction of PV density in the hippocampus, the interneuron subtype with 

the highest expression of GAD67 (Zhang & Reynolds, 2001; Cotter et al., 2002; Beasley et al., 

2002). Many studies have found disrupted gamma oscillations in schizophrenic patients, again 

implicating deficient PV+ interneuron inhibition (Williams & Boksa, 2010). 

 

1.2.3 Cortical malformation disorders 

Cortical malformation disorders primarily arise from abnormal cell proliferation and abnormal 

neuronal migration and are a common cause of epilepsy (Barkovich et al., 2015). Although rodent 
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brains lack gyri, their brains have in models of human cortical malformation disorders have 

severe disruptions to structural organization and epileptic seizures, summarized in Table 1. 

Mutation Cortex 
mislamination 

Hippocampus 
mislamination 

Cerebellum 
mislamination 

Seizures 

LIS1 + + + + 
DCX - + - + 
NDEL1 + + (postnatal KO) - unknown 
RELN + + + + 
TISH + - - + 
EML1 + + + + 
PTEN + + + + 
TUBB2B + - unknown unknown 
GPR56 + - + unknown 
CDK5RAP2 + unknown unknown unknown 
ASPM + + + unknown 

Table 1. Summary of murine models of brain malformation disorders.  

Mutations that reduce cell proliferation result in brain malformation disorders known as 

microcephalies. Microcephalies are often correlated with seizures, and deficits in inhibition have 

been observed in rodent models, such as fewer inhibitory inputs to PCs in CDK5RAP2 mutants 

and a reduction of PV+ interneurons in ASPM mutant mice (Zaqout et al., 2018; Garrett et al., 

2020). Genetic mutations and haploinsufficiencies that reduce cell proliferation can overlap with 

other neurodevelopmental disorders such as the ARID1B heterozygous mouse model of ASD, 

which has decreased proliferation of ganglionic eminence interneuron progenitors and reduction 

of interneuron density (Jung et al., 2017). Other models of cortical malformation disorders with 

aberrant proliferation include the telencephalic internal structural disorder (TISH) mutant rat, 

which results in cortical lamination deficits and epileptic seizures (Lee et al., 1997; Fitzgerald et 

al., 2011). 

Neuronal migration disorders are a large subset of cortical malformation disorders and 

often arise from mutations to genes involved in cytoskeletal rearrangement such as LIS1, DCX, 

and RELN. Humans with LIS1 and DCX mutations have lissencephaly-spectrum disorders including 



 16 

lack of cortical gyrification, severely impaired cognitive and motor functions and drug-resistant 

epilepsy (Nosten-Bertrand et al., 2008; Guerrini & Parrini, 2010). Mouse models LIS1 

haploinsufficiency recapitulate many of the human symptoms including malformation of cortical 

structures, ectopic positioning of interneurons and electrographic seizures (Hirotsune et al., 

1998; Fleck et al., 2000). Similarly, the reeler mutant mouse (RELN mutation) is associated with 

disrupted lamination of all cortical structures, mispositioning of inhibitory interneurons and 

epilepsy (Pascual et al., 2003; Patrylo et al., 2006). Unlike LIS1 and RELN mutants, DCX mutant 

mice only have disrupted lamination of the hippocampus, but these mice also exhibit 

spontaneous seizures (Corbo et al., 2002; Nosten-Bertrand et al., 2008). Cell type-specific 

mutations and postmigratory neuronal development remain largely unexplored in cortical 

malformation disorders.    

 

1.3 Project overview 

One of the goals of modern neuroscience is to comprehensively characterize the landscape of 

neuronal types and subtypes, integrating information about molecular identity, cellular 

morphology, intrinsic physiology, connectivity and synaptic transmission dynamics, and to 

understand how these cells and circuits changes in disease conditions. The following projects 

focus on a murine model of Type I lissencephaly, one of the most severe neuronal 

migration/cortical malformation disorders (Wong & Roper, 2015). Previous work on murine 

models of Type I lissencephaly found that mutant mice have cortical, hippocampal and cerebellar 

lamination deficits, motor deficits, enhanced excitability, lower in vitro seizure threshold and 

spontaneous seizures in vivo (Hirotsutne et al., 1998; Paylor et al., 1999; Fleck et al., 2000; 
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Greenwood et al., 2009). Despite the wealth of information gathered on Type I lissencephaly, the 

cellular and circuit mechanisms driving the epileptiform activity remain unknown. This thesis 

aims to investigate the impact of LIS1 haploinsufficiency and resulting neuronal migration deficits 

on the morphophysiological development and microcircuit formation of hippocampal CA1 

neurons and the origin of epileptiform activity, with an emphasis on PV-containing inhibitory 

interneurons, through using a combination of genetics, immunohistochemistry, morphology, 

whole-cell electrophysiology, pharmacology, and transcriptomics. 

 Chapter 2 was done in collaboration with James D’Amour, a postdoctoral fellow in the 

McBain laboratory, and investigates the impact of lamination on microcircuit formation in 

subtypes of hippocampal PCs. We find a microcircuit deficit involving CCK+ interneurons and 

ectopic CB+PCs and find that in vitro gamma oscillations are less responsive to pharmacological 

inhibition of CCK+ interneurons in the LIS1 mutant.  

Chapter 3 is the majority of my thesis work and focuses specifically on PV+ interneuron 

morphophysiological development and microcircuit integration using global and cell type-specific 

LIS1 mutations. I find that disruptions to LIS1-dependent intrinsic developmental programs 

within interneurons, rather than ectopic positioning or pyramidal cell disorganization, results in 

the emergence of non-canonical PV+ interneurons. Compared to standard fast-spiking cells, 

these non-canonical PV+ interneurons have physiological properties that render them less able 

to balance excitation in hippocampal networks, likely contributing to epileptic seizures.  
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edited the manuscript.  
 

ABSTRACT 

Layering has been a long-appreciated feature of higher order mammalian brain structures but 

the extent to which it plays an instructive role in synaptic specification remains unknown. Here 

we examine the formation of synaptic circuitry under cellular heterotopia in hippocampal CA1, 

using a mouse model of the human neurodevelopmental disorder Type I Lissencephaly. We 

identify calbindin-expressing principal cells which are mispositioned under cellular heterotopia. 

Ectopic calbindin-expressing principal cells develop relatively normal morphological features and 

stunted intrinsic physiological features. Regarding network development, a connectivity 
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preference for cholecystokinin-expressing interneurons to target calbindin-expressing principal 

cells is diminished. Moreover, in vitro gamma oscillatory activity is less synchronous across 

heterotopic bands and mutants are less responsive to pharmacological inhibition of 

cholecystokinin-containing interneurons. This study will aid not only in our understanding of how 

cellular networks form but highlight vulnerable cellular circuit motifs that might be generalized 

across disease states. 

 

INTRODUCTION 

Cellular layers and refined somatic positioning are the hallmark of more evolutionarily developed 

brain structures. However, little is known regarding the contributions of layers to cellular 

maturation and local microcircuit formation. Disorders affecting cellular lamination offer a 

unique window of study into cellular and circuit development in the absence or disruption of 

traditional positional cues present in layers. Cellular heterotopias within brain structures result 

from a variety of developmental insults to an organism but share the common feature of lacking 

normal cellular layering typical in the cortex and hippocampus of mammalian brains; and like 

many things, how it falls apart speaks to its construction (Anusha, 2014; Di Donato et al., 2017). 

While heterotopias may arise from diverse causes, they share some common phenotypes 

(Kato, 2003). Particularly devastating heterotopias involve mutations to genes that encode 

proteins essential to cellular migration and proliferation (Hirotsune et al., 1998). Brains from 

these patients often appear smooth, lacking the infoldings and gyri of healthy human subjects. 

Broadly, this condition is referred to as lissencephaly, meaning ‘smooth brain’. One of the most 

common and first identified genetic causes of Type I lissencephaly is due to mutations in the Lis1 
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gene (Pafah1b1), which encodes an enzyme essential for nuclear kinesis and microtubule 

stabilization (Hirotsune et al., 1998; Dobyns and Das, 2009; McManus et al., 2004; Wynshaw-

Boris, 2007). Unsurprisingly, mutations to other parts of this migratory pathway also result in 

lissencephalies and more recently infections during embryonic development have received 

renewed attention for their role in microcephalies, such as the mosquito transmitted Zika virus 

(for example DCX, YWHAE, RELN, ARX) (Kato, 2003; Rice et al., 2018). As alluded to above, these 

disorders also produce intra-structure cellular heterotopias which are characterized by 

mispositioned cell somas and disorganized cellular layering. 

Rodent brains lack gyri but mice heterozygous for the human mutant Pafah1b1 allele 

(Lis1-MUT, Lis mutants) display severe cellular heterotopias in both cortex and hippocampus, 

developmental defects, hydrocephaly, and enlarged ventricles. These mice also have increased 

network excitability, lowered seizure threshold, and increased spontaneous mortality rate – 

features shared with the human condition (Fleck et al., 2000; Hunt et al., 2012). Interestingly, 

these heterotopias in area CA1 of the hippocampus have a tendency to fragment the single 

excitatory principal cell layer (PCL) into multiple pyramidal cell bands, stacked vertically on one 

another – transitioning the region into what looks like a primitive cortical structure with multiple 

excitatory layers. Concurrently, hippocampal researchers have proposed a system of parallel 

information processing being carried out among the intertwined circuitry of CA1, where-in 

preferential interneuron targeting acts to segregate information streams to different sets of 

principal neurons (Soltesz and Losonczy, 2018). It seems possible, if not likely, that these crude 

laminar structures resulting from faulty cellular migration in the Lis1 mutant mouse, might reflect 

natural underlying patterns in local circuit connectivity upon which normal hippocampal function 



 29 

is critically dependent. Clearly, mislamination is a shared feature of several human 

neurodevelopmental disorders that merits deeper investigation and may inform our 

understanding of normal hippocampal development and function. 

In light of studies suggesting specified microcircuitry among deep versus superficial 

principal cells and local basket cells in wild type (Wt) CA1, we wondered if the heterotopic cell 

layers observed in Lis1 mutants reflected a functional distinction between discrete microcircuitry 

of the PCL (Soltesz and Losonczy, 2018; Lee et al., 2014; Nielsen et al., 2010; Slomianka et al., 

2011; Valero et al., 2015). Recent evidence suggesting a preferential connectivity between 

principal cells and either parvalbumin (PV) or cholecystokinin (CCK) expressing interneurons, 

depending on the extrahippocampal projection target, somatic position of the principal cell, or 

marker expression of the principal cell, suggests an underlying blueprint in the establishment of 

hippocampal circuitry and connectivity that has been previously underappreciated in what 

otherwise appears as a monolithic excitatory lamina, the PCL (Soltesz and Losonczy, 2018; Lee et 

al., 2014; Nielsen et al., 2010; Slomianka et al., 2011; Valero et al., 2015; DeFelipe, 1997; Deguchi 

et al., 2011; Valero and de la Prida, 2018; Varga et al., 2010). This model will allow us to identify 

the same cell subtypes in non-mutant and mutant littermates and examine to what extent their 

relative relationships are preserved under mis-lamination. Put more succinctly, to what extent 

are innate wiring motifs disrupted under heterotopia? 

Remarkably, in subjects suffering from cellular heterotopias that survive into adulthood 

cellular networks function surprisingly well and animals are often behaviorally indistinguishable 

from normal type littermates (Salinger et al., 2003; Wagener et al., 2010; Wagener et al., 2016). 

In the more thoroughly studied Reeler mouse model, that displays severe cortical and 
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hippocampal mis-lamination, cells in cortex appear to be relatively healthy and are integrated 

into the local network (Wagener et al., 2016; Boyle et al., 2011; Caviness and Sidman, 1973; Guy 

and Staiger, 2017; Polleux et al., 1998). Collectively, the evidence suggests that the formation of 

functional synaptic connectivity has some innate resilience to mis-lamination and layers may play 

little to no role in the guidance and establishment of synaptic connectivity (Wagener et al., 2016; 

Guy and Staiger, 2017; Caviness and Rakic, 1978; Guy et al., 2015). Furthermore, if there was logic 

behind the dividing of these heterotopic cell populations the Lis1-MUT would represent an ideal 

model to assay the resilience of genetic network formation blueprints to the 

developmental/local-environment cues of intra-structure position and layering (Soltesz and 

Losonczy, 2018; Harris and Shepherd, 2015; Margeta and Shen, 2010; Sur and Rubenstein, 2005). 

This might permit us to determine over what relative distances genetic wiring programs are able 

to locate and synapse on the appropriate postsynaptic targets, shed light on what appears to be 

intertwined parallel circuitry for information processing in CA1, and identify synaptic connectivity 

motifs that are more susceptible to heterotopia than others (Soltesz and Losonczy, 2018; Valero 

and de la Prida, 2018; Varga et al., 2010). Ultimately, these studies provide key insight into what 

is the role of layers in higher mammalian brain structures and highlight the proper areas of study 

for future treatment of cellular heterotopias. 

 

RESULTS 

Heterotopic banding of the principal cell layer in Lis1 mutant mice 

Non-conditional Pafah1b1 +/- mice were generated by breeding a Pafah1b1 +/ Fl line to Sox2-cre 

animals, heterozygous mice are referred to henceforth as Lis1-MUT. Lis1-MUT mice were often 
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noticeably smaller than litter mates. Some animals displayed severe macroscopic brain 

abnormalities, including enlarged ventricles, hydrocephaly, intracranial bleeding, and 

spontaneous death. Lis1-MUT mice that survived to 3–5 weeks of age were used for experiments 

and subsequent breeding; non-mutant littermates were used as controls. In coronal sections 

from dorsal hippocampus Lis1-MUT animals displayed heterotopic banding of the principal cell 

layer (Figure 1A). Banding varied in severity, cell soma density, and septal-temporal extent. Most 

animals displayed the strongest banding in area CA1, with fewer mice showing multiple PCLs past 

region CA2. Region CA3 rarely appeared banded, but instead scattered and uncompacted. Mice 

occasionally had three distinct layers or clustered islands of cells, but most typically two 

prominent PCLs could be seen (Figure 1A, right vs left). Deeper bands were typically situated in 

what would be stratum oriens-alveus in a non-mutant animal. In measuring from the border of 

the alveus and the cortex radially (toward radiatum, known as the radial axis of CA1), the entirety 

of normal wild type (Wt) PCLs were located between ~175–300 μm. In Lis1-MUT mice, superficial 

bands were positioned between ~250–320 μm and deeper heterotopic bands (positioned closer 

to the alveus) were between ~100 and 190 μm. Of the two bands, the superficial tended to be 

more densely populated and closer to the normal positioning of the PCL in normal type mice 

(Figure 1A and B). We next considered whether these heterotopic bands were splitting randomly, 

or if the banding represented distinct cell populations. 

 

Calbindin expressing principal cells preferentially position in the deeper heterotopic band of 

CA1 in Lis1 mutant 
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In order to better understand the banding process in mutant mice, immunohistochemistry 

experiments were carried out for principal cell markers and quantified by normalized expression 

levels in each heterotopic band (n antibody stained cells/n dapi cells in same region of interest). 

In addition to marking a subpopulation of GABAergic cells, calbindin is expressed in superficial 

principal cells in several species (Slomianka et al., 2011). Consistent with these reports, our Lis1 

wild-type litter mates show calbindin-expression among superficial principal cells of CA1 (Figure 

1B, left). These cells are tightly packed, forming one-three rows of somas on the stratum 

radiatum adjacent (superficial) side of the PCL. Conversely, calbindin staining in Lis1-MUT mice 

showed a strong bias for calbindin-expressing principal cells to occupy the deeper heterotopic 

principal cell layer (Figure 1B, right). Figure 1D shows a normalized histogram of identified 

calbindin-positive cell soma positions in Lis1 mutants and wild-type litter mate controls. Note for 

quantification purposes, the deep and superficial bands are analyzed as separate regions of 

interest, numbers represent the fraction of cells in that particular band expressing calbindin. 

Analogously, the single wild-type PCL is divided in half radially (top versus bottom) and analyzed 

as separate deep and superficial bands (Figure 1E; Distal CA1 Wt: deep 8.9 ± 2.8%; superficial 

25.1 ± 1.3%; Lis1-MUT: deep 18.0 ± 2.8%; superficial 4.4 ± 1.0%, n = 12 Wt and 12 Lis1-MUT slices 

from six animals, respectively). This finding was not a general feature of having the Lis1 mutant 

allele, as in animals with less severe banding (or in the same slices nearer CA2) but still carrying 

the mutant Pafah1b1 allele, the PCL displayed relatively normal, superficial calbindin soma 

positioning (Figure 1F; Proximal CA1 Wt: deep 16.3 ± 2.3%; superficial 30.0 ± 2.0%; Lis1-MUT: 

deep 12.1 ± 2.3%; superficial 19.0 ± 2.4%, n = 12 and 11, respectively). A large proportion of the 

principal cells expressing calbindin are being preferentially shifted into the deeper heterotopic 
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band, but it should be noted that calbindin cells overall still represent a minority of the population 

in either location. Given that principal cells are generated near what becomes the alveus and 

migrate radially during embryonic development in a deep to superficial manner (Caviness and 

Sidman, 1973; Angeivine, 1965; Stanfield and Cowan, 1979), the calbindin staining pattern 

suggested a late born population undergoing migratory failure in the Lis1-MUT mouse. 

 

 

Figure 1. Lis mutants display heterotopic banding and ectopic positioning of calbindin-
expressing principal cells. 
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(A) Left, two coronal NeuN stained images from differing levels of dorsal CA1 hippocampus in a 
wild-type littermate. Right, approximately matched coronal sections from a Lis mutant displaying 
heterotopic banding of the PCL. Scale bars are 300 μm. (B) Left, wild-type and Lis1-MUT, right, 
staining of CA1 highlighting the position of the PCL, calbindin-positive neurons, and overlay. Note 
the deep layer preference of calbindin-expressing neurons, particularly in distal CA1 in mutant. 
Scale bars are 200 μm. (C) Higher magnification view of the overlay images in (B), for wild-type 
(left) and Lis1-MUT (right). Scale bars are 150 μm. (D) Normalized histogram showing the 
positioning of calbindin-expressing cells in mutants with PCL banding compared to wild-type 
mice. (E) Percentage of cells in deep and superficial layers expressing calbindin in distal CA1 (for 
controls mice, the single PCL is divided in half radially). Counts represent number of identified 
calbindin soma divided by number of DAPI identified cells, Wt: deep 8.9 ± 2.8%, superficial 25.1 
± 1.3%; Lis1-MUT: deep 18.0 ± 2.8%, superficial 4.4 ± 1.0%. (F) Same as (E) for proximal CA1, Wt: 
deep 16.3 ± 2.3%, superficial 30.0 ± 2.0%; Lis1-MUT: deep 12.1 ± 2.3%, superficial 19.0 ± 2.4%; 
n = 12 Wt and 12 Lis1-MUT slices for distal and 12 and 11 for proximal, from six animals. 
 

Embryonic development of the calbindin expressing principal cells 

Superficial principal cells in normal mice arise near the end of gestation (Emb days 16–17) 

(Slomianka et al., 2011; Caviness and Sidman, 1973; Angeivine, 1965). Our initial data suggests 

that the heterotopic banding in Lis1-MUT mice may arise from a migratory stalling event, where 

later born superficial-preferring cells were unable to overcome a migratory burden and instead 

form a new deep heterotopic layer. In order to test this hypothesis and ensure that a novel 

population of deeply positioned principal cells was not adopting calbindin expression in Lis1-MUT 

animals, cellular birth-dating experiments were performed. 

In timed pregnancy experiments using Lis1 mutants crossed to Neurog2-cre were crossed 

with a cre-dependent EGFP reporter mouse (Rosa26 <RCE >), tamoxifen administration induces 

cre-recombination and subsequent eGFP expression in newly born neurons of developing mouse 

pups. Pregnant mothers were gavaged at various embryonic time points spanning days E12-17. 

After pups were born, they were perfused and fixed at ~P30 for calbindin staining, and 

subsequent quantification of the percentage of eGFP expressing neurons from any time point 
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that were co-stained for calbindin (Figure 2A–C). Approximately 10% of cells born on E12-E13 

expressed calbindin at P30 (Figure 2D; Wt: 9 ± 3%; Lis1-MUT: 12 ± 3%, n = 95 cells and 168 labeled 

cells analyzed from five animals, respectively) in both Lis1 wild-type littermates and mutants. 

Cells born E14-E15 co-stained for calbindin 42 ± 9% of the time for wild type and 52 ± 8% (n = 221 

and n = 128, from 10 animals) for Lis1 mutants and cells born E16-E17 co-stained for calbindin 54 

± 7% of the time for wild type and 71 ± 9% for Lis1 mutants (n = 48 and 20 labelled cells from 11 

animals). While the timing of calbindin cell birthdates remained similar to littermate controls in 

Lis1-MUT animals in that calbindin cells arise late in embryonic development (Figure 2D), 

positioning of these cells differed substantially. Later born cells positioned more superficially in 

wild-type littermates (smaller PCL depth measurements), while they positioned more deeply in 

mutant mice (Figure 2E and F,E represents counts from single experiments data are averages and 

summarized in F). These results suggest that deeply positioned calbindin-expressing cells in the 

Lis1-MUT mice are the same late-born cell population that are now ectopically positioned in the 

deeper heterotopic band. 
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Figure 2. Cellular birth-dating indicates ectopic calbindin cells in Lis mutants are the same late-
derived embryologic population. 
(A) Wild-type (left) and Lis mutant (right) example birth-dating images for a litter tamoxifen 
dosed between E12-E13. Note the cutout, displaying how cellular somatic positioning was 
measured from the front of the PCL (as opposed to normalized structural position). Green 
corresponds to cells born during tamoxifen administration; orange is calbindin 
immunohistochemistry staining carried out when litters are P30. (B) Same as in (A) but for litters 
dosed at E14-E15. (C) Same as (A) but for litters dosed at E16-E17. (D) Quantification of the 
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fraction tamoxifen-marked neurons co-staining for calbindin antibody from each timepoint. E12: 
Wt: 9 ± 3%; Lis1-MUT: 12 ± 3%, E14: Wt: 42 ± 9%; Lis1-MUT: 52 ± 8%, E16: Wt: 54 ± 7%; Lis1-
MUT: 71 ± 9%. (E) Example counts from single images at each timepoint for PCL depth 
measurements. Later born cells position more superficially (front of the PCL) in non-mutants, but 
deeper in Lis1-MUT littermates. (F) Group averages for the measurements shown in (E). E12- Wt: 
25.4 ± 1.4 μm; Lis1-MUT: 50 ± 12.3 μm, E14- Wt: 20.5 ± 1.3 μm; Lis1-MUT: 88 ± 8.7 μm, E16- Wt: 
15.6 ± 2.6 μm; Lis1-MUT -: 111.6 ± 18.3 μm. Scale bars are 150 μm and 25 μm for the main image 
and zoom, respectively. 
 

Calbindin-expressing principal cells retain a complex apical morphology 

Previous studies have documented variation in CA1 principal cell morphology, particularly in 

comparing basal and apical dendritic trees (Lee et al., 2014; Bannister and Larkman, 1995; Li et 

al., 2017). These morphological features can be reliably used to differentiate excitatory neuron 

subtypes. In particular, calbindin-expressing principal cells have more complex apical dendritic 

trees (more branching), than calbindin-negative counterparts (Li et al., 2017). This has enabled 

offline characterization of excitatory cell group through K-means clustering of morphological 

features after cellular reconstructions. A prior study using this approach suggested that clustering 

was greater than 90% accurate as verified by mRNA and in situ hybridization approaches but 

comes with the drawback that every recording must be histologically processed, virtually 

reconstructed, and analyzed (Li et al., 2017). Additionally, there is a minimal threshold for the 

amount of dendritic tree that must be recovered and drawn for clustering to be accurate. 

In our 63 best recovered principal cell morphologies from physiological recording 

experiments (n = 32 wild type, n = 31 Lis1-MUT), we implemented a k-means clustering algorithm 

based on dendritic branch connectivity and lengths that generates length-ratio index (LRI) values 

and node-ratio index values (ORI), as done previously, with a minor modification to cell values if 

selected nodes were distant from the soma (Li et al., 2017). See Materials and methods for more 
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details. The clustering results from mutant and wild-type litter mate cellular morphologies are 

shown in Figure 3B. The same process was applied to mutant and wild-type cells, but these 

groups were processed independently by a supervised k-means algorithm that expected two 

groups, corresponding to complex and simple morphologies. While morphologically speaking, 

additional subtypes of principal neurons likely exist in CA1 (if analyzing basal dendrites or soma 

size etc.), the present study makes use of prior work for the purposes of separating principal cells 

along the lines of calbindin positive and calbindin negative populations. However, preliminary 

clustering analysis using within cluster sum of squares (elbow plots) suggested ncluster = 2 is not 

an unreasonable choice for apical dendritic morphology in agreement with the original study 

(data not shown). Note, not all cells come from the same experimental group as in this figure we 

are looking for the best morphological recoveries, therefore not every morphological data point 

will have corresponding physiological data points causing N’s to vary between some subpanels – 

the same should be noted for the analysis in Figure 4. 

The data show that relatively simple and complex cell morphologies persist in the Lis1 

mutant, in approximately the same proportions to wild type mice, with nearly overlapping cluster 

centers (complex cells, Wt: [−0.1, 0.8], Lis1-MUT: [−0.4, 0.9]; simple cells, Wt: [−1.8,–1.3], Lis1-

MUT: [−1.7,–1.2]). The nearness of the cluster centers for non-mutant and mutant data further 

suggest that fundamentally new clusters of morphological subtypes have not cropped up, but 

instead a relative relationship between complex and simple subtypes persists – even if Lis1 

complex cells are less ‘branchy’ as described below in sholl analysis. A visual comparison of some 

of the more obviously simple and complex cellular recoveries suggests the sorting has been 

successful (Figure 3A & C, note deeply positioned complex cells in Lis1-MUT experiments). 



 39 

Grouping cells by the assigned shape cluster and plotting the associated PCL depth 

measurements (from the border between the first PCL and the radiatum) gives further support 

to the sorting results, as complex cells were located superficial to simple cells in normal type 

controls and scattered but generally deeper than simple cells in Lis1-MUT mice, in agreement 

with our calbindin staining experiment (Figure 3D PCL depth, Wt complex: 35 ± 8.0 μm, simple: 

50.2 ± 6.3 μm, n = 13 and 11; Lis1-MUT, complex: 127 ± 23.4 μm, simple: 94.6 ± 12.3 μm, n = 8 

and 13).  

Additionally, we observed that complex cells in both mutant and non-mutant animals 

tended to have their first prominent apical branch bifurcation points sooner than simple cells 

(Figure 3E). This suggests that the complex apical branch morphology can still be used to identify 

putative calbindin-expressing principal cells in Lis1-MUT mice. It should be noted that the 

clustering algorithm has no direct knowledge of somatic positioning, or what is determined to be 

the first primary apical bifurcation – yet these differences appear using the labels assigned in the 

clustering. More traditional morphological analyses such as sholl intersections fail to show clear 

differences between complex and simple cell types when they are pre-sorted by K-means label, 

highlighting the usefulness of analyzing branching patterns with this approach (Figure 3F–H, note 

that sholl intersections represent apical dendritic trees only and do not include basal dendrites). 

For additional confirmation that calbindin remains predictive of complex morphologies in Lis1-

MUT animals, we crossed mice to a Calb1-cre:Ai14 reporter line and made recordings in these 

mutants and processed their morphological reconstructions through the algorithm (Figure 3B; 

open and filled stars). Out of eight successful recoveries, four principal cells with confirmed 

calbindin expression had LRI and ORI values in the upper right (complex) quadrant (Figure 3I–K). 
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The remaining were calbindin negative and had relatively simple morphological values (Figure 

3B, lower left). An additional three calbindin positive recordings are not included in the analysis, 

as their recoveries were split across multiple sections or incomplete, but these showed the 

hallmark of an early bifurcation point and dense early branching. These data support the notion 

that relatively complex and simple morphologies persist in the Lis1 mutant, and calbindin-

expression remains predictive of the complex morphological group. 

Readers should note, direct comparisons of sholl analysis from mutants and wild-type 

litter mates revealed a reduction in branch intersections in Lis1-MUT complex cells (Figure 3H). 

While wild-type complex cells typically have peak sholl intersections of 8–11 around 200 μm from 

the soma, Lis1-MUT complex cells have fewer peak intersections (~7), closer to the soma (~125 

μm) (Wt n = 10 complex and 14 simple; Lis1-MUT n = 10 complex and 12 simple). While relatively 

speaking, the complex and simple subtypes persist in the Lis1-MUT mice, there has been an effect 

of the mutation, either direct or indirect, in stunting general morphological development. 

Clustering was performed separately for mutant and non-mutant data to reveal relative 

relationships between sub-types of cells in one genetic condition rather than an absolute 

comparison of all cell morphologies, allowing us to compare how related cell subtypes and their 

associated microcircuits develop under heterotopia. 
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Figure 3. Lis1-MUT calbindin-expressing PCs retain relatively complex morphologies. 
(A) Recovered cells from non-mutant and mutant experiments, highlighting different apical 
dendritic morphologies, complex and simple. Complex morphologies have been previously 
shown to be highly predictive of calbindin expression (Li et al., 2017). Scale bars are 50 μm. (B) 
Supervised K-means plots (63 best recovered cells, k = 2) carried out separately for mutant and 
wild-type data (blue and red respectively). Filled circles correspond to complex morphologies and 
open circles are simple. Stars are morphological recoveries from Lis1 mutants crossed to a Calb1-
cre;Ai14 mouse line (n = 8 total) – filled stars have confirmed calbindin expression and open stars 
are calbindin negative recordings. These cells are then run through the same clustering algorithm, 
and the associated LRI/ORI positions are plotted over the original clustering. Note filled and open 
stars fall in the upper right (complex) quadrant and the lower left (simple) quadrant, respectively. 
(C) Example morphological reconstructions, ranging from most complex (left) to simple (right). 
(D) Positional properties for predicted calbindin (complex, filled circles) and non-calbindin 
expressing (simple, open circles) principal cells. Note predicted calbindin expressing cells were 
superficial to non-calbindin predicted, and this trend was inverted for Lis1-MUT animals. Wt: 
complex 36.42 ± 8.5 μm, simple 50 ± 6.9 μm; Lis1-MUT: complex 128 ± 26.6 μm, simple 
90.9 ± 12.7 μm, n = 13, 11, 8, 13, respectively. Depth is measured as it was for Figure 2 from the 
front/superficial side of the PCL. (E) Group sorted measurements for distance along primary 
apical dendrite until first prominent bifurcation occurs. Wt: complex 163 ± 32.8 μm, simple 
295.9 ± 41.4 μm; Lis1-MUT: complex 241.6 ± 55.8 μm, simple 368.9 ± 43.4 μm. Note complex 
cells tend to bifurcate sooner in both mutant and non-mutants. (F) Sholl interactions from Wt 
apical dendrites alone, of complex and simple sorted cells. (G) Likewise, for Lis1-MUT animals. 
(H) Overlay of the complex morphology sholl data from non-mutant and mutant experiments. 
Despite retaining a relatively complex population, complex Lis1-MUT - principal cells have 
decreased apical dendritic branching that peaks closer to the soma. (I–K) Somatic images 
confirming calbindin expression from three recordings performed in Lis1 mutants bred to 
a Calb1-cre;Ai14 line. Morphologically these cells clustered with the complex group in (B) – filled 
stars, while calbindin negative recoveries (not shown here) are plotted as open stars in (B). 
Dashed circle diameter is 15 μm. 
 

Lis1 mutant principal cells display disrupted physiological properties 

From the whole-cell recordings that were used for morphological reconstructions in Figure 

3a battery of intrinsic physiological properties were analyzed in two ways. Several of these 

properties are shown in Figure 4. Each property was plotted against the PCL depth of the soma 

(somatic depth from the radial side of the PCL) from which the recording was made (Figure 4A). 

The same data were also sorted into putative calbindin-positive and calbindin-negative cell types 

as predicted by either complex or simple morphologies (Figures 3B and 4B). Resting membrane 
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potential displayed a pearson r value of 0.44 for correlation with position in wild-type litter 

mates, and a r-value of 0.07 in Lis1 mutant mice (Wt: n = 23, Lis1-MUT: n = 23). Sag index 

correlated with position at an r-value of 0.5 in wild-type mice and an r-value of 0.05 in Lis mutants 

(Wt: n = 24, Lis1-MUT: n = 26). Input resistance and depth in wild-type mice had a correlation 

value of r = 0.2, while in Lis mice r = −0.1 (Wt: n = 23, Lis1-MUT: n = 26). 

In sorting recorded data by putative cell type, we noted that many of the positional 

differences observed in Figure 4A persisted or at least trended toward significant in wild-type 

littermates (complex cells are filled circles, open are simple; Resting membrane potential: Wt 

mean complex −63.3 ± 1.2 mV, simple −60.3 ± 1.2 mV, p=0.09 n=11 and 12; Sag index: mean 

complex 0.75 ± 0.02, simple 0.79 ± 0.02, p=0.25 n=12 and 12; Input resistance: complex 

120.4 ± 6.8 MΩ, simple 149.3 ± 14.11 MΩ, p=0.08 n=11 and 12). Some of these differences in 

sub-types were still detectable in Lis1 mutants, but differences between principal cell sub-types 

for most properties seemed substantially diminished from those in normal mice (RMP: mean 

complex −61.2 ± 2.1 mV, simple −61.1 ± 1.5 mV, p=0.96 n=10 and 13; Sag index: mean complex 

0.78 ± 0.02, simple 0.81 ± 0.01, p=0.09 n=13 and 13; R input: mean complex 171.9 ± 13.2 MΩ, 

simple 123.3 ± 13.02 MΩ, p=0.29 n=13 and 13). Note that not all physiological recordings had 

associated morphological recoveries. Additionally, in some recordings not all properties were 

measured, meaning some morphological groups vary in their summary N’s. 

We wondered if there were physiological subtypes of principal cells and how those 

subtypes might correspond to our previously identified morphological subtypes of complex and 

simple. Principal component analysis and subsequent K-means clustering was carried out on the 

physiological data (Figure 4C and D, resting membrane potential, sag index, input resistance, 
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spike amplitude, adaptation ratio, firing frequency at 2x threshold, spike threshold, and after 

hyperpolarization amplitude were used for physiological clustering). Note that the clustering in 

this figure has no knowledge of morphological features nor LRI or ORI values from Figure 3B – we 

merely carry over the morphological labels afterward. Pre-clustering analysis with nbclust and 

elbow plots was performed, both approaches suggested n cluster = 2 was the optimal solution 

(data not shown). We then scored where morphologically identified cells fell in the physiological 

clusters. Out of eight morphologically complex cells, six were found in physiological cluster 0 and 

the remaining two in physiological cluster 1. Of eleven morphologically simple cells, eight were 

located in physiological cluster 1 and the remaining three in cluster 0, suggesting that these 

physiological clusters roughly correspond to the two morphological subtypes identified in Figure 

3 for wild-type littermates (Figure 4C). The same analysis in Lis1 mutants yielded uneven cluster 

counts, and no clear relationship between physiological cluster and morphological cluster (Figure 

4D). The data indicate a loose relationship between morphological subtype and physiological 

subtype in wild-type animals that has been significantly perturbed under the Lis1 mutation - 

suggesting that physiological aspects of cellular identity may become smeared or lost under 

cellular heterotopia before or to a greater extent than morphological aspects. Put another way, 

cellular morphology is less predictive of intrinsic physiological properties under the Lis1 mutation. 

 



 45 

 

Figure 4. Physiological properties of calbindin positive and negative morphological clusters. 
(A) Left, somatic PCL depth correlations with cellular resting membrane potential for wild-type 
(red) and Lis1-MUT (blue) recordings. Middle, likewise, for sag index, where values closer to 1 
correspond to less sag exhibited. Right, same for input resistance. (B) Same data as in (A), 
grouped by predicted calbindin expression. (C) Supervised K-means (n = 2) sorting wild types. A 
handful of electrophysiological properties alone are capable of reasonably accurate 
morphological subtype prediction (and therefore calbindin expression). C’s and S’s correspond to 
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the data points associated morphological group, note that even mis-categorized points are near 
the midline. Of 8 morphologically complex cells, 6 are found in in physiological cluster 0, of 11 
simple cells, 8 are found in physiological cluster 1. (D) Same as in (C) for recordings in Lis mutants. 
Physiological properties are less capable of predicting morphological cluster in Lis mutant mice. 
 

Basket cell-principal cell innervation biases are differentially affected in the Lis1 mutant 

hippocampus 

Having gained insight into how the heterozygous Pafah1b1 mutation impacts the development 

of principal cell properties of positioning, embryonic birthdate, morphology and intrinsic 

physiology, we next wondered how ectopic calbindin cells were integrated into the local synaptic 

network of CA1. Prior studies have suggested a preferential and complementary innervation bias 

among two types of local basket cells found in the CA1 subfield – parvalbumin-containing (PV) 

and a subset of cholecystokinin-containing (CCK) inhibitory interneurons. PV-expressing basket 

cells preferentially innervate deeply situated calbindin-negative principal cells, while CCK-

expressing interneurons have a similar bias, but for superficial calbindin positive principal cells 

(Lee et al., 2014; Valero et al., 2015; Valero and de la Prida, 2018). We wondered if these 

innervation patterns were present in the Lis1 mutant despite ectopic cellular layering, which 

might shed light on how positioning and layering effect synaptic network development of brain 

structures. 

To begin to assay this network feature in our Lis1 mutants, we first asked where these 

two types of basket interneuron somas were positioning in mutant mice. Immunohistochemical 

staining experiments were performed using antibodies against PV and CCK (Figure 5A and B). The 

somas of stained interneuron classes are plotted in binned and normalized histograms in Figure 

5B, left and right for PV and CCK, respectively (filled bars for Wt dashed bars for Lis1-MUT). 
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Vertical dotted lines show the approximate location of the wild type principal cell layer. Note that 

for this figure, somatic position is measured from the alveus/cortical border toward the s. 

radiatum across the entire radial depth of CA1, as opposed to how it is measured when examining 

principal cell layer depth, meaning 0 corresponds to the deepest position in this plot. This 

measure is more appropriate when looking at non-principal cells and overall hippocampal 

distributions (compare with Figures 3F and 4A), as these interneurons often position on the 

edges of, or outside of the PCL. Our data indicate that both PV- and CCK-containing cell types 

have undergone superficial radial shifts, that is, the cell bodies have moved toward the s. 

radiatum. Notably, this is opposite the direction in which calbindin positive principal cells are 

shifted in Lis1 mutants (Figures 1 and 2). Overall, PV-containing somatic shifts appear less severe 

than CCK-containing shifts, but in both cases a few drastically shifted somas were observed (right 

tail of dashed histograms).To begin to probe synaptic network development under heterotopia, 

we performed high-magnification immunohistological staining experiments with four 

simultaneously visualized channels (Figure 5C-F).  

This permitted the identification of inhibitory synapses on the somas of calbindin-positive 

and calbindin-negative principal cells Figure5C, left and right panels, respectively) in normal and 

Lis1 mutant littermates (5C vs E and 5D vs F, for PV and CB1R respectively). First, putative 

inhibitory boutons are automatically identified in the corresponding stain (Pv or CB1-R, top 

panels, blue staining). These putative pre-synaptically localized boutons are then filtered by 

proximity to a postsynaptic inhibitory synapse marker, gephyrin – yielding ‘true’ inhibitory puncta 

(synthetic spheres in bottom panels, gephyrin staining not shown). These puncta are then 

counted if they are within 0.2 μm or less of a principal cell soma – which are demarcated by the 
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WFS1 antibody (green). Six calbindin positive and six calbindin negative principal cells in CA1 of 

mutants and non-mutant littermates are used for each image, yielding a single data point – that 

is to say, filtered inhibitory puncta are counted on somas of six calbindin positive and six calbindin 

negative principal cells. Six cells are used because sections and images taken are extremely thin 

to minimize Z-axis problems. We want to analyze ectopically positioned calbindin-expressing 

principal cells, and there are a limited number of these in any given image. The counts on 

calbindin-positive somas are divided by counts on calbindin-negative somas yielding a bias ratio 

(no. of Calb-positive PCs/no. of Calb-negative PCs). Numbers greater than one indicate a 

preference for calbindin-expressing principal cells. See Materials and methods for additional 

information. 

PV-expressing basket cells preferentially innervated calbindin-negative principal cells in 

both mutant and wild-type mice (Figure 5G; PV-calbindin preferences: 0.74 ± 0.05, 0.63 ± 0.11 

for Wt and mutant, respectively, p=0.55, each point represents 12 cells from a slice, n = 3 pair of 

littermates from three litters). In experiments where the PV channel stain was replaced with a 

Cb1-R antibody, known to selectively stain presynaptic terminals of CCK-expressing basket cells, 

we noted a preferential innervation of calbindin-expressing post-synaptic targets in normal type 

that was absent from the Lis1 mutant mouse (Figure 5H; CB1-R-calbindin preferences: 

1.32 ± 0.04, 1.02 ± 0.09 for Wt and Lis1-MUT, respectively, p=0.02). Which suggested that at least 

from an immunohistological level, CCK-expressing basket targeting onto ectopic calbindin-

positive principal cells was disrupted. 
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Figure 5. CCK-expressing basket cells have decreased innervation preference with ectopic 
calbindin-positive principal cells. 
(A) Low-magnification images showing the locations of parvalbumin and cholecystokinin-
expressing interneurons in the CA1 hippocampus. Note the CA1 depth measurement from the 
back of the oriens – this measure is more appropriate for assessing somatic position within the 
larger CA1 structure, as opposed to PCL depth used elsewhere in this study. Scale bars are 350 
μm. (B) Normalized histograms of basket cell soma depth measurements along the radial axis of 
CA1, both PV- (left) and CCK-containing (right) inhibitory interneuron somas show modest 
superficial shifts in Lis1-MUT mice. (C) High-magnification images of a staining experiment for the 
quantification of PV-containing inhibitory puncta from control littermate samples. Left, an 
example CB-expressing principal cell. Right, an example non-CB-expressing principal cell. The top 
row shows calbindin and parvalbumin staining, the bottom row shows the same cells with 
calbindin, Wfs1 staining which was used to draw the cell border, and the puncta derived from 
the parvalbumin staining shown above (arrows point to a few in the first panel) – these puncta 
are filtered for proximity to a postsynaptic gephyrin puncta (channel not shown). (D) Same as in 
(C), except the interneuron staining is for the cannabinoid receptor 1, highly expressed in the 
terminals of CCK-expressing interneurons. (E and F) Same as the corresponding above panels, but 
for samples from Lis1-MUT littermates. Scale bars are 2 μm. (G) PV puncta bias summary. PV 
puncta had a modest preference for non-calbindin expressing principal cells in both non-mutant 
and mutant slices. PV-calbindin preference: 0.74 ± 0.05 and 0.63 ± 0.11 innervation biases for 
wild-type and mutants, respectively, p=0.55, each point represents 12 cells from a slice, n = 3 
pairs of littermates from three litters. (H) Same as in (E), but for experiments where the PV 
antibody was replaced by the CB1-R antibody. Non-mutant CCK baskets displayed a preference 
for calbindin-expressing principal cells that was lost in Lis1-MUT mice. CB1-R-calbindin 
preference: 1.32 ± 0.04, 1.02 ± 0.09 for wild-type and mutant respectively, p=0.02. Scale bars for 
C-F are 2 μm. 
 

Monosynaptic CCK-mediated inhibition onto calbindin-positive principal cells is disrupted in 

CA1 of the Lis1 mutant 

In order to better understand the role of CCK-expressing inhibitory cell networks in the face of 

pyramidal cell heterotopia and to further the observations shown in Figure 5 at a functional level, 

whole-cell recordings were made from principal cells in CA1 in the presence of excitatory synaptic 

transmission blockers (APV 50 uM and DNQX 10 uM). Monosynaptic inhibitory events were 

evoked using a stimulation electrode placed locally in the PCL of CA1, and omega-conotoxin (1 

μM) was applied to selectively inhibit vesicle release from CCK-expressing interneurons (Figure 
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6; Heft and Jonas, 2005). Example traces from four groups are shown in Figure 6C, from left to 

right, Wt complex, Wt simple, Lis1-MUT complex, Lis1-MUT simple. Baseline events are in black, 

and post wash-in data are in gray. In littermate controls, conotoxin reduced monosynaptically 

evoked IPSCs to 52.5 ± 3.9% of baseline amplitudes in complex cells, while events in simple cells 

were reduced to 75.6 ± 8.3% of baseline amplitudes, consistent with our observation that 

complex cells are preferentially targeted by CCK-containing interneurons (Figure 6D (left), 

p=0.03, n = 8 Wt and 8 Lis1-MUT cells). In Lis1 mutant mice this differential CCK-containing 

inhibitory input was not detected, as conotoxin reduced eIPSCs to 48.2 ± 16.4% of baseline and 

60.2 ± 7.8%, for complex and simple cell subtypes respectively (Figure 6D (right), p=0.53 n=5 and 

13). 

We next repeated this experiment using an antagonist known to inhibit release from 

parvalbumin-expressing interneurons, omega-agatoxin IVA (250 nM). Example traces for the four 

subtypes before and after agatoxin application are shown in Figure 6E (wash-in data in gray). In 

control mice, agatoxin reduced monosynaptically evoked eIPSCs to 42.01 ± 6.2% of baseline in 

complex cells, events in simple cells were reduced to 9.5 ± 0.7% of baseline amplitudes, signifying 

that events in simple cells were more dependent on PV-expressing basket cell input (Figure 

6F (left), p=0.003, n = 6 complex and 4 simple cells). In Lis1 mutant mice agatoxin reduced eIPSCs 

to 49.6 ± 5.8% of baseline and 14.2 ± 3%, for complex and simple cell subtypes, respectively 

(Figure 6F (right), n = 6 and 7, p=0.0002). In comparing both interneuron networks between 

genotypes, data suggest that CCK innervations are more perturbed that PV in Lis1 mutants. In 

both monosynaptic wash-in experiments representative traces come from single examples, but 

readers should attend to the spread of the points particularly in the mutant data sets. We believe 
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this variance to largely stem from differences in severity of heterotopic banding between animals 

or slices. For example, not all Lis1 mutant slices display severe heterotopic banding, but instead 

a scattering of cells at various points of CA1. Additionally, it is difficult to assess the degree of 

banding prior to making whole-cell recordings. Hence, some calbindin-positive complex cells in 

mutants may in fact come from the superficial heterotopic band, while others (the ones we select 

for when doing immunohistochemical analysis particularly in Figure 5) are located ectopically in 

the deeply positioned heterotopic band. In most cases, we see the greatest deficits in the wash-

in experiments, in these heterotopic principal cells, and less severe deficits in the more normally 

positioned complex cells in the Lis1 mutants. While this complicates analysis by increasing the 

putative groups or obscuring relationships when grouping all cells by shape rather than position 

and shape, the data seem to hint there is indeed something about the disrupted layering itself, 

or the heterotopic positioning that is contributing to the failures in microcircuit formation 

observed here. 

Having probed monosynaptic inhibitory circuitry onto putative calbindin-positive and -

negative cells, we next examined feedforward disynaptic inhibition onto CA1 principal cells in 

normal and Lis1 mutant mice. Superficial cells have been previously shown to exhibit a 

comparatively higher level of excitatory drive during feedforward circuit activation (large EPSCs 

per unit of IPSC, Valero et al., 2015). Cells were voltage clamped at −70 mV and +10 mV to 

measure the Schaffer collateral-mediated monosynaptic excitatory and disynaptic inhibitory 

drive (Figure 6G). Excitatory transmission was subsequently blocked (APV 50 μM and DNQX 20 

μM), to allow the subsequent isolation of the disynaptic feedforward inhibitory drive from the 

total inhibitory component. Inhibition:excitation (IE) ratios were positively correlated with 
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somatic depth in the PCL for wild-type littermates, but not Lis1 mutants (Figure 6H; Wt r = 0.4, 

Lis1-MUT r = 0.05). When recorded cells were sorted by complex and simple morphologies 

complex cells had lower IE ratios in both wild-type and Lis 1 mutant mice (Figure 6I, Wt complex 

3.15 ± 0.39, simple 5.7 ± 0.95, p=0.02 n=23 complex and 23 simple; Lis1-MUT complex 

3.02 ± 0.49, simple 5.03 ± 0.76, p=0.03 n=21 complex and 17 simple cells). While their resulting 

ratios were predictive of sub-type, neither EPSC or IPSCs alone were significantly associated with 

depth or cell subtype (data not shown). EPSCs displayed depth correlations of r = 0.16 and 

r = 0.07 for wild-type and Lis1-MUT experiments, respectively. Neither excitatory nor inhibitory 

events differed significantly between principal cell shapes. IPSCs had a somatic depth correlation 

value of 0.2 wild-type littermates and 0.01 for mutants. 
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Figure 6. Physiological assays of network function within CA1. 
(A and B) Cell recoveries from normal type and Lis1 mutant experiments. Scale bars are 85 μm. 
(C) Normalized example traces from pre- and post-wash in (dashed) of omega-conotoxin (1 
μM), from left to right, a normal-type complex and simple recordings, followed by Lis mutant 
complex and simple examples. Stimulation for monosynaptic experiments was delivered locally 
in the CA1 PCL. (D) Quantification of the percent reduction in the evoked IPSC 10–12 mins after 
drug application. Wt: complex 52.5 ± 3.9%, simple 75.6 ± 8.3%; Lis1-MUT: complex 48.2 ± 16.4%; 
simple 60.2 ± 7.8%, n = 8, 8, 13, 5, respectively. (E) Example traces as in (C) but for omega-
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agatoxin experiments (250 nM). (F) As in (D) but for agatoxin. Wt: complex 42.0 ± 6.2%, simple 
9.5 ± 0.7%; Lis1-MUT: complex 49.6 ± 5.8%; simple 14.2 ± 3.0%, n = 6, 4, 6, 7, respectively. (G) 
Example traces for monosynaptic EPSCs (excitatory, inward current), and disynaptic feedforward 
IPSCs (inhibitory, outward current) evoked by stimulation of Schaffer collaterals, from a simple 
and complex recovered cell morphology in normal type. (H) IPSC amplitude/EPSC amplitude 
plotted by somatic PCL depth. (I) Same data as in (H) sorted by cell sub-type. Wt: complex 
3.15 ± 0.39, simple 5.70 ± 0.95; Lis1-MUT: complex 3.02 ± 0.49%; simple 5.03 ± 0.76, n = 23, 23, 
21, 17, respectively. 
 

Lis1-MUT mice display robust extracellular oscillations but are less synchronous across 

heterotopic bands 

Using extracellular oscillations measured in vitro we next sought to assay alterations in network 

level function resulting from the cellular heterotopia present in our Lis1 mutants. Both wild-type 

and Lis1 mutant slices were capable of producing robust gamma oscillatory activity (ranging from 

18 to 50 Hz), in response to application of 20 µM carbachol (Figure 7; Buhl et al., 1998; Fellous 

and Sejnowski, 2000; Fisahn et al., 1998). Slices from Lis1 mutants produced slightly higher 

frequency gamma oscillations than non-mutants (Wt 24.9 ± 1.7 Hz, Lis1-MUT 31 ± 1.1 Hz, 

p=0.005 n=20 and 14, respectively) (Figure 7B–D). Subsequent addition of the synthetic CB1R 

agonist, WIN-55,212–2 (WIN) (2 µM), did not alter the peak frequency of the oscillations in 

normal type nor mutant recordings (Figure 7D) but caused a significant decrease in peak power 

in normal type recordings (Figure 7E), but not in Lis1-MUT mice suggesting that CCK-networks in 

mutants are less involved in gamma oscillation generation than in wild-type littermates (Wt +WIN 

0.93 ± 0.03 vs CCh alone p=0.03, Lis1-MUT +WIN 1.02 ± 0.04 vs CCh alone p=0.69; n = 20 and 14 

non-mutant and mutant, respectively). 
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Figure 7. Lis mutants display robust carbachol-induced oscillations. 
(A) Normal type (left) and mutant (right) images from ventral hippocampus in Calb1-cre:Ai14 
mice. Note the second layer of deeply positioned calbindin expressing principal cells in the Lis 
mutant. Scale bars are 200 μm. (B) One second of data during carbachol induced activity from 
radiatum side electrodes in normal type and mutant recordings, respectively. (C) Power spectra 
computed for each of the above example recordings. (D) Summary peak frequency data for wild-
type and Lis mutant experiments, in carbochol alone, and with addition of WIN-55 (Cb1-R agonist, 
2 um). Wt CCh 24.88 ± 1.7 Hz, +WIN 24.4 ± 2 Hz, Lis1-MUT CCh 31 ± 1.1 Hz, +WIN 31.3 ± 1 Hz. (E) 
Summary data as in (D) but for normalized Vrms power at the peak frequency. Wt +WIN 
0.93 ± 0.03 vs CCh alone p=0.03, Lis1-MUT +WIN 1.02 ± 0.04 vs CCh alone p 0.69; n = 20 and 14 
wild-type and mutant respectively. Pre-vs-post wash p values represent paired t tests. 
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In an additional series of experiments, a second electrode was placed in the same radial 

axis as the first approximately 150 µm deeper, so that in normal type slices one electrode 

targeted the radiatum side of the PCL while the other targeted the oriens side (Figure 8A). In the 

Lis1-MUT slices, electrodes were placed in different heterotopic bands but still in the same radial 

axis. This allowed for analysis of the correlation and synchronicity of oscillations across the 

normal and heterotopic layers of CA1 (Figure 8). Electrode location was preserved in analysis 

such than comparisons are always made in a deep vs superficial manner. Examples of 

simultaneous one second recordings are shown for the oriens (top) and radiatum (bottom) side 

electrodes in Figure 8B (Wt on left, Lis1-MUT on right). Dashed vertical lines show peak 

alignment for each example. Associated cross-correlation plots between these electrodes are 

displayed in Figure 8C (Wt left, Lis1-MUT right); note the +0.7 ms peak in offset in the wild-type 

experiment, and −2.7 ms peak offset in the Lis1 example. Wild-type and Lis1 mutant slices were 

capable of producing correlated oscillatory activity (Figure 8D; Wt 394.6 ± 80.0, Lis1-MUT 

394.2 ± 60.8, p=0.99 n=20 and 14). However, examining the time-shifts obtained from cross 

correlation analysis (how far one signal is peak shifted from another in time) we noted that Lis1-

MUT mice displayed significantly less temporally correlated oscillations between the two 

electrodes (Figure 8E; Wt: +1.01 ± 0.8 ms, Lis1-MUT: −1.8 ± 0.79, p=0.02 n=20 and 14) suggesting 

that while both heterotopic bands participate in the ongoing oscillation, their separation in 

anatomical space or deficits in basket cell network connectivity erodes the correlated activity 

between the bands. Application of the CB1R agonist WIN-55 produced modest decreases in wild-

type cross-correlation values but not in the Lis1 mutants (Wt: + WIN 333.9 ± 71.9, vs baseline 

p=0.04 n=20; Lis1-MUT: + WIN 427.2 ± 84.13, vs baseline p=0.43 n=14) suggesting a diminished 
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role for CCK-containing interneuron networks in the mutant mouse. WIN-55 application did not 

have a significant impact on the time-shift between deep and superficial channels in either 

genetic background (Wt: + WIN 0.68 ± 0.52 ms, vs baseline p=0.62, Lis1-MUT: + WIN −0.41 ± 1.23 

ms, vs baseline p=0.21). 

 

Figure 8. Carbachol oscillations in Lis1 mutants are less synchronous across CA1 heterotopias. 
(A) Normal type (left) and mutant (right) images from ventral hippocampus showing the 
positioning of dual electrode recordings, one from the s. radiatum and a second s. oriens side 
electrode in the same radial plane. Scale bars are 200 μm. (B) One second of simultaneous 
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recordings from the deep (top) and superficial (bottom) electrodes, for wild-type (left) and Lis 
mutant (right) example experiments. Dashed lines highlight peak alignment between electrodes 
– note the blue line intersecting near a trough in the top trace, and a peak in the bottom. (C) 
Cross correlation plots for the example experiments shown in (B). Correlation values are arbitrary 
units. (D) Summary data for non-mutant and Lis1-MUT experiments in carbachol and after WIN-
55 wash-in. Wt CCh 394.6 ± 80, +WIN 333.9 ± 72, Lis1-MUT CCh 394.2 ± 60.8, +WIN 427.2 ± 84.1. 
(E) Summary for the millisecond timing of peak correlation shifts shown in (D). Wt CCh 1 ± 0.8 
ms, +WIN 0.68 ± 0.5 ms, Lis1-MUT CCh −1.8 ± 0.8 ms, +WIN −0.4 ± 1.23 ms; n = 20 and 14 wild-
type and mutant respectively. Pre-vs-post wash p values represent paired t tests. 
 

DISCUSSION 

Cellular heterotopias arising from various genetic and environmental factors carry with them a 

poor prognosis for the affected individual, including severe mental disability, increased seizure 

risk, and shortened life span (De Wit et al., 2011). The degree to which these effects are a direct 

result of the heterotopia itself (a lack of layers) or related to the role of the mutated genes in 

other processes remains unclear. That is to say, it is unknown to what extent any of the disease 

phenotypes associated with Lissencephaly are the result of disrupted layering and cellular 

misposition during embryonic development. However, by making relative comparisons between 

cell subtypes and their integration into the local circuitry separately in wild-type and mutant 

animals, we are able to garner some insight into cellular maturation, subtype identity 

development, and susceptibility of key circuit motifs to a loss in layering. 

In the present work, we first investigate the heterotopic banding observed in area CA1 of 

the Lis1 mutant mouse in order to determine if there is a pattern to the splitting of these 

excitatory cell populations – that might reflect naturally ‘embedded’ layers in the wild type CA1. 

To this end, we demonstrate that calbindin-expressing principal cells are preferentially affected 

by cellular heterotopia in CA1, where they are proportionately relegated to the deeper cellular 

layer – opposite of their normal superficial positioning in the PCL (Figure 1; Slomianka et al., 
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2011). After confirming that these cells are the same embryonically derived population (Figure 

2), namely late-born calbindin expressing, we asked to what degree their intrinsic development 

reflected the differences between calbindin-positive and calbindin-negative PC subtypes in wild-

type animals, and if relative differences between the two population were preserved (Figures 

3 and 4). While there was an effect of stunted arborization in comparison to normal type 

calbindin cells, Lis1 calbindin cells retained their complex morphology relative to with-in animal 

non-calbindin expressing principal cells. Intrinsic physiological properties appear more disrupted 

in Lis1 calbindin-expressing principal cells; however, several properties showed greater 

differences or trended toward significant differences when separated by putative calbindin 

expression, as opposed to somatic positioning – suggesting again that subtype was a stronger 

influence than layering in the determination of these properties. It is unclear if the intrinsic 

physiological differences between calbindin positive PCs in normal and Lis1 mutants reflected 

other roles of the Pafah1b1 protein directly, compensatory changes of ectopic cells, or are the 

result of cellular development in an ectopic position –the first two seem more likely given findings 

from other mis-lamination models (Salinger et al., 2003; Wagener et al., 2016; Caviness and 

Rakic, 1978), although insufficient circuit integration and activity is known to alter cellular 

development in cortex (De Marco García et al., 2011). 

We next turned our attention to the integration of these ectopic calbindin-expressing 

principal cells into the CA1 basket cell network. Staining experiments suggest that CCK expressing 

basket cell synapses were specifically altered to a greater extent than PV networks onto ectopic 

calbindin principal cell targets (Figure 5). This finding was confirmed by monosynaptic inhibition 

experiments, which showed reduced sensitivity of ectopic calbindin-expressing principal cells to 
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omega-conotoxin, which selectively impedes CCK cells –suggesting these connections are sparse 

or otherwise underdeveloped (Figure 6, left). Conversely, PV cell networks seemed substantially 

more resilient, which is not so surprising given that these cells occupy deeper positions within 

CA1, and their preferred synaptic targets are not substantially mispositioned under the cellular 

heterotopia present in Lis1 (Figure 5A and B; Lee et al., 2014). Interestingly, we observed greater 

spread in the mutant monosynaptic inhibition data that the wild-type counterpart. As briefly 

mentioned in the associated text, we suspect the spread stems from differences in the degree of 

heterotopic banding in any particular animal or slice. Data points showing greater inhibition 

deficits were often the cells whose soma were most ectopically located (calbindin cells far in the 

deeper heterotopic band). Notably, in Figure 5 we select for these cells in our 

immunohistochemical bouton analysis, but this is much harder to do for whole-cell recordings – 

hence grouping the data by shape alone means some cells will be complex and calbindin 

expressing, but somewhat normally located. Others will be ectopically located complex cells – 

the population more likely to suffer from the developmental deficit. While this makes the data 

harder to gather, group, and analyze, this would suggest that some of the network deficits 

described here are not a de facto consequence of the Lis1 mutation – instead being tied to local 

CA1 architecture or loss of layering under heterotopia. 

Disynaptic inhibition experiments also support the notion of PV networks being more 

robust under cellular heterotopia (Figure 6, bottom). Feed-forward inhibition is much stronger 

onto PV baskets than their CCK expressing counterparts, making this largely a test of PV network 

connectivity (Glickfeld and Scanziani, 2006). Additionally, depolarization to +10 mV (as done in 

these experiment) drives depolarization-induced suppression of inhibition in CCK-basket cells, 
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largely removing them from this assay (Freund and Katona, 2007; Lee et al., 2010; Neu et al., 

2007). In sorting these experiments by principal cell sub-type, we observed that ectopic 

calbindin-expressing principal cells retained their relatively high excitability (low I/E ratios), 

suggesting that parvalbumin cells did not start to inappropriately target deeply positioned, 

ectopic calbindin PCs. 

Groups working in a related model of cellular heterotopia, the Reeler mouse which has 

severely disorganized cortical and hippocampal principal cell layering, previously reported that 

excitatory and inhibitory cells are produced in approximately the correct proportions, that 

ectopic cells retain expression of their correct markers, morphology of cell types is generally 

conserved, and their intrinsic physiological properties are largely unperturbed on a network level 

(Wagener et al., 2016; Boyle et al., 2011; Caviness and Sidman, 1973; Guy and Staiger, 2017; Guy 

et al., 2017). Despite differing genetic causes, the present study supports these findings that brain 

development is surprisingly robust despite mis-lamination. An interesting caveat, however, is 

that in the present work and other studies of cellular heterotopias, morphological development 

and orientation of principal cell dendrites appear stunted and meandering (Figure 3; Guy et al., 

2015; Stanfield and Cowan, 1979). In the Reeler mouse synaptic network development was also 

remarkably intact, as thalamocortical and intracortical connectivity, cellular tuning properties to 

stimuli, and even animal behavior seem only minorly altered if at all (Salinger et al., 

2003; Wagener et al., 2010; Wagener et al., 2016; Guy et al., 2015). From a broad perspective, 

this is in agreement with the present work in the Lis1 hippocampus, as feed-forward properties 

onto PC subtypes retain their relative excitabilities, and Lis1 slices retain their ability to generate 

gamma oscillations (Figure 7). 
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Interestingly, we observed higher peak oscillation frequency in Lis1 mutant experiments 

than normal type (Figure 7D). One possible interpretation of this result is that CCK-expressing 

interneuron networks tend to generate lower frequency gamma, and when disrupted in Lis1 

mutants, networks become more dependent on alternative faster oscillation mechanisms such 

as greater reliance on parvalbumin cell networks. These results may reflect biological differences 

in hyperexcitability that predispose these mice and human patients to seizures – further study is 

required to determine if more heavily banded hippocampal PCL regions in mutant animals have 

a greater propensity to act as seizure foci. In the power domain, measurements are sensitive to 

differences in electrode placement between experiments, as this cannot be ruled out particularly 

as the cell layer positioning is unruly in Lis1-MUT mice; power data from these recordings was 

normalized and only compared within experiment to wash-in values (Figure 7E). Non-mutant 

slices showed power decreases in the presence of the cannabinoid receptor agonist WIN-55, 

while Lis1 mutant slices were non-responsive to this compound. These data add to our 

immunohistochemistry and monosynaptic physiology experiments in suggesting deficits in the 

CCK-basket cell networks of CA1 under heterotopia as Lis1 slices are largely not affected by WIN-

55 application. 

Comparing recordings from two electrodes in Figure 8 revealed that cross correlation 

values were relatively similar between wild type and mutant mice, but time-shifts or 

synchronicity between channels were significantly different (Figure 8E). It seems likely that timing 

differences in gamma-oscillations arise from the physical separation of current sinks and sources 

under Lis1-MUT heterotopia, and not as a result of the CCK-innervation deficit described above, 

as these measures were largely unchanged by WIN-55 application in normal-type mice, however, 
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that possibility cannot be ruled out (Hájos et al., 2000; Soltesz and Deschênes, 1993). It is worth 

noting that the time-shifts under baseline conditions in the mutants are opposite in direction 

than that of non-mutants. In that respect, they roughly mirror the physical inversion of PCL 

lamina under Lis1-MUT cellular heterotopia. 

Collectively, these findings bolster the notion that layers are in large part an 

epiphenomenon of neurogenesis, as has been hypothesized previously. Importantly, layer 

terminology has a correlated genetic component in wild-type mice as it is likely to capture a 

related embryonic pool of neurons. Therefore, when traditional studies refer to cellular layer, 

they are using it as a proxy for cellular genetic subtype, which is no longer the case in heterotopias 

(Guy and Staiger, 2017; Caviness and Rakic, 1978; Guy et al., 2015). In agreement with this line 

of reasoning, decades of work on synapse development are increasingly bolstering the ‘hand-

shake hypothesis’ – where in molecular cues present on the surface of both putative synaptic 

partners confirm or reject synapse formation to aid in the establishment of appropriate and 

canonical circuitry over several scales of axon pathfinding (Harris and Shepherd, 2015; Margeta 

and Shen, 2010; Blakemore and Molnár, 1990; Molnár et al., 2012). The degree to which these 

genetic network wiring mechanisms are modified in an activity-dependent fashion afterword 

remains an area of active study (Sur and Rubenstein, 2005; De Marco García et al., 2011; Che et 

al., 2018). Importantly, the present study does identify a crucial network motif, CCK-interneuron 

targeting of calbindin positive principal cells, that is specifically disrupted in ectopic calbindin PCs 

in the Lis1-MUT mouse. Further work will be needed to determine if this is a genetically specified 

connection preference for calbindin-expressing principal cells, and why it might exhibit positional 

dependence. 
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It might not be so surprising to find specific defects in CCK-expressing synaptic 

connections as opposed to PV circuitry. CCK and PV expressing interneurons arise from different 

progenitor pools, in the caudal ganglionic eminence (CGE) and medial ganglionic eminence 

(MGE), respectively (Butt et al., 2005; Fishell, 2007). Additionally, CGE interneurons are 

developmentally lagged relative to MGE pools, as MGE cells are born first (Tricoire et al., 2011). 

Notably, later born basket cell populations (CCK basket cells), appear to be biased towards 

innervation of late born principal cell populations (superficial, calbindin expressing) in non-

mutant animals. In fact, prior work has demonstrated that basket CGE derived populations wait 

until the first post-natal week to form synapses on principal cell somas in the PCL (Morozov and 

Freund, 2003). This network motif may represent a lopsided obstacle in the establishment of CA1 

circuitry, as few if any of their putative synaptic targets remain on the radiatum adjacent side of 

the PCL under this form of cellular heterotopia (Armstrong and Soltesz, 2012). As CCK cell somas 

reside largely on the border between the PCL and the radiatum, in the Lis1 hippocampus these 

basket cells are tasked with sending axons through the denser superficial PCL and passing 

through the inter-PCL space before finding their appropriate synaptic targets in the deeper 

heterotopic band. It remains to be seen whether this CCK specific defect is generalized to area 

CA1 in other cellular heterotopias, or Lis1 specific, but it may suggest natural limits to the 

handshake hypothesis – after all if you are never introduced, you cannot shake hands. 
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MATERIALS AND METHODS 

Animal care and breeding 

All experiments were conducted in accordance with animal protocols approved by the National 

Institutes of Health. Pafah1b1+/Fl male mice (provided by the laboratory of Anthony Wynshaw-

Boris, Case Western Reserve University) were crossed with Sox2-cre females (provided by 

National Human Genome Research Institute transgenic core, Tg(Sox2-Cre)1Amc/J). Sox2-cre 

females display cre-recombinase activity in gamete tissues, allowing us to genotype and select 

non-conditional Lis1-MUT mice without the cre gene in one generation. To identify mutant 

offspring, we designed a new forward primer (Recombined forward: AGTGCTGGGACAGAAACTC, 

Reverse: CCTCTACCACTAAAGCTTGTTC) from the previously published genomic sequences. These 

mice were bred to wild-type C57BL/6J mice (Jackson Labs stock no. 000664) and used for 

experiments. Both male and female Pafah1b1+/- mice were used for recording and 

immunohistochemical experiments. Female Neurog2-Cre (provided by the laboratory of Rosa 

Cossart, INSERM Marseille, France) mice were used for cell birth-dating experiments after being 

crossed to a cre-dependent reporter line (R26R, Jackson Labs stock no. 32037) – which contain 

an EGFP reporter with a loxP flanked stop cassette. Calb1-cre mice were obtained from Jackson 

laboratories (stock no. 028532) and bred to Ai14 animals from also from Jackson (stock no. 

007914). 

 

Cellular birth-dating 

Timed pregnancies were established between Pafah1b1+/- males and tamoxifen inducible 

Neurog2-CreER:Rosa26 females. Tamoxifen administration in these pregnant mice induces cre-
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recombinationand subsequent eGFP expression in newly born neurons of developing mouse 

pups. Pregnant mothers were gavaged with tamoxifen (Sigma no. T5648) in corn oil (200–250 

mL, 20 mg/mL) at various embryonic time points spanning days E12-17. Pups were genotyped 

and grown to P27-32 before perfusion and brain fixation in 4% paraformaldehyde in 0.1 M 

phosphate buffer for 2–4 hr at room temperature or 12 hr at 4°C. Brains were washed, 

transferred to 30% sucrose in 1x phosphate buffered saline and stored at 4°C. Sections (50–100 

mm) were cut on a frozen microtome and stained for calbindin protein (described below). 

Coronal hippocampal sections were confocally imaged under 20x magnification on a Zeiss 

confocal microscope, tiled, stitched in the Zen Black software package and post-hoc analyzed for 

colocalization of calbindin staining and eGFP expression using the Imaris analysis package (Imaris 

9.3.1, Bitplane). 

 

Immunohistochemistry 

Standard staining procedures were used for most of the experiments and have been described 

previously (Chittajallu et al., 2013) but briefly, deeply anesthetized mice were transcardially 

perfused with 50 mL of 4% paraformaldehyde (PFA) in 0.1 M phosphate buffer (pH 7.6). Brains 

were post-fixed overnight at 4°C, then cryopreserved in 30% sucrose solution. Coronal sections 

were cut (50 μm) on a frozen microtome. Prior to staining sections are washed in phosphate 

buffered saline (PBS), blocked and permeabilized with 0.5% triton X-100, 10% goat serum in PBS 

for 2 hr at room temperature while shaking. Primary antibodies are applied overnight at 4°C 

shaking at the appropriate dilution with PBS containing 1% goat serum and 0.5% triton X-100. 

The following day sections are washed, and a secondary antibody is applied for 1 hr at room 
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temperature while shaking at a dilution of 1:1000. For most experiments, a final DAPI staining 

was also used to show lamina of the hippocampus. Sections are then mounted and cover slipped 

with Mowiol. Primary antibodies: Calbindin (Millipore polyclonal rabbit, stock no. AB1778, 

1:1000; or Swant monoclonal mouse 1:1000, stock no. 300); CCK (Frontier Institutes rabbit, stock 

no. CCK-pro-Rb-Af350, 1:1000). 

For quantification of inhibitory puncta the procedure was similar with a few adjustments. 

Coronal sections (50 μm) of dorsal hippocampus were cut, blocked with 10% donkey serum in 

0.5% Triton X at room temperature for 2–4 hr. Primary antibodies were applied in phosphate 

buffered saline with 1% donkey serum and 0.05% triton X-100 at 4°C for 48 hr. Secondary 

antibodies were left at room temperature for 1–2 hr, before washing and mounting. Primary 

antibodies: Gephyrin-mouse (Synaptic Systems, CAT no. 147021, 1:1000), Wolfram syndrome 1 

(Wfs1)-rabbit (Protein Tech, CAT no. 1558–1-AP, 1:5000), cannabinoid1-receptor (CB1-R)-guinea 

pig (Frontier Institutes, CAT no. CB1-GF-Af530, 1:5000), parvalbumin (PV)-goat (Swant, CAT no. 

PVG 214, 1:5000). Calbindin was visualized by using pups from crosses between Lis mutants 

and Calb1-cre:Ai14 mice. Anti-donkey secondaries: Jackson Immuno Reseach laboratories Inc, AF 

405 mouse (715-476-150), AF 488 rabbit (711-545-152), and AF 633 (706-605-148) guinea pig or 

goat (705-605-147) for visualization of CB1-R- and PV-positive baskets respectively (all 1:500). 

Images were captured on a Zeiss 880 confocal under 63x magnification using Zen Airyscan image 

processing. Between 25 and 30 Z-axis images were collected at Z-steps of 0.159 μm. Analysis was 

performed on a Max-IP from the first seven of these steps, accounting for 1.1 μm of tissue 

thereby minimizing Z-axis problems. 
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Images were quantified in Imaris 9.3.1 software. Twelve principal cells were selected 

using the Wfs1 staining – half of which were calbindin positive, and cell somas were traced. 

Gephyrin puncta (with an approximated size of ~0.25 μm) were automatically detected in the 

image and excluded if not within 1 μm of a cell soma. In parallel, inhibitory boutons were 

automatically detected from a pre-synaptic basket cell marker (parvalbumin in one set of 

experiments, CB1-R in the other). Inhibitory puncta were filtered for proximity to the post-

synaptic gephyrin puncta (1 μm or less), and further filtered by proximity to a principal cell soma 

(0.2 μm or less). Remaining inhibitory puncta were counted on the somas of six calbindin positive, 

and six calbindin-negative principal cells. Dividing puncta counts on calbindin cells by those on 

calbindin-negative cells yielded synaptic innervation bias measurements such that counts from 

12 cells are used to generate a single data point. A value less than one signifies an avoidance of 

calbindin-positive targets and numbers greater than one signifies a preference for calbindin-

positive targets. The five points in each group originate from five different slices. Each slice is a 

ratio of inhibitory puncta on six negative cells, to six positive cells (12 cells total per point). Slices 

came from six different animals, three Lis mutant and three wild-type age-matched littermates, 

spanning three litters. 

 

Principal cell reconstructions 

Slices with biocytin filled cells were fixed (4% PFA and stored at 4°C) and processed for 

visualization using avidin conjugated dye. Slices were resectioned (50–100 μm) and DAPI stained 

so cells could be visualized, and their somatic depth could be assessed within the larger 

hippocampal structure. After staining, slices were imaged, and files were imported to 
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Neurolucida (MBF Bioscience) cell tracing software. Once traced, data sheets were exported for 

apical dendrite shapes and connectivity profiles for each cell and processed in a custom python 

script to generate the LRI and ORI measurements later used for morphological clustering. This 

python script has been provided for use and exploration as a supplemental document to 

accompany this manuscript. 

 

Slice preparation 

Young adult mice (P20-40) were anesthetized with isoflurane before decapitation. Brains were 

immediately dissected in dishes of ice-cold dissection ACSF (in mM): 1 CaCl2, 5 MgCl2, 10 glucose, 

1.25 NaH2PO4 * H20, 24 NaHCO3, 3.5 KCl, 130 NaCl. ACSF was oxygenated thoroughly for 20mins 

by bubbling vigorously with 95% O2 and 5% CO2 beforehand. For measurement of cell intrinsic 

properties whole-cell recordings, mono-synaptic inhibition, and disynaptic inhibition 

experiments coronal slices were cut (350 μm) using a VT 1200S vibratome from Leica 

Microsystems. Slices were allowed to recover in an incubation chamber at 35°C in the same 

solution for 30 min. For oscillation experiments, the same extracellular slicing and recording 

solutions were used, and pipettes contained extracellular solution. Slices were cut horizontally 

(450 μm) from more ventral hippocampus, as oscillations were often extremely weak or all 

together lacking from coronal sections. We verified that similar migratory problems with the late-

born calbindin population occurred in ventral hippocampus (Figure 7B). Oscillation experiment 

slices recovered for 15 min at 35°C before being transferred to a custom interface incubation 

chamber. 
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Whole-cell physiology 

For electrophysiological recordings slices were transferred to an upright Olympus microscope 

(BX51WI) with a heated chamber (32°C, Warner Inst.) and custom pressurized perfusion system 

(~2.5 mL/min). Recording ACSF contained the following (in mM): 2.5 CaCl2, 1.5 MgCl2, 10 glucose, 

1.25 NaH2PO4 * H20, 24 NaHCO3, 3.5 KCl, 130 NaCl. Electrodes of 4–6 MOhm resistance 

(borosilicate glass, World Precision Instruments, no. TW150F-3) were prepared on Narishige (PP-

830) vertical pipette pullers. Recording were collected using a Multiclamp 700B amplifier 

(Molecular Devices) with a Bessel filter at 3 kHz and Digitized at 20 kHz using a Digidata 1440A 

(Molecular Devices). Protocols were designed, executed and analyzed using the pClamp 10.4 

software package (Molecular Devices). Liquid junction potentials were not corrected for and 

series resistance compensation was not applied. Series resistance was monitored throughout 

experiments using a −5 mV pulse at the start of each sweep and ranged from 12 to 32 MOhms, 

cells that varied by greater than 30% over the recording were not considered for analysis. Cells 

were biased to −70 mV in current clamp mode, and held at −70, –30, and +10 mV in voltage clamp 

mode depending on the requirements of the experiment. For basic properties and morphological 

recoveries, electrodes were filled with the following, in (mM): 130 K-glu, 0.6 EGTA, 10 HEPES, 2 

MgATP, 0.3 NaGTP, 10 KCl. For monosynaptic inhibition experiments, eIPSCs were recorded at 

−70 mV using electrodes were filled with (in mM): 100 K-glu, 45 KCl, 3 MgCl, 2 Na2ATP, 0.3 NaGTP, 

10 HEPES, 0.6 EGTA; yielding an Ecl of −27 mV. eIPSCs were evoked by local stimulation for 5–10 

min until a stable baseline was established, then omega-conotoxin GVIA (1 μM) was applied while 

eIPSCs were monitored for changes in amplitude. Similar experiments were performed washing 

in omega-agatoxin IVA (250 nM), with QX-314 (2 mM) added to the internal solution. Series 
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resistances for conotoxin: Wt: complex base 20.1 ± 2 wash 23.2 ± 2.9, simple base 18.5 ± 3.8 

wash 21.8 ± 4.5 MOhms. Lis1: complex base 18.4 ± 3 wash 21.2 ± 4.5, simple base 17.4 ± 2.3 

wash 19.9 ± 2.6 MOhms. Series resistances for agatoxin: Wt: complex base 20.8 ± 1.8 wash 

24.7 ± 2.4, simple base 18 ± 1.3 wash 20.5 ± 1.9 MOhms. Lis1: complex base 22.7 ± 1.8 wash 

27.8 ± 1.9, simple base 21.6 ± 1.4 wash 25.6 ± 2.4 MOhms. For feedforward I/E experiments 

electrodes contained (in mM): 135 Cs-MethaneSO4, 5 NaCl, 4 MgATP, 0.3 NaATP, 10 HEPES, 0.6 

EGTA, 5 QX-314 chloride salt, giving an Ecl of −69.7 mV. Internal solutions were adjusted for a pH 

of 7.4 using KOH and an osmolarity of 290 mOsm. Biocytin (2 mg/1 mL) was added to thawed 

aliquots before use. For feedforward inhibition experiments, pilot experiments where 

stimulation was delivered in CA3 did not include a wash-in of excitatory blockers as activation of 

direct monosynaptic inhibition was less likely. For most of the experiments, however, stimulation 

was delivered in the s. radiatum of CA1 and APV (50 uM)/DNQX (20 uM) was added to block 

glutamatergic transmission, permitting us to determine and subsequently subtract the 

monosynaptic component of the inhibitory response. These data were pooled. Experiments 

where IPSCs were not reduced by at least 30% by wash-in were excluded. 

 

Extracellular field potentials 

For LFP recordings, slices were transferred onto an interface chamber with two manipulator-

controlled electrodes positioned under 25x visual guidance. Carbachol (20 μM) was applied to 

induce slice oscillations. Recordings were made at 10 kHz, low and high pass filtered (8 and 100 

Hz, respectively) and mean subtracted. Cross correlation was the max real value resulting from 

the inverse fast-fourier transformation of F1 and F2; where F1 = fft(signal sample from channel 1), 
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and F2 is likewise for channel 2, after a flip operation. Cross correlation summary values are the 

max cross-correlation value in the resulting vector C. The temporal shift between the two signals 

is the X-coordinate (in milliseconds), corresponding to this cross-correlation peak. Experiments 

were processed such that channel-1 and channel-2 always corresponded to the same side of the 

principal cell layer (deep vs superficial). 

 

Data analysis  

Initial data exploration and analysis was performed in custom Python scripts. For further plotting 

and statistical analysis, Graphpad Prism was used for physiological data. For soma positioning 

measurements and gephyrin puncta quantification, Microsoft excel sheets were used. Pre-

clustering analysis was carried out in python or R using nbclust. K-means clustering was 

performed in Python using the Scikit learn clustering and decomposition packages. Both 

clustering routines were supervised (Figures 3 and 4), in that they expected K-means n = 2. For 

morphological clustering this was to replicate prior work and aid in identification of calbindin 

positive and negative principal cells. For physiological properties, we wished to ask if the two 

morphological populations might be reflected in our physiology data. 

 

Statistics 

P values represent Welch’s t-tests for comparisons of two independent samples, unless 

otherwise noted. Student’s paired t-tests were used for intra-sample (like inhibitory puncta) and 

pre-post wash comparisons. R values represent Pearson’s cross-correlation unless otherwise 

noted. Quantification and error bars are standard error of the mean. 
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Chapter 3.  

Emergence of Non-Canonical Parvalbumin-Containing Interneurons in Hippocampus of a 

Murine Model of Type I Lissencephaly 

 

*Note: This chapter is from a manuscript under review at eLife:  

Tyler G. Ekins, Vivek Mahadevan, Yajun Zhang, James A. D’Amour, Timothy Petros, and Chris J. 

McBain (2020). Emergence of Non-Canonical Parvalbumin-Containing Interneurons in 

Hippocampus of a Murine Model of Type I Lissencephaly.  

 

Details of T. Ekins contributions: 

With the exception of the snRNA-seq (I thank Dr. Vivek Mahadevan and the Petros Lab), I 
performed all experiments, analyzed data, created figures and wrote the manuscript (edited by 
Chris McBain).  
 

 

ABSTRACT 

Type I lissencephaly is a neuronal migration disorder caused by haploinsuffiency of the LIS1 gene 

and is characterized in humans by agyria, mislamination of brain structures, developmental 

delays, and epilepsy. Here, we investigate the impact of LIS1 mutation on the cellular migration, 

morphophysiology, microcircuitry and transcriptomics of mouse hippocampal CA1 parvalbumin-

containing inhibitory interneurons (PV+INTs). We find that WT PV+INTs consist of two 

physiological subtypes (80% fast-spiking (FS), 20% non-fast-spiking (NFS)) and four morphological 

subtypes (basket, axo-axonic, bistratified, radiatum-targeting). We also discover that cell-
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autonomous mutations within interneurons disrupts morphological development of PV+INTs and 

results in the emergence of a non-canonical “intermediate spiking (IS)” subset of PV+INTs. In the 

GlobalLis mutant, IS/NFS cells become the dominant PV+INT subtypes (56%) and the percentage 

of FS cells shrinks to 44%. We also find that IS/NFS cells are prone to entering depolarizing block, 

causing them to temporarily lose the ability to initiate action potentials and control network 

excitation, potentially promoting seizures. Finally, single-cell nuclear RNAsequencing of PV+INTs 

revealed several misregulated genes related to morphogenesis, cellular excitability, and synapse 

formation. 

 

INTRODUCTION 

Excitation in neocortical and hippocampal circuits is balanced by a relatively small (10-15%) yet 

highly heterogenous population of GABAergic inhibitory interneurons (Pelkey et al., 2017). 

During embryogenesis inhibitory interneurons are generated in the ganglionic eminences, then 

tangentially migrate to reach their cortical or hippocampal destination (Bartolini et al., 2013). 

Upon reaching the cortex or hippocampus, interneurons migrate along radial glial cells to their 

final laminar position and integrate into developing circuits (Lim et al., 2018). The process of 

neuronal migration requires molecular interactions of motor proteins with networks of 

microtubules; therefore, genetic mutations disrupting such proteins compromise neuronal 

migration and promote abnormal brain development (Wynshaw-Boris and Gambello, 2001; 

Corbo et al., 2002; Tissir and Goffinet, 2003). 

LIS1 (PAFAH1B1) encodes a protein (Lis1) that regulates dynein microtubule binding and 

is essential for neuronal migration (Wynshaw-Boris and Gambello, 2001). Consequently, LIS1 
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haploinsufficiency results in classical, or Type I, lissencephaly (“smooth brain”), a rare 

neurodevelopmental disorder characterized in humans by brain malformation, intellectual 

disability, motor impairment, and drug-resistant epilepsy (Kato and Dobyns, 2003; Di Donato et 

al., 2017). Full loss of LIS1 is embryonically lethal (Hirotsune et al., 1998). 

Classical lissencephaly can be modeled in mouse lines generated through heterozygous 

removal of LIS1, which results in enlarged ventricles and disorganization of brain structures 

(Hirotsune et al, 1998). Structural abnormalities are particularly notable in the hippocampus, 

where the normally tightly compacted layer of pyramidal cells fractures into multiple bands of 

loosely organized cells (Fleck et al., 2000, D’Amour et al 2020). Mice heterozygous for LIS1 share 

symptoms with human lissencephaly patients, including learning deficits, motor impairments, 

increased excitability and decreased seizure threshold (Paylor et al., 1999; Fleck et al., 2000; 

Greenwood et al., 2009; Menascu et al., 2013; Herbst et al., 2016). Due to the high density of 

recurrent excitatory connections and the reliance on inhibitory interneurons to control network 

excitability, the hippocampus and neocortex are prone to generating epileptic seizures 

(McCormick and Contreras, 2001). Thus, the increased propensity for seizures in LIS1 mutants 

may be indicative of dysfunctional inhibition. Indeed, specific deficits in inhibitory interneuron 

wiring with pyramidal cell targets have been identified in LIS1 mutant mice, but the origin of 

seizures remains unclear (Jones & Baraban, 2009; D’amour et al., 2020). 

Inhibitory interneurons are classified based on a combination of their morphological, 

biochemical, intrinsic electrical, and connectivity properties (Lim et al., 2018). Advances in single-

cell RNA sequencing have revealed enormous diversity in interneuron genomics, and current 

efforts attempt to correlate transcriptomic data sets with previously identified interneuron 
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subtypes (Tasic et al., 2018;  Muñoz-Manchado et al., 2018; Gouwens et al., 2019; Que et al., 

2020). In CA1 hippocampus alone, inhibitory synaptic transmission is mediated by at least 15 

different subtypes of GABAergic inhibitory interneurons (Pelkey et al., 2017). Three canonical 

interneuron subtypes express the calcium-binding protein parvalbumin (PV): basket-cells, axo-

axonic cells and bistratified cells. PV-containing inhibitory interneurons (PV+INTs) are often 

classified as “fast-spiking” cells due to their ability to sustain high-frequency discharges of action 

potentials with minimal spike-frequency adaptation/accommodation (Pelkey et al., 2017). Fast-

spiking interneurons are essential for proper network oscillations and disrupting the function of 

PV+INTs can generate spontaneous recurrent seizures (Drexel et al., 2017; Panthi and Leitch, 

2019). Recent transcriptomics suggests that there are several genomically distinct 

subpopulations of PV+INTs (Hodge et al., 2019; Gouwens et al., 2020), some of which may 

correspond to unique PV+INT subtypes that have remained largely understudied relative to the 

canonical FS subtypes listed above. 

A current model for the formation of neural circuits posits that pyramidal cells (PCs) 

instruct radial migration and synaptic connectivity of INTs (Pelkey et al., 2017; Wester et al., 

2019). In the cortex, INTs are initially dispersed throughout cortical layers, only sorting into their 

final positions between the 3rd and 7th postnatal day (Miyoshi & Fishell, 2010). Interneurons have 

programs that enable both cell type-specific and cellular compartment-specific targeting. For 

example, PV+INTs make connections with PCs and other PV+INTs, but rarely contact other 

subtypes of INTs (Kohus et al., 2016). Furthermore, different subtypes of PV+INTs target specific 

regions of PCs such as dendrites (bistratified cells), the axon initial segment (axo-axonic cells), or 

the perisomatic region (basket cells; Pelkey et al., 2017). Mutations to chemokine receptors can 
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alter this connectivity, and complete loss or reprogramming of cellular identity is possible when 

proteins are missing in development (Ye et al., 2015; Pelkey et al., 2017; Mahadevan et al., 2020).  

Previous lissencephaly studies have demonstrated that migration of inhibitory 

interneurons is disrupted in LIS1 heterozygous mutants (Fleck et al., 2000; McManus et al., 2004). 

In particular, PV+INTs adopt atypical positions in the hippocampus, including between 

heterotopic bands of pyramidal cells and within stratum radiatum, a layer where PV+INTs are 

rarely found in wildtype (WT) CA1 (Fleck et al., 2000; Jones and Baraban, 2009; D’Amour et al., 

2020). Despite ectopic positioning of inhibitory interneurons and layer-specific reorganization of 

inhibitory inputs, the nature and consequences of PV+INT morphophysiological development and 

microcircuit organization following LIS1 mutations have remained elusive. 

Here we report the impact of LIS1 mutations and resulting neuronal migration deficits on 

the lamination, morphology, intrinsic physiology, connectivity, synaptic transmission dynamics 

and genomics of hippocampal parvalbumin-containing inhibitory interneurons. Cell-autonomous 

loss of LIS1 within interneurons results in the emergence of a novel physiological population of 

PV+INT, comprising ~50% of the total PV+INT cohort. Compared to canonical FS PV+INTs, these 

altered cells have lower firing rates, provide less reliable inhibition to pyramidal cells and have a 

higher propensity to enter depolarization block.  Single-cell nuclear RNA sequencing (snRNA-seq) 

revealed multiple disruptions to the expression of ion channels regulating PV+INT excitability. 

We propose that disrupted physiological development and deficient inhibitory output of PV+INTs 

likely contributes to the spontaneous seizures observed in classical lissencephaly.  
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RESULTS AND DISCUSSION 

Generation and characterization of LIS1 mutant lines 

To investigate the cell-autonomous and non-autonomous effects of LIS1 heterozygous mutations 

on PV+INT migration and development, we crossed LIS1floxedl/+ breeders to three separate Cre 

lines: Sox2-Cre to generate heterozygous LIS1 mutations in all cells (“GlobalLis”); Nkx2.1-Cre to 

generate heterozygous LIS1 mutations specifically in medial ganglionic eminence-derived 

interneurons (“NkxLis”); and Emx1-Cre to generate heterozygous mutations specifically in 

pyramidal cells (“EmxLis”). These lines were further crossed to PV-TdTomato (TdT) reporter lines 

to enable selective targeting of PV+INTs during physiological recordings. 

As previously reported (Hirotsune et al., 1998; Fleck et al., 2000; D’Amour et al., 2020) 

hippocampal lamination is disrupted in GlobalLis mice. The normally compact layer of pyramidal 

cells (PCs) (stratum pyramidale; s.p.) fractures into heterotopic bands, typically with a 

normotopic layer resembling the WT band, and an ectopic layer often fragmented into stratum 

oriens (s.o.; Figure 1A). This general pattern of disrupted hippocampal lamination is also observed 

in the EmxLis mouse line, but not in the NkxLis mouse, indicating that LIS1 expression in pyramidal 

cells, but not MGE-derived interneurons, is essential for proper hippocampal pyramidal cell layer 

formation (Figure 1A). 
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Figure 1. Cell-autonomous and non-autonomous effects of LIS1 heterozygous loss on radial migration of PV+INTs.  
A DAPI-stained hippocampus of WT, GlobalLis (global mutation), NkxLis (IN-specific mutation), and EmxLis (PC-
specific mutation) mice. B Images of PV-immunostaining in WT, GlobalLis, NkxLis, and EmxLis CA1. C Quantified 
densities of PV+INTs in CA1 and each sublayer. Counting was performed on four hippocampal sections from each 
animal (n = 5 animals per genotype). For statistical analysis *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001. D 
Percentage of PV+INTs in deep (s.o./s.p.) or superficial (s.r./s.l.m.) layers. Scale bar A = 600 µm, scale bar B = 200 
µm.  

 

 

 

WT

GlobalL
is

Nkx
Lis

EmxL
is

0

400

800

1200

De
ns

ity
 (c

el
ls

/m
m

3 )

CA1 Total

WT

GlobalL
is

Nkx
Lis

EmxL
is

0

1000

2000

3000

De
ns

ity
 (c

el
ls

/m
m

3 )

s.p.

**
**

WT

GlobalL
is

Nkx
Lis

EmxL
is

0

500

1000

1500

De
ns

ity
 (c

el
ls

/m
m

3 )

s.o.

*
p=.07

WT

GlobalL
is

Nkx
Lis

EmxL
is

0

200

400

600

De
ns

ity
 (c

el
ls

/m
m

3 )

s.r./s.l.m.

****

**
**

WT

GlobalL
is

Nkx
Lis

EmxL
is

0

20

40

60

80

100

%
 o

f P
V 

ce
lls

s.o./s.p.

WT

GlobalL
is

Nkx
Lis

EmxL
is

0

10

20

30

%
 o

f P
V 

ce
lls

s.r./s.l.m.

WT
!
"
#$
%#
&

'( )*+,-*./0 123./0 453./0
!
"
#$

"

6

7

s.r.

s.o.
s.p.

s.l.m.

s.r.

s.o.

s.p. (ectopic)

s.l.m.

s.p. (normotopic)

s.r.

s.o.
s.p.

s.l.m.

s.r.

s.o.

s.p. (ectopic)

s.l.m.

s.p. (normotopic)

s.p. s.p.

DG
CA3

CA1

!

8/9:;<=>

?@A

BA

@@A

CBA

DEA DCA

>DACEA



 87 

Radial migration of inhibitory interneurons is disrupted in LIS1 mutants 

Previous studies have demonstrated severe cellular disorganization in rodent models of 

lissencephaly, including impaired of parvalbumin-containing inhibitory interneurons (PV+INTs; 

Fleck et al., 2000; Jones and Baraban, 2009; D’Amour et al., 2020). To investigate the nature of 

the aberrant migration of PV+INTs we first quantified their relative densities using 

immunohistochemistry. GlobalLis mutants exhibited no overall change in PV density in the CA1 

subfield. However, as we reported previously (D’Amour et al 2020) PV+INT density was reduced 

in both s.o. and s.p. and increased in stratum radiatum (s.r.) and stratum lacunosum-moleculare 

(s.l.m.; Figure 1B-C). In WT CA1, an overwhelming majority (>95%) of PV+INTs are found in s.o. 

and s.p., while less than 5% reside in s.r. or s.l.m., indicating a strong preference for PV+INTs to 

typically inhabit deeper regions of the hippocampus. In contrast, in GlobalLis 77% of PV+INTs 

were found in s.o/s.p, with the proportion of cells in s.r./s.l.m. expanded to 23% of the total PV 

population (Figure 1D).  

We next used the NkxLis and EmxLis lines, where LIS1 is eliminated only in MGE-derived 

interneurons and pyramidal neurons respectively, to assay the impact of cell-autonomous and 

non-autonomous mutations on PV+INT migration. Interestingly, both genotypes had similar 

patterns of PV+INT somatic distribution to that observed in the GlobalLis CA1. In these mutants 

there was a significantly decreased density of PV+INTs in s.o./s.p. and increased density in 

s.r./s.l.m., with ~80% of PV+INTs found in deep regions (s.o/s.p.) and ~20% found in superficial 

regions (s.r./s.l.m.; Figure 1B-D). Thus, proper migration and lamination of PV+INTs requires both 

Lis1-dependent cell-intrinsic mechanisms (as revealed by the disruption in NkxLis PV cells) and 
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non-cell-autonomous cues from pyramidal neurons (demonstrated by the disruption in EmxLis 

PV cells). 

 

Figure 2. Morphological reconstructions and firing profiles of WT and GlobalLis PV+INTs. A Examples of WT 
PV+INTs with reconstructed cells on top (dendrite in black, axon in blue) and firing traces on bottom. Firing in 
response to threshold current is shown in red, with the first action potential shown expanded on the right. The 
blue trace displays firing at 2x threshold current and shows a phase plot on the right. Cell types from left to right: 
basket cell, axo-axonic cell, bistratified cell, radiatum-targeting cell. B Examples of GlobalLis PV+INTs. Dendrite is 
shown in black and axon in red. Cells can no longer be neatly parsed into the four morphological PV+INT subtypes 
found in WT CA1.  
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LIS1 heterozygous mutation alters PV+INT morphophysiological development 

The vast majority of parvalbumin-containing inhibitory interneurons are classified as “fast-

spiking” (FS) cells, due to their ability to sustain high-frequency discharges of action potentials 

(Pelkey et al., 2017). In cortical circuits, FS cells contribute to both feedforward and feedback 

inhibition and are essential in generating network oscillations; as such, disrupted FS cell function 

can lead to uncontrolled excitation and seizures (Hu et al., 2014).  

To functionally characterize hippocampal PV+INTs we first examined the intrinsic 

electrophysiological properties of TdTomato+ (TdT) WT CA1 PV cells (Figure 2A). Accuracy of TdT 

labeling of PV+INTs was confirmed by quantifying the percentage of TdT and PV-immunostaining 

overlap: 92% of WT and 93% of GlobalLis hippocampal TdT+ cells were immunopositive for PV, 

and 97% of the immunopositive PV cells were labeled by TdT, enabling reliable targeting of 

PV+INTs (Figure 2—figure supplement 1).  

WT fast-spiking PV+INTs have stereotypical intrinsic properties that include a low input 

resistance (75-90 MW), high rheobase (330-400 pA), high firing frequency at 2x (130-150 Hz) and 

3x threshold (160-180 Hz), narrow action potential half-width (0.40-0.44 ms) and minimal spike-

frequency-adaptation (0.75-0.85; Table 1). Surprisingly, we routinely observed an additional 

population (~15-20%) of WT TdT-labeled PV+INTs that did not possess stereotypical fast-spiking 

firing properties.  This NFS subpopulation also displayed numerous intrinsic properties distinct 

from canonical FS cells, including a low firing frequency, high input resistance and low rheobase 

(i.e. Figure 2A top right). Clusters of atypical PV+INTs have been previously reported in subiculum 
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(“quasi fast-spiking interneurons”; Nassar et al., 2015) and striatum (“fast-spiking-like 

cells”; Munoz-Manchado et al., 2018). 

 To independently verify whether WT hippocampal PV+INTs could be functionally 

segregated into distinct clusters in an unbiased fashion we performed principal component 

analysis (PCA) using several key intrinsic physiological features (action potential half-width, firing 

frequency at 2x threshold, firing frequency at 3x threshold, adaptation ratio at 2x threshold, input 

resistance, rheobase, sag index). WT PV+INTs neatly parsed into two subtypes comprised of a 

large majority FS cohort, and a small minority atypical subset (Figure 3A-D). Due to their intrinsic 

physiological differences from FS cells and inability to sustain high frequencies of action 

potentials, for ease of discussion we designate this unique subpopulation of PV+INTs as “non-

fast-spiking” (NFS) cells. PV+NFS cells have lower firing frequencies at 2x (55-75 Hz) and 3x (85-

105 Hz) threshold, lower adaptation ratios (0.60-0.75) broader action potential half-widths (0.55-

0.65 ms), larger input resistances (120-170 MW), and lower rheobases (120-180 pA) than 

standard PV+FS cells (Figure 3E; Table 1). 

With respect to their morphology, hippocampal PV+INTs are routinely parsed into three 

primary subtypes based on axonal arborization: basket cells (BCs; which target cell pyramidal cell 

(PC) bodies and proximal dendrites), axo-axonic cells (AACs; which target PC axon initial 

segments), and bistratified cells (BiCs; which target PC apical and basal dendrites; Pelkey et al., 

2017). Post-hoc anatomical recoveries of recorded cells regularly revealed these three standard 

morphologies, and additionally a unique hippocampal PV+INT, which we designate “radiatum-

targeting cells” (RTC) as this subtype confines its axon to s.r. and is presumably a subtype of 

dendrite-targeting cell. Figure 2A shows typical morphologies and firing patterns at threshold 
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(with expanded action potentials; red) and at 2x threshold current injection (phase plots in blue) 

of WT CA1 PV+INTs (from left to right: BC, AAC, BiC, PV+RTC). 

Hippocampal layers differ in their composition of PV+INT morphophysiological subtypes. 

In WT deeper regions (s.o./s.p.) are populated primarily by PV+FS cells (~90%), consisting of all 

of the morphological forms (BC, AAC, BiC, RTC). In contrast, all PV+NFS cells residing in s.o./s.p. 

had BC morphologies (Figure 3F-G). The small number of PV+FS and NFS cells found in superficial 

layers (s.r.) all had RTC morphology (Figure 3F-G). In summary, WT hippocampal CA1 PV+INTs 

consist of two physiological (FS and NFS) and four morphological subtypes (BC, AAC, BiC, RTC), 

and the overwhelming majority of PV+INTs are found in deep hippocampal layers, consistent with 

previous reports (Pelkey et al 2017). 
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Figure 3. WT PV+INTs consist of two physiological subtypes: FS and NFS cells. A Unbiased cluster analysis 
dendrogram displays 83 PV+INTs sorted two clusters that represent fast-spiking (FS) and non-fast-spiking (NFS) 
cells. B Indicates optimal detection of two clusters (FS and NFS). C Cluster plot of the same 83 PV+INTs. Nonoverlap 
indicates clear segregation of FS/NFS clusters. D Contributions of each intrinsic physiological property used in the 
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cluster analysis. E Plots displaying and FS/NFS cell intrinsic properties. For statistical analysis *p<0.05, **p<0.01, 
***p<0.001, ****p<0.0001. F Percentages of FS/NFS cells in CA1 and in each sublayer. G Distributions of FS and 
NFS cell morphological subtypes. FS cells consisted of BCs, AACs, BiCs, and RTCs, while all recovered NFS cells were 
identified as BCs or RTCs.  
 

Using the same strategy, we next targeted PV+INTs in the GlobalLis mouse line and 

utilized PCA to cluster GlobalLis PV+INTs by their intrinsic physiological properties. Unlike WT 

PV+INTs, GlobalLis cells segregated into three clusters. (Figure 4A-D). In addition to the FS and 

NFS cell clusters, a third entirely new cluster of PV+INTs emerged (Figure 4A-D). GlobalLis FS cells 

had identical intrinsic properties as WT FS cells with the exception of shorter action potential 

half-widths (0.32-037 ms vs 0.41-0.44 ms; Table 1). GlobalLis NFS cells were indistinguishable 

from WT NFS cells. A number of intrinsic physiological properties of the third group of cells fell 

between those of FS and NFS cells, including firing frequency at 2x (90-110 Hz) and 3x threshold 

(120-140 Hz), adaptation ratio (0.65-0.85), AP half-width (0.45-0.50 ms) and input resistance (80-

100 MW; Figure 4E; Table 1). Consequently, we refer to this emergent physiological PV+INT 

subtype as “intermediate spiking” (IS) cells. Of particular interest 47% of all GlobalLis PV+INTs 

consisted of the IS subtype and only 44% consisted of FS cells (Figure 4F) compared the 80% 

observed in WT CA1 PV+INTs. Within CA1, superficial layers had proportionally more IS cells 

(~60%) than deeper layers (~25%; Figure 4F).  

In addition to somatic misplacement and physiological disruption, the morphological 

development of GlobalLis PV+INTs is radically disrupted. Many cells did not resemble 

stereotypical morphologies of any WT PV+INT subtype (Figure 2A) and often had ectopic axonal 

branching that extended in all directions, rather than forming the tight plexus seen in WT. Other 

mutant PV+INTs took on combinations of hippocampal PV cell features including bistratified-like 
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cells with baskets, and radiatum-targeting cells with axons that also extended into the s.l.m. 

(Figure 2B).  

 Sholl analyses of digitally reconstructed axonal and dendritic arbors or recorded PV+INTs 

revealed that WT and GlobalLis FS cells and GlobalLis IS cells had larger and more complex axonal 

and dendritic trees than NFS cells of both genotypes (Figure 2—figure supplement 2A-D). The 

smaller axonal arbors of NFS cells (WT: 131 Sholl intersections, GlobalLis: 133 intersections) 

relative to FS (WT: 222 Sholl intersections, GlobalLis: 271 intersections) and IS cells (224 

intersections) may imply lower synaptic connectivity of this subtype (Figure 2—figure 

supplement 2D ; Table 1). In conclusion, global mutations to LIS1 disrupt morphophysiological 

identity in a large number of PV+INTs, however overall axonal and dendritic growth is not 

inhibited. 
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Figure 4. GlobalLis PV+INTs consist of three physiological subtypes: FS, IS and NFS cells. A Unbiased cluster analysis 
indicates emergence of an additional cluster in GlobalLis CA1, displayed in the dendrogram of 45 PV+INTs. B 
Indicates optimal detection of three clusters (FS, IS, NFS). C Cluster plot of the same 45 PV+INTs. D Contributions of 
each intrinsic physiological property used in the cluster analysis. E Plots displaying FS/IS/NFS cell intrinsic  
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properties. For statistical analysis *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001. F Percentage of FS/IS/NFS cells 
in CA1 and in each sublayer. 
 

Cell-autonomous LIS1 mutation within interneurons disrupts PV+INT development  

We next recorded from PV+INTs in both the EmxLis and NkxLis mutants to determine if the 

disruption of PV+INT morphophysiological development emerges from interactions in a 

malformed hippocampus (EmxLis, Figure 1B-D) or from selective disruption of inhibitory 

interneuron intrinsic developmental programs (NkxLis, Figure 1B-D). PCA of intrinsic physiological 

properties of PV+INTs from the EmxLis hippocampus identified 2 clusters (corresponding to FS 

and NFS), consistent with WT (Figure 3—figure supplement 1A). To increase the power of the 

PCA and confirm accurate clustering, we combined and analyzed the WT and EmxLis datasets 

together. Combining WT and EmxLis cells resulted in identical clusters of FS and NFS cells, 

indicating the ease of identifying normally developed FS and NFS cell types (Figure 3—Figure 

supplement 1B). The total ratio of FS/NFS cells in CA1 as well as in each individual layer remains 

relatively unchanged in the EmxLis hippocampus (Figure 3—figure supplement 1C). Furthermore, 

morphological development of PV+INTs was relatively unaffected by non-autonomous LIS1 

mutation: PV+ cells developed into identifiable BCs, BiCs, AACs, and RTCs (Figure 3—figure 

supplement 1D). In conclusion, in EmxLis mutants PV+INTs develop into canonical 

morphophysiological subtypes despite disorganized pyramidal cell layers. 

We next examined PV+INTs in the NkxLis (interneuron-specific mutation) hippocampus 

and used PCA to analyze the physiological properties. Similar to the GlobalLis mutant, we 

detected 3 clusters of PV+INTs, however clustering accuracy was not optimal (i.e. occasional IS 

cells were classified as NFS cells etc.; Figure 4—figure supplement 1A). To increase analytical 
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power and improve clustering accuracy, we combined the NkxLis and GlobalLis datasets and 

again found three clusters: FS, IS and NFS cells (Figure 4—figure supplement 1B). The novel IS cell 

subtype accounts for ~50 percent of total PV+INTs in both the NkxLis and GlobalLis genotypes, 

with more IS cells found in superficial hippocampal layers (Figure 4—figure supplement 1C). Thus, 

with cell-autonomous LIS1 mutations within interneurons, the overall distribution of PV+INT 

physiological subtypes shifts away from the 80% FS, 20% NFS distribution in WT (and EmxLis) to 

44% FS, 56% IS/NFS in the GlobalLis mutant and 29% FS, 71% IS/NFS in the NkxLis mutant. Despite 

the normal lamination of pyramidal cell layers in the NkxLis hippocampus, the morphology of 

NkxLis PV+INTs appear similar to the GlobalLis mutants; cells take on hybrid combinations of 

morphological features and distinguishing meaningful subtypes becomes nontrivial, if not 

impossible (Figure 4—figure supplement 1D). 

Finally, we tested whether subtypes of PV+INTs (FS, IS, NFS) shared intrinsic physiological 

properties across genotypes. Similar to our observation of shorter action potential half-widths in 

GlobalLis FS cells, half-width was also shorter than WT in NkxLis (0.32-0.38 ms) and EmxLis (0.34-

0.39 ms) genotypes (Table 1). All other intrinsic properties of PV+INT physiological subtypes were 

preserved across all genotypes (Figure 4—figure supplement 2; Table 1). Taken together, these 

results indicate that while both cell-autonomous and non-autonomous LIS1 mutations can 

disrupt somatic positioning, only cell-autonomous mutations within interneurons perturb the 

morphophysiological identity of PV+INTs. 
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PV+INT microcircuit rearrangements in the GlobalLis hippocampus 

We next investigated the impact of LIS1 haploinsufficiency on microcircuit formation by 

examining unitary inhibitory post synaptic currents (uIPSCs) using dual whole-cell recordings 

between synaptically coupled pairs of PV+INTs and CA1 pyramidal cells (Figure 5A-B).  

In general, the connection probability of WT FS cells onto PCs was higher than that 

observed between NFS cells and PCs (32% vs 14% connected). Connectivity rates of GlobalLis FS 

cells (27%; 11/41 cells) were similar to WT FS cells. IS cells had a 27% connection probability (8/30 

cells) onto PCs and 0/3 NFS cells were connected to PCs (Figure 5C). 

WT FSBCs connected to PCs with high potency synapses (170±75 pA) which had an 

extremely high neurotransmitter release probability (0.99±0.01) and quick latency to release 

(1.2±0.1 ms). Compared to FSBCs, WT FSBiC-PC connections had weaker synapses (25±5 pA), 

slightly lower release probability (0.89±0.05) and a nearly identical latency (1.1±0.1 ms), while 

NFSBCs also had weaker connections (50±15 pA), they also had lower release probability 

(0.83±0.12) but longer transmission latency (2.4±0.3 ms). In the GlobalLis mutant, FS-PC 

 

Table 1: Membrane, firing 
and morphological 

properties of PV+INTs 

WT 
FS 

67 cells 

GlobalLis 
FS 

20 cells 

NkxLis 
FS 

12 cells 

EmxLis 
FS 

30 cells 

WT 
IS 

0 cells 

GlobalLis 
IS 

21 cells 

NkxLis 
IS 

21 cells 

EmxLis 
IS 

0 cells 

WT 
NFS 

16 cells 

GlobalLis 
NFS 

4 cells 

NkxLis 
NFS 

8 cells 

EmxLis 
NFS 

8 cells 

Input Resistance (MW) 82.5±3.6 63.5±4.2 61.1±6.3 75.0±4.7 n/a 88.5±4.9 85.5±7.0 n/a 143.1±11.9 132.0±14.4 200.7±17.0 173.2±9.0 

Rheobase (pA) 364.2±17.3 457.5±22.2 533.3±42.3 463.3±24.8 n/a 340.5±20.0 342.9±21.1 n/a 153.1±14.8 162.5±20.0 125.0±13.4 143.8±11.3 

Firing Freq 2x Threshold (Hz) 137.6±4.7 168.5±11.2 173.2±14.8 155.4±7.4 n/a 106.2±4.8 95.6±3.5 n/a 66.0±4.5 57.0±11.6 72.3±4.4 58.0±3.5 

Adaptation Ratio 2x Threshold 0.79±0.02 0.80±0.03 0.72±0.04 0.71±0.02 n/a 0.71±0.03 0.65±0.03 n/a 0.67±0.03 0.79±0.05 0.79±0.06 0.52±0.05 

Firing Freq 3x Threshold (Hz) 170.9±5.1 216.5±11.5 213.0±15.3 195.7±10.3 n/a 130.2±6.0 131.1±5.1 n/a 96.1±4.6 74.5±15.1 100.8±5.7 77.8±6.9 

Adaptation Ratio 3x Threshold 0.78±0.01 0.82±0.03 0.71±0.05 0.71±0.02 n/a 0.67±0.02 0.57±0.03 n/a 0.65±0.03 0.64±0.10 0.73±0.05 0.47±0.05 

AP Threshold (mV) -39.9±0.7 -41.2±1.2 -39.9±1.3 -37.8±1.1 n/a -40.4±1.1 -35.9±1.2 n/a -40.6±1.2 -38.6±2.8 -36.8±1.2 -36.8±1.3 

AP Half-width (ms) 0.42±0.01 0.34±0.01 0.35±0.01 0.36±0.01 n/a 0.48±0.01 0.44±0.01 n/a 0.59±0.02 0.64±0.07 0.56±0.04 0.58±0.04 

AP Amplitude (mV) 61.1±1.0 61.2±2.7 55.8±3.0 57.5±2.0 n/a 62.1±2.3 53.6±2.0 n/a 65.4±3.2 64.8±7.0 55.1±5.7 64.9±4.8 

AP Max Rise Slope (mV/ms) 259.9±5.2 248.3±13.5 268.6±11.7 217.0±12.1 n/a 261.4±10.7 231.0±10.3 n/a 228.6±11.5 210.3±25.0 197.9±18.3 241.0±26.0 

AP Max Decay Slope (mV/ms) -188.7±5.5 -176.0±14.3 -201.6±9.1 -211.4±12.6 n/a -198.1±12.6 -149.2±7.1 n/a -136.5±11.5 -131.3±20.6 -119.2±14.7 -125.4±16.8 

AHP Amplitude (mV) -16.8±0.6 -17.5±0.9 -15.3±0.9 -16.7±0.7 n/a -16.3±0.8 -16.0±1.0 n/a -15.7±1.2 -16.9±1.1 -17.0±1.2 -11.3±1.7 

Membrane Time Constant (ms) 8.5±0.5 7.5±0.4 6.7±0.4 8.6±0.4 n/a 8.7±0.4 8.5±0.7 n/a 10.9±0.6 12.9±0.6 14.8±1.6 17.1±1.0 

Membrane Capacitance (pF) 104.4±5.0 117.7±6.6 116.8±18.6 123.9±7.7 n/a 103.7±8.6 105.7±8.3 n/a 91.3±6.4 88.6±6.4 73.8±4.8 97.0±4.3 

Sag Index 0.90±0.01 0.91±0.01 0.95±0.01 0.92±0.01 n/a 0.90±0.01 0.91±0.01 n/a 0.8±0.03 0.82±0.04 0.86±0.02 0.85±0.02 

Total Sholl Intersections 
(Dendrite) 

48 ± 7 
(19 cells) 

65 ± 6 
(6 cells) 

43 ± 8 
(8 cells) 

56 ± 7 
(11 cells) 

n/a 43 ± 7 
(7 cells) 

61 ± 11 
(8 cells) 

n/a 26 ± 4 
(10 cells) 

28 ± 8 
(2 cells) 

34 ± 11 
(3 cells) 

38 ± 10 
(4 cells) 

Total Sholl Intersections  
(Axon) 

222 ± 22 271 ± 44 206 ± 44 324 ± 51 n/a 224 ± 56 224 ±41 n/a 131 ± 15 133 ± 3 97 ± 21 95 ± 26 
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connections were weaker (70±15 pA) than WT FSBCs, but not significantly different when we 

pooled the datasets of WT FSBC and FSBiC-PC connections (110±45 pA). GlobalLis FS cell release 

probability (0.97±0.02) and latency (0.9±0.1 ms) were indistinguishable from WT FS cells. Similar 

to NFS cells, IS cells had lower release probability (0.83±0.06) and longer latency (1.7±0.2 ms), 

contrasting FS-PC connections (Figure 5D; Table 2). Unfortunately, no GlobalLis NFS-PC 

connections were obtained. 

We next investigated short-term transmission dynamics using high-frequency trains of 

presynaptic action potentials (Figure 5B). All PV-PC pairs showed characteristic synchronous 

neurotransmitter release and marked synaptic depression across a 50 Hz, 25 pulse train. In WT 

FSBCs, by the end of the train, uIPSC amplitude at the end of the 50 Hz train was reduced by 70% 

and the failure rate increased to 29%. Transmission at WT FSBiC connections fell by 61% and 

possessed a higher failure rate (58%). Unitary connections at WT NFS cells fell to 82% of the first 

pulse and the failure rate was 73%. In the GlobalLis mutant, FS-PC connection strength dropped 

by 70% and the failure rate increased to 32% by the end of the train; values close to those seen 

in WT FS cells. Similarly, GlobalLis IS connections dropped by 71% but the failure rate increased 

to 62%, similar to NFS cells (Figure 5E). Collectively, these results confirm that at the 

monosynaptic level, both the unitary synaptic amplitudes and the short-term dynamics of 

transmission are unchanged in GlobalLis FS-PC connections, however IS-PC synapses resemble 

those of NFS cells. 
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Figure 5. Connectivity and microcircuitry PV+INTs. Ai Examples of paired whole-cell recordings between 
synaptically connected presynaptic PV+INTs (top traces) and postsynaptic CA1 PCs (bottom traces). 10 individual 
traces (grey) and an averaged trace (navy) are shown for the postsynaptic cells. Note that a high [Cl-] internal 
solution was used in the PCs, resulting in GABAergic inward currents when PCs were clamped at -70 mV. B 
Reconstructions of PV+INTs (dendrite/cell body in black, axon in light blue, pink or purple) and PCs (dendrite/cell  
body in navy) and sample traces of a 50 Hz, 25 pulse stimulation. C Connectivity of PV+INT to PCs. Note the lower 
connectivity of NFS cells. D Unitary transmission properties between PV+INTs and PCs. E Short-term plasticity of 
PV+INT microcircuits during a 50 Hz, 25 pulse train. For statistical analysis *p<0.05, **p<0.01, ***p<0.001, 
****p<0.0001. 
 

Table 2: Unitary 
transmission properties 

by PV+INT subtype 

WT 
FS.BC 

9 connections 

WT 
FS.DTC 

7 connections 

WT 
NFS.BC 

3 connections 

GlobalLis 
FS 

10 connections 

GlobalLis 
IS 

7 connections 

euIPSC Potency (pA) 171±74 26±5 56±10 71±16 56±20 

euIPSC Amplitude (pA) 171±74 24±4 49±15 66±15 48±20 

Transmission Probability 0.99±0.01 0.89±0.05 0.83±0.12 0.97±0.02 0.83±0.05 

Latency (ms) 1.2±0.1 1.1±0.1 2.4±0.3 0.9±0.1 1.6±0.1 

Decay Time Constant (ms) 6.6±0.5 7.0±0.8 5.4±0.4 6.5±0.7 7.7±1.1 

 

 

Depolarization block of action potential firing is a common feature of IS/NFS but not FS cells 

PV+INTs are critical regulators of network excitability, such that their rapid action potential and 

transmission kinetics act to generate both feedforward and feedback inhibition and local 

oscillations, as well as preventing cortical network activity from disintegrating into electrographic 

events that are the underpinnings of seizure activity. Recent evidence suggests that in epileptic 

human patients, PV+INT function becomes compromised, and overactivation of PV+INTs can 

drive action potentials into depolarization block, causing a temporary loss of their action 

potential initiation, consequently resulting in a net decrease in inhibitory tone, and precipitation 

of seizure propagation (Ahmed et al., 2014; Sudhakar et al., 2019) 

We were struck by our observation that the majority of PV+INTs in the GlobalLis mouse 

are IS/NFS cells (56%) compared to FS, which represent only 44% of the total PV+INT population 

(cf. 80% in WT). Both IS and NFS cells possess lower maximal firing frequencies and longer 
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duration action potentials compared to FS cells. This relative shift in the overall PV+ cell 

population and their network dynamics may compromise PV+INT network control over network 

excitability in the LIS1 mutant and promote lower seizure thresholds observed in previous studies 

(Fleck et al., 2000).   

FS PV+INTs are endowed with both voltage-gated Na+ and K+ channels that enable rapid 

action potential repolarization and conductance deinactivation, permitting repetitive high 

frequency firing with little firing accommodation and a resistance to depolarizing block (Rudy & 

McBain, 2001; and Hu et al., 2014; Pelkey et al., 2017). However, it is unclear whether either NFS 

or IS PV+INTs share the same resistance to firing accommodation or depolarization block of AP 

firing during sustained excitation.  

Depolarization block susceptibility of WT and GlobalLis PV+INTs was first assayed by 

injecting PV+INTs with increasing suprathreshold currents (500 ms duration; Figure 6A). Due to 

their low input resistance, FS cells in both WT and GlobalLis can sustain large current injections 

before action potentials enter into a depolarization block, with the vast majority of cells (70-77%) 

fully retaining the ability to fire at high frequencies (>250Hz) even after a maximal current 

injection of 1500 pA (Figure 6B). In contrast, 100% of NFS in both WT and GlobalLis mice and 92% 

of GlobalLis IS cells were driven into depolarizing block, and required less current to do so 

(respectively 690±110 pA, 700±200 pA, 990±80 pA) than the 23-30% of FS cells that we did 

observe to enter depolarizing block (WT: 1230±180 pA, GlobalLis: 1280±110 pA; Figure 6B).  

In our previous study (Fleck et al., 2000), we demonstrated that the CA1 hippocampus in 

LIS1 mutant mice had a lowered threshold for electrographic events in the 8.5mM K+ mouse 

model of epilepsy (Traynelis & Dingledine, 1988). In this model a modest 5mM elevation of 
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extracellular K+ promotes cellular depolarization coupled to a change in the EK of +23mV. 

Previously we did not explore the cellular underpinnings for this change in seizure threshold but 

now consider that the change in extracellular K+ may drive the expanded noncanonical PV+INT 

network into a more depolarized state that reduces their propensity for sustained action 

potential activity. Therefore, we revisited this mouse model of epilepsy to determine whether 

either hippocampal pyramidal cells or PV+INTs enter depolarization block under conditions of 

elevated extracellular K known to drive electrographic activity.  

We recorded evoked and spontaneous action potentials in WT and GlobalLis PV+INTs and 

pyramidal neurons during a 15-minute exposure period to elevated extracellular [K+] (8.5 mM; 

Figure 6C). We found that no recorded WT FS cells (0/10) and only 1/7 GlobalLis FS cells (14%) 

lost the ability to sustain repetitive action potential firing in the face of elevated [K+]. In contrast, 

25% of IS cells (2/8), and 33% of both WT (1/3) and GlobalLis NFS cells (1/3) entered 

depolarization block following exposure to elevated [K+]. No WT (0/5) or GlobalLis (0/4) 

hippocampal pyramidal neurons lost the capability to repetitively fire action potentials in 8.5 mM 

[K+] (Figure 6D). Taken together, these data demonstrate that relative to FS cells, IS and NFS 

PV+INTs have a strong propensity to enter depolarization block in response to elevated [K+] and 

suprathreshold depolarizing current injection. 
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Figure 6. Depolarization block in PV+INTs. A Maximum firing frequencies and depolarizing block in subtypes of 
PV+INTs. Top left shows FS cell which showed no reduction in firing frequency after current injection of 1500 pA. 
Top right displays FS cell, bottom left displays IS cell, and bottom right displays NFS cell, all of which blocked. B 
Percentages of PV+INT subtypes that went into depolarization block with current injection of 1500 pA or less. For 
statistical analysis *p<0.05, **p<0.01, ***p<0.001. C Traces of PV+INTs in 3.5 mM extracellular [K+] (left) and after 
8.5 mM extracellular [K+] (right) with inset phase plots. The IS cell example (second from top) shows the cell 
transitioning into depolarizing block and losing the ability to initiate action potentials. The NFS cell example (third 
from top) trace in 8.5 mM K+ shows the last action potential this cell was able fire before completely entering 
depolarization block. D Left side displays percentages of PCs and PV cells in depolarization block after 15 minutes 
or less in 8.5 mM extracellular [K+]. Right side displays percentages of PV+INT physiological subtypes. 
 

Single-cell nuclear RNAsequencing (snRNA-seq) reveals molecular changes in response 

to LIS1 loss 

Finally, we used snRNA-seq sequencing to understand how LIS1 haploinsufficiency impacts gene 

expression in the subtypes of PV+INTs. GlobalLis mice were crossed to PVCre;Sun1-GFP mice to 

enable targeting of single PV+INT nuclei. We microdissected hippocampi of p20 WT and GlobalLis 

mice, lysed the cells, and performed snRNA-seq on fluorescence-sorted GFP+ PV+INT nuclei 

(Figure 7A). As a first pass, to establish the identities of the PV+ subtypes, we integrated and 

aligned this dataset with other established single-cell RNAseq profiles of (i) a publicly available 

pan-GABAergic Allen Brain Institute mouse dataset (Tasic et al., 2018), and (ii) Nkx2.1-cre, MGE-

derived cortical and hippocampal interneurons (Mahadevan et al., 2020) using Seurat v3 (Butler 

et al., 2018, Stuart et al., 2019). We assigned the putative identities of Gad1+ Pvalb+ subtypes as 

fast-spiking basket cells (BC), axo-axonic cells (AAC) or bistratified (BiC) subtypes, using the 

marker expressions Tac1, Pthlh or Sst respectively, and these marker expressions mapped well 

with the reference datasets indicating a high confidence in the quality of snRNAseq (Figure 7—

figure supplements 1-2). Focusing on the PV+INTs from WT and GlobalLis datasets (1781 and 

1623 single-nuclei respectively) for subsequent analysis, we first observed that the entirety of 

the UMAP space aligns well between WT and GlobalLis (Figure 7Bi), and the cell recovery 
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numbers of the BC, AAC and BiC subtypes matches well between the genotypes (Figure 7Bii). This 

indicates that LIS1 haploinsufficiency does not lead to gross differences in the fundamental 

transcriptomic identities or the overall cell recoveries of PV+INT subtypes (Figure 7B). 

Because we observed robust disruption in the morphophysiological development and 

laminar positioning of GlobalLis PV+INTs, we examined the full range of transcriptional 

impairments triggered by LIS1 haploinsufficiency in PV+INT subtypes, by performing differential 

gene expression testing. At a stringent false-discovery rate (FDR) <0.01, 376 genes passed the 

10%-foldchange (FC) threshold across the PV+INT subtypes of which, 126 genes were commonly 

differentially expressed (DE) between the subtypes and the remaining 250 genes were uniquely 

DE across the subtypes (Figure 7C; Supplemental Table 1). To assess the broad biological impact 

of the DE genes (DEG), we applied the Ingenuity Pathway Analysis (IPA) framework. These 

analyses revealed that the DEGs primarily serve to regulate synaptogenesis signaling pathways, 

glutamatergic/GABAergic neurotransmission, different distinct guidance cues, cell-cell adhesion, 

and maintenance of extracellular matrix (ECM; Figure 7D; Supplemental Table 2).  

First, we observed misregulated expressions of cell-adhesion molecules (CAMs) belonging 

to cadherin family (Cdh8-13), contactin and related family (Cntn3-6, Cntnap3,5b), IgCAM family 

(Alcam, Dscam, Dscaml1, Ncam2, Kirrel1,3, Igsf11), including multiple CAM-modifiers (St3gal4, 

St6gal1) (Figure 7E). It is notable that multiple members of the CAM family are established 

regulators of interneuron synapse assembly, axonal and dendritic arborization (Brennaman and 

Maness 2008, Brennaman et al., 2013, Guan and Maness 2010, Gomez-Climent et al., 2011, 

Krocher et al., 2014, Gao et al., 2018). Next, we also observed several members of signaling 

pathways belonging to netrin family (Ntng1, Unc5b, Dcc, Ntn4), ephrin family (Efna5, Epha3, 
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Epha4), robo family (Slit1, Slit3) and semaphorin family (Sema5a, Sema6a, Neto1, Neto2), are 

robustly downregulated subsequent to LIS1 haploinsufficiency (Figure 7F), many of which have 

well-defined functions in MGE-derived interneuron migration and morphological development 

(Andrews et al., 2006, 2008, Tran et al, 2007, van den Berghe et al., 2013, Steinecke et al., 2014). 

This collectively indicates that multiple cellular mechanisms can converge towards regulating 

PV+INT morphology in a LIS1-dependant cell-autonomous manner.  

Based on the LIS1 haploinsufficiency associated changes in PV+INT firing properties and 

propensity for depolarization block we further scrutinized our transcriptome datasets for cell-

autonomous changes that could impact membrane excitability. Several critical regulators of 

PV+INT excitability (Pelkey et al., 2017) including members of potassium channel family (Kcnj3, 

Kcnq5, Kcnh7, Kcnb2, Kcnk2, Kcnip1, Kcnip2) were misregulated in GlobalLis PV+INTs (Figure 

7G; Supplemental Table 1). In addition, two GlobalLis PV+INT clusters displayed altered levels of 

the key neurotransmitter release regulator Syt2 (Supplemental Table 1), potentially reflecting 

the increased contribution of IS PV+INTs which display reduced unitary amplitudes and release 

probability in combination with longer latencies. We also observe that the chloride loader NKCC1 

(Slc12a2) appears to be decreased in subset of basket cells which might also influence somatic 

chloride extrusion during high-frequency firing in PV+INTs, thereby influencing PV+INT 

excitability (Otsu et al., 2020). Finally, we observed altered expression patterns of glutamate 

receptors and associated auxiliary subunits (Grik1-4, Neto1, Neto2) (Figure 7H) that are 

previously established to regulate excitatory recruitment  of PV+INTs (Pelkey et al., 

2017, Christensen et al., 2004, Wyeth et al., 2017, Mulle et al., 2000).  
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Figure 7. Examination of LIS1 haploinsufficiency on PV+INTs using single nucleus RNAseq. A Overview of the 
experimental workflow. Bi Uniform Manifold Approximation and Projection (UMAP) dimensional reduction of 
single-nuclei transcriptomes of hippocampal PV+INTs, highlighting similar enrichments of the clusters between 
genotypes. Bii UMAP visualization of Axo-axonic, Bistratified and Fast-spiking PV+INT subtypes, and table 
indicating the number of Gad1/Pvalb+ cells recovered in each PV+INT. Cell clusters were color coded and 
annotated post hoc based on their transcriptional profile identities (Abbreviations: FS, Fast-spiking; DG, Dentate 
gyrus). C Combined heatmap representing the 376 differentially expressed (DE) in hippocampal PV+INTs upon LIS1 
haploinsufficiency, at FDR <0.01 and Fold Change (FC)>10%, as determined by MAST analysis. D Ingenuity Pathway 
Analysis of significantly overrepresented molecular pathways in each PV+INT subtype. E-H Heatmap of log2 FC of  
significant DE genes in each PV+INT subtype, showing a subset of Ei, uniquely DE cell-adhesion molecules (CAMs), 
Eii, commonly DE CAMs, Eiii, DE extracellular matrix modifying genes; F, genes regulating axon guidance; G, 
regulators of neuronal excitability, and H, postsynaptic glutamate receptor subunits and associated auxiliary 
subunits. 
 

CONCLUSIONS 

LIS1 haploinsuffiency disrupts numerous genetic programs controlling PV+INT migration, 

morphogenesis, synapse formation and cellular excitability. We report that global heterozygous 

LIS1 loss (GlobalLis) and heterozygous loss within interneurons (NkxLis) but not within pyramidal 

cells (EmxLis) results in the emergence of the non-canonical “intermediate-spiking” (IS) subtype 

of PV+INTs, despite the disruption of radial migration observed in all three genotypes.  

While WT (and EmxLis) FS cells consist of four morphological subtypes (BC, AAC, BiC, RTC) 

and NFS cells consisted of two subtypes (BC, RTC), clear morphology of GlobalLis and NkxLis 

PV+INTs could not be resolved. Interestingly, the emergence of IS cells and alteration of 

morphology in the GlobalLis mutant did not correlate with any additional PV+INT clusters in the 

snRNA-seq analysis. However, the snRNA-seq presents only a snapshot of the transcriptomic 

aberrations in PV+INTs due to Global LIS1 haploinsufficiency. Therefore, the lack of a distinct IS 

population in the snRNA-seq analysis could imply that alterations of a very small number of genes 

are responsible for changes, which would not result in any additional clustering. It is possible that 

the cellular changes observed may arise from epigenetic changes, changes in protein expression 

levels, or changes in modifications of proteins that would not be detectible in this dataset. A third 
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possibility is that changes during development alter the circuit integration and maturation of 

PV+INTs and these changes might not be evident in their mature transcriptome. Finally, it is 

possible that the morphological aberrations in PV+INTs are further shaped by the transcriptomic 

aberrations in other cell types. Because LIS1-disruption in pyramidal cells does not seem to affect 

PV+INT morphological maturation, future studies could examine LIS1-disruption exclusive to glial 

cells to examine such non-autonomous mechanisms of regulation of interneuron functions. For 

example, glial cells that are also impacted by LIS1 haploinsufficiency, also secrete several 

guidance cues that shape the assembly, lamination and morphology of interneurons (Vallee and 

Tsai 2006, Yokota et al., 2007). Therefore, such cell-autonomous and non-autonomous 

mechanisms could converge to regulate PV+INT morphological maturation. 

We observed that both WT and EmxLis CA1 are composed of 79-80% FS cells 

(preferentially found in deep layers) and 19-20% NFS cells (preferentially in superficial layers). In 

contrast, FS cells make up only 44% of GlobalLis and 29% of NkxLis PV+INTs, with the majority 

(56-71%) consisting of IS/NFS (which are also preferentially found in superficial layers). Compared 

to FS cells, IS and NFS cells have lower firing rates and provide less potent, less reliable inhibitory 

output to pyramidal cells. Thus, the expansion of these non-canonical cell types will erode the 

precise inhibition usually provided by FS cells, placing network excitability on the precipice for 

electrographic seizure activity. Finally, due to their propensity to enter depolarization block, IS 

and NFS cells will likely lose the ability to initiate action potentials and control runaway excitation 

during seizure episodes, allowing epileptic activity to spread from the hippocampus to other 

brain regions. Until now, the disrupted neuronal migration in classical lissencephaly has been 

paradigmatically linked to the generation of epileptiform activity, however our EmxLis and NkxLis 
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experiments challenge this assumption. We propose that it is not disrupted neuronal migration 

perse that underlies the origin of epilepsy, but rather disruptions to intrinsic developmental 

programs that result in the emergence of a less efficient PV+INT cell type. 

 

METHODS 

Animals 

All experiments were conducted in accordance with animal protocols approved by the National 

Institutes of Health. LIS1+/fl male mice (provided by Anthony Wynshaw-Boris, Case Western 

Reserve University) were crossed with Sox2-Cre female mice (provided by National Human 

Genome Research Institute transgenic core, Tg(Sox2-Cre)1Amc/J). Sox2-Cre females exhibit Cre-

recombinase activity in gamete tissues, which allow for genotyping and selection of non-

conditional LIS1+/- mutants without the Cre allele in a single cross. These mice were bred to wild-

type C57BL/6J mice (Jackson Labs stock no. 00064) to maintain global LIS1+/- colonies. To obtain 

cell-type-specific LIS1 mutations, we crossed LIS1+/fl mice to Nkx2.1-Cre (Jackson Labs stock no. 

008661, C57BL/6J-Tg(Nkx2-1-cre)2Sand/J) and Emx1-Cre (Jackson Labs stock no. 005628, 

B6.129S2-Emx1tm1(cre)Krj /J) lines. 

To enable genetic access and targeting of PV+ cells, Lis1 mutant lines were crossed to PV-

tdTomato reporters. LIS1+/- mice were crossed to PV-Cre (Jackson Labs stock no. 017320, 

B6.129P2-Pvalbtm1(cre)Arbr /J) and tdTomato mice (Jackson Labs stock no. 007909, B6.Cg-

Gt(ROSA)26Sortm9(CAG-tdTomato)Hze /J). LIS1fl/+:Nkx2.1Cre and Lis1fl/+::Emx1Cre lines were crossed 

to Cre-independent PV-TdTom mice (Jackson Labs stock no. 027395, Tg(Pvalb-tdTomato15Gfng). 
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For single-cell nuclear RNAseq experiments, Lis1+/-:PV-Cre mice were crossed to Sun1-GFP mice 

(Jackson Labs stock no. 030952, B6.129-Gt(ROSA)26Sortm5(CAG-Sun1/sfGFP)Nat /MmbeJ).  

Male and female mice from p19-p60 were used. Mice were housed and bred in a 

conventional vivarium with standard laboratory chow and water in standard animal cages under 

a 12 h circadian cycle. 

 

Immunohistochemistry on perfused tissue 

Mice were deeply anesthetized, and tissue was fixed via transcardial perfusion with 30mL of 

phosphate-buffered saline (PBS) followed by 50 mL of 4% paraformaldehyde (PFA) in 0.1 M 

phosphate buffer (PB, pH 7.6). Brains were post-fixed overnight at 4°C when processed for 

immunostaining for PV and NeuN. Brains were cryopreserved in 30% sucrose and sectioned on a 

freezing microtome at 50 µm. Sections were rinsed in PB, blocked for 2 hours in 10% normal goat 

serum with 0.5% Triton X-100, and then incubated in primary antibody for 2 hours at room 

temperature or overnight at 4°C. Sections were then rinsed with PB and incubated in secondary 

antibodies (1:1000) and DAPI (1:2000) for 2 hours at room temperature. All antibodies were 

diluted in carrier solution consisting of PB with 1% BSA, 1% normal goat serum, and 0.5% Triton 

X-100. Sections were then rinsed, mounted on Superfrost glass slides, and coverslipped using 

Mowiol mounting medium and 1.5 mm cover glasses. 

 

Image acquisition and analysis 

Confocal images were taken using a Zeiss 780 confocal microscope. For all slices with 

immunostained or genetically reported somatic signal, 50 µm thin sections were imaged using a 
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Nikon spinning disk (Yokogawa CSU-X) confocal microscope. Counting was performed on four 

hippocampal sections from each animal. Quantitative analysis of PV+ cell density in each CA1 

layer was performed using ImageJ software (NIH, Bethesda, MD, USA). 

 

Slice preparation 

Mice (p19-p60) were anesthetized with isoflurane and then decapitated. The brain was dissected 

out in ice-cold sucrose artificial cerebrospinal fluid (aCSF) containing the following (in mM): 130 

NaCl, 3.5 KCl, 24 NaHCO3, 1.25 NaH2PO4, 1.5 MgCl2, 2.5 CaCl2, and 10 glucose, saturated with 

95% O2 and 5% CO2. Mice older than p30 were dissected in sucrose-substituted artificial 

cerebrospinal fluid (SSaCSF) containing the following (in mM): 90 sucrose, 80 NaCl, 3.5 KCl, 24 

NaHCO3, 1.25 NaH2PO4, 4.5 MgCl, 0.5 CaCl2, and 10 glucose, saturated with 95% O2 and 5% 

CO2. Coronal hippocampal slices (300 μm) were cut using a VT-1200S vibratome (Leica 

Microsystems) and incubated submerged in the above solution at 32-34°C for 30 min and then 

maintained at room temperature until use. Slices were incubated for at least 45 minutes before 

conducting electrophysiological recordings.  

 

Whole-cell electrophysiology 

For patch-clamp recordings following recovery slices were transferred to an upright microscope 

(Zeiss Axioskop), perfused with aCSF (with or without SCZD as indicated) at 2-3 ml/min at a 

temperature of 32°C-34°C. Individual cells were visualized using a 40x objective using 

fluorescence and IR-DIC video microscopy. Electrodes were pulled from borosilicate glass (World 

Precision Instruments) to a resistance of 3–5 MΩ using a vertical pipette puller (Narishige, PP-
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830). Whole-cell patch-clamp recordings were made using a Multiclamp 700B amplifier 

(Molecular Devices), and signals were digitized at 20 kHz (Digidata 1440A, filtered at 3 kHz) for 

collection on a Windows computer equipped with pClamp 10.4 software (Molecular Devices). 

Uncompensated series resistance ranged from 10 to 35 MΩ and was monitored continuously 

throughout recordings with −5 mV voltage steps.  For current-clamp and voltage-clamp 

recordings of PV-Cre-tdTom+ interneurons and CA1 pyramidal cells, two different internal 

solutions containing (in mM) were used: A) 130 K-gluconate, 5 KCl, 10 HEPES, 3 MgCl2, 2 Na2ATP, 

0.3 NaGTP, , 0.6 EGTA, and 0.2% biocytin (calculated chloride reversal potential (ECl-) of -67 mV) 

or B) 130 K-Gluconate, 10 KCl, 10 HEPES, 3 MgCl2, 2 Na2ATP, 0.3 NaGTP, 0.6 EGTA and .2% 

biocytin (calculated ECl- = -27 mV).  

Input resistance (Rin) was measured using a linear regression of voltage deflections in 

response to 500 ms-long current steps of four to six different amplitudes (-200 to +50 pA, 

increments of 50 pA). Membrane time constant (τm) was calculated from the mean responses to 

20 successive hyperpolarizing current pulses (−20pA; 400 ms) and was determined by fitting 

voltage responses with a single exponential function. Action potential (AP) threshold was defined 

as the voltage at which the slope trajectory reaches 10 mV/ms. AP amplitude was defined as the 

difference in membrane potential between threshold and the peak. AP half-width was measured 

at the voltage corresponding to half of the AP amplitude. Afterhyperpolarization (AHP) amplitude 

was defined as the difference between action potential threshold and the most negative 

membrane potential attained during the AHP. These properties were measured for the first 

action potential elicited by a depolarizing 500 ms-long current pulse of amplitude just sufficient 

to bring the cell to threshold for AP generation. The adaptation ratio was defined as the ratio of 
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the average of the last 3 interspike intervals relative to the first 3 interspike intervals during a 

500 ms-long spike train elicited using twice the current injection necessary to obtain a just 

suprathreshold response. Firing patterns were investigated by a series of 500 to 800 ms-long 

current injections (step size 50 pA) until 3x threshold current was reached or depolarization-block 

was induced. Firing frequency was calculated from the number of spikes observed during the first 

500 ms of the spike train. Firing frequency at 3x threshold was substituted by maximum firing 

frequency in cells with depolarization-block. Ihyp Sag index of each cell was determined by a 

series of 500 ms-long negative current steps to create V-I plots of the peak negative voltage 

deflection (Vhyp) and the steady-state voltage deflection (average voltage over the last 200 ms 

of the current step; Vsag) and used the ratio of Vrest−Vsag/Vrest−Vhyp for current injections 

corresponding closest to Vsag=−80mV. 

For PV+INT-CA1PC paired recordings, the presynaptic PV+INT was held in current clamp 

with membrane potential biased to -70 mV, while the postsynaptic cell was held voltage clamp 

at -70 mV. Synaptic transmission was monitored by producing action potentials in presynaptic 

PV+INTs (held in current-clamp around -70 mV) every 10s by giving 2 ms 1-2 nA current steps. 

Presynaptic trains to probe unitary transmission dynamics consisted of 25 presynaptic action 

potentials at 50 Hz. Basal unitary event properties for each cell were analyzed using 10 

consecutive events obtained 4-5 minutes after establishing the postsynaptic whole-cell 

configuration. Amplitudes reflect the average peak amplitude of all events including failures, 

potency is the average peak amplitude excluding failures. Decay kinetics were measured by single 

exponential fit of uIPSC potency. The latency of synaptic transmission was defined as the time 

from the peak of the AP to 5% of the uIPSC potency.   
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 For depolarization block experiments, WT and GlobalLis TdT+PV+INTs were recorded in 

current-clamp mode. Rheobase, input resistance, AP half-width, firing frequency at 2 threshold x 

and maximum firing frequency were recorded (and used to identify physiological subtype) using 

above protocols. Further depolarizing current was injected in 500 ms sweeps with a step size of 

50 pA until cells were subject to depolarizing block or 1500 pA of current were injected. Following 

this, 10 second sweeps of spontaneous activity with 500 ms of evoked firing (with ~1.5x threshold 

current) were taken. After obtaining a stable baseline (~10 sweeps), the extracellular solution 

was switched to a solution with 8.5 mM [K+] the same 10 second (500 ms evoked firing) sweeps 

were taken for up to 15 minutes. 

  

Clustering Analysis  

To identify potential subclusters of PV+INTs, we performed principal components analysis (PCA) 

and hierarchical clustering based on Euclidean distance of normalized (log transformed) intrinsic 

electrophysiological parameters using R-studio version 0.99.451 and R version 3.4.2.  

 

Anatomical Reconstructions 

After biocytin filling during whole-cell recordings, slices were fixed with 4% paraformaldehyde 

and stored at 4°C then permeabilized with 0.3 % Triton X-100 and incubated with Alexa Fluor 488 

or Alexa Fluor 555-conjugated streptavidin. Resectioned slices (75 um) were mounted on gelatin-

coated slides using Mowiol mounting medium. Cells were visualized using epifluorescence 

microscopy and images for representative examples were obtained with confocal microscopy. 
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Cells were reconstructed and analyzed with Sholl analysis using Neurolucida software (MBF 

Bioscience).  

 

Statistical Analysis 

All data were tested for normality and then tested with parametric or nonparametric t-test or 

ANOVA, as appropriate (Graphpad Prism). Quantification and error bars display standard error 

of the mean. Intrinsic electrophysiological parameters in the text are values for the upper and 

lower 95% confidence intervals of the mean. Values shown for unitary synaptic transmission 

properties consist of mean and standard error of the mean.  

 

Single nucleus isolation 

Hippocampus from seven mutant (Lis+/-;PV-Cre+/-;Sun1-GFP+/-) and six WT (Lis-/-;PV-Cre+/-; Sun1-

GFP+/-) P21 mice were quickly dissected in ice-cold DPBS, immediately frozen on dry ice and 

stored at -80°C. We pooled mutant or WT hippocampus into a Dounce Homogenizer containing 

1 mL freshly prepared ice-cold lysis buffer (low sucrose buffer with 1 mM DTT, 0.1% NP-40), 

applying 10 strokes with pestle A followed by 10 strokes with the pestle B. The homogenate was 

filtered through a 40 µm cell strainer, transferred to a DNA low bind 2 mL microfuge tube and 

centrifuged at 300 g for 5 min at 4°C. The supernatant was removed, the pellet was gently 

resuspended in a low sucrose buffer (320 mM sucrose, 10 mM HEPES-pH 8.0, 5 mM CaCl2, 3 mM 

Mg-acetate, 0.1 mM EDTA) and centrifuged for another 5 min. The nuclei were resuspended in 

500 µl 1xPBS with 1% BSA and 0.2 U/µl SUPERaseIn RNase Inhibitor (ThermoFisher, #AM2696) 

and loaded on top of 900 µl 1.8 M Sucrose Cushion Solution (Sigma, NUC-201). The sucrose 
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gradient was centrifuged at 13,000 g for 45 min at 4°C. The supernatant was discarded, and the 

nuclei were resuspended in 500ul Pre-FACS buffer (1xPBS with 1% BSA, 0.2 U/µl SUPERaseIn 

RNase Inhibitor and 0.2 M sucrose). Before sorting, nucleus from the six WT or seven mutant 

mice were pooled together and 5ul of 5 mM DRAQ5 were added. 

Samples were processed on a Sony SH800 Cell Sorter with a 100 mm sorting chip. 15,000 

GFP+/DRAQ5+ nuclei from mutant and WT samples were collected directly into 1.5 ml centrifuge 

tubes containing 10ul of the Pre-FACS buffer. PCR cycles were conducted for cDNA amplification, 

and the subsequent library preparation and sequencing were carried out in accordance with the 

manufacturer recommendation (Chromium™ Single Cell 3' Library & Gel Bead Kit 10X v3, 16 

reactions). Sequencing of the libraries were performed on the Illumina HiSeq2500 at the NICHD, 

Molecular Genomics Core facility. The cell number estimates, mean reads per cell (raw), median 

genes per cell respectively, are as follows LIS1+/+: 8470, 22,289, 2024; LIS1+/-: 8185, 24,652, 

2142. Demultiplexed samples were aligned to the mouse reference genome (mm10). The end 

definitions of genes were extended 4k bp downstream (or halfway to the next feature if closer) 

and converted to mRNA counts using the Cell Ranger Version 2.1.1, provided by the 

manufacturer. 

 

RNAseq data processing & analyses, differential expression testing, and visualization 

Processing (load, align, merge, cluster, differential expression testing) and visualization of the 

scRNAseq datasets were performed with the R statistical programming environment (v3.5.1) (R 

Core Team 2013), and Seurat package (v3.1.5) (Butler et al., 2018, Stuart et al., 2019). The LIS1+/+ 

and LIS1+/- datasets were first merged with the Allen Institute reference and in-house MGE 

interneuron reference datasets. To analyze the Allen Institute mouse dataset of the single-cell 
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transcriptomes of ~76,000 cells from >20 areas of mouse cortex and hippocampus, we 

downloaded the transcriptome/HDF5 file (https://portal.brain-map.org/atlases-and-

data/rnaseq) and subsequently converted into Seurat v3-compatible format based on the 

instructions provided in the Allen Institute Portal (https://portal.brain-map.org/atlases-and-

data/rnaseq/protocols-mouse-cortex-and-hippocampus) and custom scripts in R package as 

previously described (Chittajallu et al., 2020). Single-cell transcriptomes from Nkx2.1-cre:Ai14, 

MGE-derived cortical and hippocampal interneurons (postnatal day 18-20) were processed as 

previously described (Mahadevan et al., 2020). To perform integrated analyses, we identified a 

common set of genes between LIS1+/+, LIS1+/-, Nkx2.1-MGE cortical and hippocampal 

interneurons and Allen datasets, and utilized these for the initial analyses in Figure 7—figure 

supplements 1-2. Data set preprocessing, normalization, identification of variable genes, 

canonical correlation analyses were performed according to default Seurat parameters, unless 

otherwise mentioned. Quality control filtering was performed by only including cells that had 

between 200-20000 unique genes, and that had <5% of reads from mitochondrial genes. 

Clustering was performed on the top 25 PCs using the function FindClusters() by applying the 

shared nearest neighbor modularity optimization with clustering resolution of 0.5. Phylogenetic 

tree relating the 'average' cell from each identity class based on a distance matrix constructed in 

gene expression space using the BuildClusterTree() function. Overall, we identified 36 clusters 

using this approach, among which clusters 12, 13, 16, 17 are highly enriched in the LIS1+/+, 

LIS1+/-, datasets and aligned well in their corresponding UMAP spaces with the reference 

datasets. The identities of clusters 12, 13, 16, 17 are matched with the top gene markers 

identified by the FindAllMarkers(). These 4 clusters are Gad1+, Pvalb+ and Vip-, and were 

putatively annotated as Bistratified.1/2, Fast-spiking and Axo-axonic subsets of PV+INTs, based 

on marker expression of Sst, Tac1 and Pthlh respectively, as indicated in interneuron literature 

and previous scRNAseq studies (Fishell and Kepecs, 2020; Hodge et al., 2019; Paul et al., 2017; 

Pelkey et al., 2017; Saunders et al., 2018; Tasic et al., 2016, 2018; Yao et al., 2020; Harris et al., 

2018). Subsequent to dataset validation using references, the LIS1+/+ and LIS1+/- datasets 



 120 

reanalyzed by subsetting the cells that expressed Gad1, Pvalb expression > 0.1 and by excluding 

the cells containing non-PV+INT genes Slc17a7, Ttr, Scn3a, Gpc5, Slc1a2, Htr2c, Trpm3 

expressions < 0.1. Clustering was performed on the top 25 PCs using the function FindClusters() 

by applying the shared nearest neighbor modularity optimization with clustering resolution of 

0.5. Similar to prior analyses, we recovered Bistratified, Fast-spiking and Axo-axonic subsets of 

PV+INTs. Additionally, a minor population of Nos1+ cells clearly segregated, which represents 

putative dentate gyrus-expressed PV+INTs (Vaden and Gonzalez et al., 2020, Shen et al., 2019, 

Jinno and Kosaka 2002).  

Differential gene expression testing were performed using the MAST package within the 

FindMarkers() function to identify the differentially expressed genes between two subclusters 

(Finak et al., 2015). We applied a stringent false-discovery rate <0.01, and minimum logFC in our 

DEGs as ±0.1, since MAST has been previously reported to underestimate the magnitude of fold 

change (Ximerakis et al., 2019, Mahadevan et al., 2020). Moreover, previous studies have 

demonstrated the MAST approach for DEG testing to be powerful in determining subtle changes 

in highly transcribed genes, and among abundant populations, additional to underrepresenting 

changes among weakly transcribed genes (Finak et al., 2015; Ximerakis et al., 2019). Molecular 

and functional annotation of the DEGs were conducted using Ingenuity Pathway Analyses 

platform, to identify the biological pathways and disease pathways over-represented. IPA was 

also used to annotate genes with their known cellular functional classes. Heatmaps for the DEGs 

were generated using the Morpheus package (https://software.broadinstitute.org/morpheus) 

within the R framework. 
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Figure 2 – figure supplement 1. PV-TdTomato/PV-IHC colocalization. GlobalLis mutant hippocampus. Top image 
displays PV-IHC, middle displays PV-TdTomato, bottom displays superimposition, in a representative GlobalLis 
hippocampus. There is high level of colocalization: most TdTomato+ cells were PV-IHC+ and most PV-IHC+ cells 
were PV-TdTomato+. Counting was performed on 2-4 hippocampal sections from each animal (n = 3-6 animals per 
genotype). Scale bar = 250 µm.  
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Figure 2—figure supplement 2. Morphological analysis of PV+INT physiological subtypes. A Reconstructions of FS 
(left), IS (middle) and NFS (right) PV+INTs. Concentric circles (superimposed in black) with a radius interval of 50 
um were used for Sholl analysis. B Plots of Sholl intersections in WT FS/NFS cells at 50 um intervals for dendrites 
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(left) and axon (right). C Plots of Sholl intersections in GlobalLis FS/IS/NFS cells at 50 um intervals for dendrites 
(left) and axon (right). D Quantification of the total number of Sholl intersections for FS/IS/NFS cells independent 
of genotype (“total”) and by genotype (WT or GlobalLis) for dendrites (left) and  
axons (right). For statistical analysis *p<0.05, **p<0.01, ***p<0.001. 
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Figure 3—figure supplement 1. Cluster analysis and morphophysiology of EmxLis PV+INTs. A Cluster plot (left) and 
dendrogram (right) of 38 EmxLis PV+INTs. The dendrogram inset indicates 2 optimal clusters which correspond to 
FS and NFS cells. B Due to similar sorting, WT and EmxLis datasets were analyzed together, which resulted in 
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identical classification of every FS/NFS cell. C Percentages of FS/NFS cells in CA1 and each sublayer. For reference, 
the WT distributions (left) are repeated alongside the EmxLis distributions (right). D Examples of EmxLis PV+INTs 
reconstructed cells (dendrite in black, axon in blue) and firing traces on bottom (as described in Fig. 2). Cell types 
from left to right: FS basket cell, FS basket cell, FS bistratified cell, NFS radiatum-targeting cell. 
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Figure 4—figure supplement 1. Cluster analysis and morphophysiology of NkxLis PV+INTs. A Cluster plot (left) and 
dendrogram (right) of 41 NkxLis PV+INTs. The dendrogram inset indicates 3 optimal clusters which correspond to 
FS and NFS cells. B Due to similar sorting, as well as the obvious misclassification some cell types, NkxLis and 
GlobalLis datasets were analyzed together, which resulted in more reliable classification cell types. C Percentages 
of FS/IS/NFS cells in CA1 and each sublayer. For reference, the GlobalLis distributions (left) are repeated alongside 
the NkxLis distributions (right). D Examples of NkxLis PV+INTs reconstructed cells (dendrite in black, axon in blue) 
and firing traces on bottom (as described in Fig. 2). Physiological cell types from left to right: FS, FS, IS, NFS.  
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Figure 4—figure supplement 2. Membrane, firing, and morphological properties of PV+INT physiological subtypes. 
Frequency distributions of physiological and morphological properties PV+INTs. FS cells are shown in blue, IS cells 
in purple, NFS cells in pink. The full color circles connecting lines display the average of all genotypes for each 
physiological subtype. The faded shapes/lines represent distributions for WT (hexagons), GlobalLis (squares), 
NkxLis (triangles), and EmxLis (diamonds). Note that with the exception of AP half-width, there were no significant 
differences between genotypes. Almost every property shown here had significant differences between 
physiological subtype, independent of genotype. See also Table 1. For statistical analysis *p<0.05, **p<0.01, 
***p<0.001, ****p<0.0001. 
 

 
 
Figure 7— figure supplement 1. Integrated analyses of single-cell/nucleus transcriptomes from PV+INTs from 
Lis1+/+, Lis1+/-, and reference datasets. A UMAP plots of the PV+INTs from Lis1+/+, Lis1+/-, cortical and 
hippocampal MGE-derived interneurons and pan-GABAergic Allen Institute datasets indicating robust alignments 
of the PV+INT clusters. UMAP plots representing the expression of B, Gad1 and C, Pvalb across all datasets. 
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Figure 7—figure supplement 2. Annotation of PV+INT subtypes based on discrete marker gene expressions. A 
Single cell heatmap showing scaled expression values for the top 10 transcriptomic markers in each of the PV+INTs 
clusters across Lis1+/+, Lis1+/-, and reference datasets. B UMAP plots depicting the bistratified, axo-axonic and 
fast-spiking clusters across all datasets. C Merged UMAP plots representing the expression of top transcriptomic 
markers across the PV+INT subtypes across all datasets. 
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Chapter 4.  

Discussion 

 

4.0 Overview 

This project has increased understanding of hippocampal lamination and inhibitory circuit 

development. I identified uncharacterized morphophysiological subtypes of WT PV+INTs and 

determined the consequences of cell-autonomous and non-cell-autonomous heterozygous 

mutations of LIS1 on PV+INT development and function. An increased propensity for 

depolarization block in subtypes of GlobalLis PV+INTs is expected to interfere with their ability to 

control epileptic seizures. In short, disrupted developmental programs due to LIS1 heterozygous 

loss within PV+INTs, rather than disrupted migration/lamination itself, may contribute to the 

spontaneous seizures observed in Type I lissencephaly.  

 

4.1 The Type I lissencephaly mouse model as a proxy for the human condition 

This mouse model of Type I lissencephaly captured several important aspects of the human 

disease including motor impairments, enhanced excitation and spontaneous seizures (Paylor et 

al. 1999; Fleck et al. 2000; Greenwood et al., 2009; Saillour et al., 2009). Although mouse brains 

lack gyrification, there are identifiable disruptions to brain lamination in the LIS1 mutant that 

reflect the human condition: cortical layers are poorly organized and boundaries between layers 

are blurred, in hippocampus stratum pyramidale fractures into multiple pyramidal cell layers, and 

cerebellar organization is disrupted (Hirotsune et al., 1998; Fleck et al., 2000; Di Donato et al., 
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2017). This combination of similar morphological disruptions and neurological impairments make 

the mouse model of lissencephaly a powerful tool for studying Type I lissencephaly. 

Recent research confirms the validity of using animal models to better understand human 

physiology. Work on human brain tissue using snRNAseq has demonstrated conservation of cell 

types between human and mice (Hodge et al., 2019). However, differences were noted in cellular 

features such as morphology, laminar distribution and gene expression (Hodge et al., 2019). 

Fortunately, recent work in human brain tissue has demonstrated that PV+INTs can be targeted 

and manipulated using viruses, and human FS cells have similar firing properties to mouse FS cells 

(Vormstein-Schneider et al., 2020). Taken together, we can reasonably assume that findings in 

this study should be translatable across species. 

 

4.2 Impact of LIS1 heterozygous loss on hippocampal lamination and connectivity 

LIS1 heterozygous loss has a dramatic effect on the migration and cellular positioning of both 

excitatory pyramidal cells and inhibitory interneurons (Fleck et al., 2000; Jones & Baraban, 2009). 

In chapter 2, we identify that the majority of CA1 late-born, calbindin-expressing (CB+) PCs are 

mispositioned in the GlobalLis hippocampus. The majority of CA1 mutant CB+PCs cells occupy 

the deep/ectopic layers of stratum pyramidale rather than the superficial positions of WT 

CB+PCs. The later birthdate of CB+PCs may explain their ectopic positioning: late arriving CB+PCs 

deficient in Lis1 protein may not have the ability to penetrate the already formed dense layer of 

CB-PCs.  

Radial migration of GlobalLis PV+ and CCK+ INTs was disrupted such that there was an 

increased percentage of these mutant cells present in superficial layers (stratum radiatum and 
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stratum lacunosum-moleculare) with a corresponding reduction in deeper layers. This was 

correlated with a disrupted preference for CCK+INT perisomatic targeting of CB+PCs in the 

GlobalLis mutant. Furthermore, complex PCs (morphological correlate of CB expression) that 

were in ectopic positions had reduced levels of CCK+INT input (as demonstrated by the conotoxin 

experiments). This is perhaps unsurprising, considering the increased distance between ectopic 

CB+PCs and mispositioned CCK+INTs. The wiring cost may be too great to connect to the most 

ectopic of CB+PC somata. 

In chapter 3, I utilized cell type-specific mutations to selectively remove one copy of LIS1 

from PCs (EmxLis) or from medial ganglionic eminence-derived INTs (NkxLis). The overall CA1 

structure in the EmxLis mutation resembled the GlobalLis CA1 (disrupted formation of PC layer), 

while the NkxLis mutation was indistinguishable from WT. In contrast, disruption of PV+INT radial 

migration was observed in both the EmxLis and NkxLis genotypes. In conclusion, in order to 

achieve successful radial migration, PV+INTs require both cell-autonomous LIS1-dependent 

processes, and non-cell-autonomous interactions with pyramidal neurons. 

 

4.3 Characterization of PV+IN subtypes and emergence of intermediate spiking cells 

In order to fully appreciate the differences to subtypes of neurons caused by genetic mutations, 

it is essential to first comprehensively characterize the WT population. I found that 80-85% of WT 

PV+INs were fast-spiking (FS) cells and the remaining 15-20% were non-fast-spiking (NFS) cells. 

Compared to FS cells, NFS cells had lower rheobases, higher input resistances, longer action 

potential half-widths, and lower firing rates. NFS cells consisted of two morphological subtypes: 

the commonly identified basket cells and a newly identified subtype I have labeled “radiatum-
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targeting” PV+ cells, as their axons are confined to stratum radiatum.  FS cells consisted of basket 

cells, axo-axonic cells, bistratified cells and radiatum-targeting cells.  

 In the GlobalLis mutant, clear morphological labels are difficult to assign to recovered 

PV+INs. Cellular morphology was radially disrupted, with axon patterns resembling combinations 

of the common morphological subtypes as well as branching into new patterns that have no 

resemblance to any WT PV+INT, including the newly identified radiatum-targeting cells. Despite 

the morphological disruption to PV+INTs, clusters of FS and NFS cells with essentially unaltered 

electrical properties were detected in the GlobalLis mutant. An additional cluster of PV+ cells 

emerged in this dataset. As the membrane and firing properties of the emergent cluster fell 

between values of both FS and NFS cells, I refer to this population as “intermediate-spiking” (IS) 

cells. 

 Although pyramidal cell layer organization and radial migration of PV+INTs was disrupted 

in the EmxLis mutant, PV+ cells were able to develop into normal morphophysiological subtypes. 

EmxLis PV+INs cleanly parsed into two clusters: FS and NFS cells.  Surprisingly, neither the 

fractured banding of PCs or ectopic positioning of INTs interfered with the ability to form cells 

identifiable as basket, axo-axonic, bistratified, or radiatum-targeting cells. There were some 

differences in morphology relative to WT cells, such as basket cells with somata in stratum 

radiatum projecting axon into heterotopic pyramidal cell bands. Similar to GlobalLis PV+INTs, the 

NkxLis hippocampus was composed of FS, IS and NFS cells. Despite the normal development of 

the pyramidal cell layer, NkxLis PV+INTs experienced morphological disruptions, again rendering 

classification dubious. 
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 Physiological properties of FS cells were largely unchanged in all mutant genotypes. The 

only observed difference was wider action potential half-widths in WT cells than GlobalLis, EmxLis 

and NkxLis cells. Although we did not detect IS cells in WT and EmxLis genotypes, GlobalLis and 

NkxLis IS cells had identical intrinsic properties. Similarly, NFS cells of all genotypes had 

indistinguishable physiological properties. 

The WT hippocampus PV+INT population is composed of 80% FS and 20% NFS cells. This 

was also found to be the case in the EmxLis hippocampus (81% FS, 19% NFS), despite increased 

density of PV+INTs in stratum radiatum. Hence, ectopic positioning of PV+INTs and overall 

disorganization of pyramidal cell layers does not greatly disrupt overall morphophysiological 

development of PV+INTs. Contrastingly, heterozygous removal of LIS1 within PV+INTs in the 

GlobalLis and NkxLis genotypes impacts developmental programs within these cells, disrupting 

morphology and causing the emergence of IS cells. In these genotypes, FS cells now constitute 

only 29-44% of PV+INTs and IS/NFS cells make up 56-71%. 

 

4.4 Synaptic transmission, depolarization block and implications for network dynamics and 

epileptiform activity 

In the WT hippocampus, the presynaptic PV+INT subtype determines unitary synaptic 

transmission dynamics. In general, FS cells had higher connectivity rates and made stronger 

connections with pyramidal cells (PCs) than did NFS cells. Further differences are found when 

considering morphological as well as physiological subtype, with FS basket cells making much 

stronger (higher potency/amplitude), and more reliable synapses (lower failure rates across the 
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25-pulse train) than connections from both FS bistratified cells and NFS basket cells. In addition, 

transmission latency was longer in NFS-PC connections.    

 As morphological disruptions eliminated the ability to parse GlobalLis PV+INTs into clear 

morphological subtypes, we analyzed by physiological subtype and found that connectivity rates 

and unitary transmission properties of GlobalLis FS cells were not significantly different from 

combined (basket and bistratified cell) WT FS-PC cell connections. GlobalLis IS cells had 

transmission properties that resembled WT NFS-PC synapses: lower amplitudes, higher failure 

rates, and longer latencies relative to FS cell outputs. No GlobalLis NFS-PC connections were 

obtained.  

The reduction in number of FS cells and the emergence of IS cells in the GlobalLis mutant, 

with their lower firing rates and longer delay/lower potency/less reliable synapses, likely pushes 

hippocampal networks to the edge of control. This may be a major contributor to the 

hyperexcitability and lower-seizure threshold observed in these mice. Furthermore, IS and NFS 

cells are less able to control runaway excitation and epileptiform activity due to their propensity 

for depolarizing block. While many FS cells can continue to fire at extremely high frequencies 

even after large injections of suprathreshold depolarizing current  and many retain their ability 

to fire in the High [K+] model of epilepsy (Traynelis & Dingledine, 1988), IS and NFS cells readily 

enter depolarization block, presumably eroding their ability to control electrographic activity and 

allowing seizures to propagate. It should be noted that that FS cell function in other models of 

epilepsy and in long-term epilepsy patients can become compromised, rendering these cells 

susceptible to depolarization block (Karlócai et al., 2014; Ahmed et al., 2015). 
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4.5. Outstanding questions and future directions 

LIS1+/- haploinsufficiency is one type of many neuronal migration/cortical malformation 

disorders. Mutations to other genes coding cytoskeletal elements such as microtubule-related 

proteins actin components and binding proteins, extracellular matrix proteins, and others disrupt 

neuronal migration, resulting in lissencephaly spectrum disorders and epilepsy (Stouffer et al., 

2015). Although epilepsy is a common feature of cortical malformation disorders, lamination is 

impacted differently in the animal models, depending on the mutated genes.  

 Mutations to DCX (a microtubule stabilizing factor) show many similarities to the GlobalLis 

mouse; however, CA3 pyramidal cells are preferentially affected in the DCX mutant (Stoufer et 

al., 2015). Mutations to the extracellular matrix protein RELN cause similar effects as LIS1 

heterozygous mutation: mislamination of cortex, hippocampus and cerebellum (Chevassus-au-

Louis et al., 1999). A similar pattern is also found in CDK5 (a master regulator similar to LIS1) 

mutant mice, although this mutation has not been identified in human populations (Stoufer et 

al., 2015). It would be interesting to examine PV+INT development in other migration disorders 

to discover if IS cells emerge in these conditions. 

In the snRNAseq experiments, no additional clusters of PV+INTs were detected. We can 

conclude that IS cells do not represent a transcriptionally distinct population of PV+INTs, at least 

from our analysis of PV+INTs at postnatal day 20. Despite this, transcriptomic changes were seen 

in all PV+INT clusters. It is possible that transcriptional differences are more drastic at earlier 

timepoints. Future experiments could examine transcriptomic profiles of WT and GlobalLis 

PV+INTs at earlier postnatal days to determine developmental transcription trajectories. In 

addition, patch-seq could be utilized to definitively assign physiological subtype to sequenced 
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cells and identify molecular markers for IS cells. A recent study utilized this combinatorial 

approach to investigate the diversity of striatal interneurons and found that PV+INTs are part of 

a gradient of PTHLH-expressing cells and have a continuum of electrophysiological properties 

ranging from fast-spiking to “fast-spiking-like” (Munoz-Manchanado et al., 2018). 

 Although IS cells emerge in the GlobalLis and NkxLis mutants, physiologically typical FS 

and NFS cells also develop in these mice. A full understanding as to why some PV+INTs develop 

into FS cells while others become IS cells remains elusive. One factor that may influence PV+INT 

development is the embryonic birth date and the level of excitatory and/or inhibitory drive 

(Donato et al., 2015). Indeed, analysis of spontaneous excitatory post synaptic currents (sEPSCs) 

in PV+INTs reveals that FS cells receive a much higher level of spontaneous excitatory input than 

both IS and NFS cells (Figure 1A). This pattern was present in all genotypes (Figure 1B). It is a 

possibility that PV precursors destined to become NFS cells require a low level of excitatory input 

to drive their development, while FS cells require a high level of spontaneous excitatory drive. A 

former study found that PV+INTs in visual cortex are composed of various subclusters of cells, 

and the cluster with the lowest sEPSC frequencies had low firing rates, high input resistances, low 

rheobases, and wide action potential half-widths, reminiscent of PV+NFS cells (Helm et al., 2013). 

Another study found that overexpressing synapse-associated protein 97 (SAP97) in PV+INTs 

increases sEPSC frequency, with a corresponding increase in firing rate and decrease in AP half-

width (Akgul & Wollmuth, 2013). It is possible that IS cells are PV precursors which failed to 

develop into FS cells due to insufficient excitatory recruitment.  
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Figure 1. Spontaneous excitatory inputs to PV+INTs. A Frequency distribution of spontaneous excitatory post 

synaptic current (sEPSC) frequency and amplitude for PV+INT physiological subtypes, independent of genotype. B 

Frequency distributions of sEPSC frequency and amplitude by genotype and physiological subtype.  

 

Another possibility considers that cells produce variable amounts of proteins and protein 

levels change in response to intracellular and extracellular signals (Dorrbaum et al. 2018). Cells 

that either synthesize lower amounts of LIS1 protein and/or have more disruptions to LIS1 

turnover due to internal and external environmental interactions are expected to have more 

difficulty with cellular migration and protein trafficking and could consequently develop into IS 

instead of FS cells. Additionally, or alternatively, the different environments encountered 
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migrating early-born or late-born PV+INTs could interact with LIS1 intracellular signaling 

pathways to differentially affect development of these two populations of cells. As the present 

study did not investigate the role of cellular birth-dating on PV+INT development, future 

experiments could examine this using BrdU fate mapping in combination with 

immunohistochemistry and with other techniques that allow labeling of isochronic cells for 

electrophysiological recording (Govindan et al., 2018).  

The findings in this study imply that intrinsic changes to subtypes of PV+INTs, rather than 

ectopic positioning is a major contributor to epileptogenesis. A prediction from this is that NkxLis 

mice should have a lower threshold for seizures compare to WT and EmxLis mice. Future 

experiments could test this hypothesis in vivo by monitoring for spontaneous seizures and 

inducing them with hyperthermia and in vitro with the High [K+] model. 

 

4.6 Conclusion 

The epilepsy commonly observed in cortical malformation disorders such as lissencephaly has 

been considered to be a result of the disrupted neuronal migration/lamination (Chevassus-Au-

Louis et al., 1999; Barkovich et al., 2015). While we do see evidence of dysfunctional targeting of 

ectopic CB+PCs by CCK+INTs, this is unlikely to be the source of epileptic seizures, as these ectopic 

PCs were still innervated by other inhibitory interneurons such as PV+INTs. The EmxLis 

experiments demonstrate that disrupted radial migration and ectopic positioning of PV+INTs do 

not impact their morphophysiological development. In contrast, the NkxLis experiments 

illustrated that heterozygous removal of LIS1 within interneurons disrupts intrinsic 

developmental programs of PV+INTs and causes the emergence of IS cells. Distinct intrinsic 
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changes to subtypes of neurons rather than dysfunctional targeting or global inefficiency of 

synapses should be considered among the causes of epilepsy in lissencephaly, and perhaps in 

other migration disorders. Reprogramming of IS cells to FS cells may be a feasible goal for treating 

epileptic seizures in lissencephaly patients.  
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