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Abstract of "High Order Numerical Methods for Hyperbolic Equations: Boundpreserving and Riemann Invariant Based System Solvers", by Ziyao Xu, Ph.D., Brown University, May 2023

This dissertation consists of three topics on bound-preserving discontinuous Galerkin (DG) methods for time-dependent and stationary hyperbolic equations, and efficient finite difference weighted essentially non-oscillatory (WENO) schemes for hyperbolic systems.

In Chapter 2, we propose third order bound-preserving DG schemes for scalar conservation laws and the Euler equations based on the Lax-Wendroff time discretization. We first establish the maximum-principle-satisfying DG scheme for scalar conservation laws in one dimension. The scheme develops the idea from the direct discontinuous Galerkin (DDG) method for heat equations to discretize high order spatial derivatives resulting from the Lax-Wendroff procedure. When it extends to multi-dimensions, we avoid the appearance of mixed derivatives in the numerical schemes based on carefully designed expansions of high order derivatives. The positivity-preserving schemes for the Euler equations are constructed in a similar manner.

In Chapter 3, we follow the work of Yuan et al. (2016) [90] and Ling et al. (2018) [46] to investigate the positivity-preserving DG methods for stationary hyperbolic equations. High order conservative positivity-preserving DG methods for variable coefficient and nonlinear stationary hyperbolic equations in one dimension, and constant coefficient stationary hyperbolic equations in two and three dimensions are constructed, via suitable quadratures. In Chapter 4, we continue the study in Chapter 3 and clarify a more appropriate definition of mass conservation, rather than preserving cell averages, for stationary hyperbolic equations. The genuinely conservative high-order positivity-preserving DG methods based on the new definition are
constructed, which are able to preserve the positivity of more general types of equations with much simpler implementations and easier proofs for the Lax-Wendroff theorem. Novel conservative positivity-preserving limiters are designed to accommodate for the new definition of conservation.

In Chapter 5, we investigate local characteristic decomposition free WENO schemes for a special class of hyperbolic systems endowed with a coordinate system of Riemann invariants. We apply the WENO procedure to the coordinate system of Riemann invariants instead of the local characteristic variables to save the expensive computational cost on local characteristic decomposition but meanwhile, maintain the essentially non-oscillatory performance. The efficiency and good performance of our method are demonstrated by extensive numerical tests, which indicate the coordinate system of Riemann invariants is a good alternative to local characteristic variables for the WENO procedure with higher efficiency.
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## Chapter One

## Introduction

Hyperbolic conservation/balance laws are fundamental tools to investigate the phenomena of flow and transport. When numerically solving hyperbolic equations, high order accurate numerical methods are preferred due to their vast advantages in efficiency and fidelity. However, many high order methods suffer from strong oscillations near discontinuities of solutions, which is the so-called Gibbs phenomenon. Some important physical quantities may be out of their physical range due to spurious oscillations, e.g. density or pressure of fluid becomes negative if the density or pressure is low near shocks. Once these happen, not only physically the quantities are no longer meaningful, but numerically the hyperbolicity of differential equations is also changed, which often leads to the NaN outputs and simulation failure. To reduce the spurious oscillations, many remarkable robust algorithms and stabilizing techniques were developed, e.g. artificial viscosity methods [79], total variation diminishing (TVD) [31, 32] and total variation bounded (TVB) [69] schemes, essentially non-oscillatory (ENO) [33] and weighted essentially non-oscillatory (WENO) [48, 35] schemes, and discontinuous Galerkin (DG) [62, 40] methods with various of limiters, etc.

The discontinuous Galerkin method, first proposed by Reed and Hill in [62] for the neutron transport equation on triangular meshes, is a class of finite element methods with discontinuous function space of test and trial functions. It was developed into the Runge-Kutta discontinuous Galerkin (RKDG) methods by Cockburn et al. in a series of work $[17,16,14,13,18]$ to solve nonlinear hyperbolic problems. Since then, the DG methods have been widely used in numerical simulation for hyperbolic equations, due to their advantages in high order accuracy, flexibility in complex geometry, and easiness to be parallelized. Limiters such as the total variation bounded (TVB) limiter [18] are usually applied after each Runge-Kutta stage to stabilize the solution.

Due to the lack of provable bound-preserving property, common DG methods designed for general purpose are not enough in some extreme cases, e.g. very high Mach jets in astrophysics, point blast problems, and vacuum near shocks in compressible gas dynamics. The simulation may blow up if no ad hoc positivity correction is made to avoid possible negative density or pressure. Bound-preserving methods, also referred to as the maximum-principle preserving methods in some contexts, are numerical methods that are carefully designed to ensure the physical quantities strictly fall into their physical bounds during the entire simulation. If the upper bound of a physical quantity is infinity, the methods are called positivity-preserving. In 2010, the genuinely high order bound-preserving DG methods were constructed by Zhang and Shu in $[93,94]$. The basic idea of the Zhang-Shu framework is to take the test function in the DG scheme to be 1 in each cell to yield an equation satisfied by the cell average of the target variable, and prove the desired boundedness of the cell average under the certain choice of numerical fluxes and suitable CFL conditions. Then a scaling limiter that does not affect the accuracy and cell average can be used to modify the variable to obtain physically relevant bounds for the entire solution.

In order to gain high order accuracy, the bound-preserving schemes also need to combine with temporal discretization whose order is consistent with the order of spatial discretization. Almost all temporal discretizations in the existing boundpreserving methods is based on the method of lines, which treats the spatially discretized equations as ODE systems and uses appropriate time marching approaches to evolve in time. In particular, the strong stability preserving (SSP) Runge-Kutta or multi-step methods, which are convex combinations of Euler-forward time discretization, are primary time marching approaches used in bound-preserving DG methods for time-dependent hyperbolic problems. In this dissertation, we study the bound-preserving DG methods based on the Lax-Wendroff time discretization, which
haven't been studied adequately before. The Lax-Wendroff discontinuous Galerkin (LWDG) methods [58, 30] first take the Taylor expansion of the solution in time to gain high order temporal accuracy. Then, the methods utilize PDE itself to replace the temporal derivatives in the expansion with spacial derivatives, followed by spatial discretization by the DG methods. Therefore, the LWDG is a high order single-stage method, with more compact stencils in each time step. The main challenge of the bound-preserving technique for LWDG is the appearance of high order derivatives and mixed derivatives in high dimensions due to the Lax-Wendroff procedure, which is not commonly encountered when dealing with first order hyperbolic equations or convection-diffusion equations with the method of lines. To resolve the problem, the bound-preserving DDG [11] flux will play a key role in the construction of the numerical schemes.

Besides the LWDG for time-dependent problems, we also study the positivitypreserving DG for stationary hyperbolic equations in this dissertation. The stationary hyperbolic equations could appear in flow and transport problems at steady-state, the stationary radiative transfer equations (RTE) discretized by the discrete-ordinate method (DOM), or the implicit time discretization/space-time DG methods for timedependent hyperbolic equations. A distinct difference between the DG methods for the stationary and time-dependent hyperbolic equations is the marching direction of the computation. For time-dependent problems, the DG methods march in time, so the cell averages of solution at the current time stage depend on the cell averages in previous stages, thereby the bounds of cell averages are easier to be ensured, provided the bounds are satisfied by the solutions at previous times. However, in stationary problems, the sweeping direction of the computation follows the wind direction of the flux in space. Therefore, the cell average of the solution on a target cell depends only on the inflow fluxes and the source term, which gives rise to new challenges to
the bound-preserving technique. Such a feature makes the proof of the positivity of cell averages very complicated even for the simple equation $u_{x}+\gamma u=s(x)$, see [46]. As shown in the studies in Chapter 3 and [46], for more complex equations or higher dimensions, the positivity of cell averages obtained by unmodulated DG methods generally fails! Some complicated non-conservative positivity-preserving limiters are proposed in $[90,91]$ to address such an issue. In this dissertation, we shall propose new techniques and methodologies to preserve the positivity of the solution without hurting the conservation property of DG schemes.

Besides DG, the ENO and WENO methods are also prevalent numerical methods for hyperbolic conservation laws. The ENO methods, first developed by Harten et al. [33], use an adaptive strategy to choose the smoothest stencil among several candidates to reconstruct the solution from its cell averages, hence the methods yield essentially non-oscillatory approximation near shocks. The original ENO scheme was based on the framework of finite volume methods with Lax-Wendroff time discretization. Later on, Shu and Osher proposed the finite difference framework in [73] by ENO interpolation for nodal values of solutions and high order approximation for spatial derivatives of fluxes, which saves considerable computational cost in multi-dimensions. Their subsequent work in [74] developed a simpler finite difference framework based on the Shu-Osher lemma to approximate the fluxes at cell interfaces by standard reconstruction procedure for fluxes at cell centers. The WENO methods [48, 35] were developed upon ENO, with the idea of using a convex combination of all candidate stencils rather than only one stencil in the original ENO scheme to gain higher order of accuracy. The WENO procedure can be used in the framework of finite volume or finite difference methods like the ENO.

The high order ENO/WENO finite volume/difference methods have to be used in cooperation with the local characteristic decomposition, when solving hyperbolic
systems of conservation laws, as the reconstruction/interpolation on conservative variables typically produces much worse numerical fidelity near shocks compared with the characteristic variables, especially when shocks of different characteristic fields interact. However, the local characteristic decomposition is computationally costly since the eigendecomposition is needed on each interface of cells. In this dissertation, we look for alternative variables for the WENO procedure, such that the expansive computation of local characteristic decomposition is exempted, meanwhile the nonoscillatory fashion of the WENO schemes is not affected. An ideal candidate is the coordinate system of Riemann invariants, which only admits one major discontinuity in each component when shocks of different characteristic fields appear in Riemann problems. Due to the nonlinear algebraic relation between the Riemann invariants and conservative variables, we establish our local characteristic free scheme within the finite difference framework of [73].

The rest of the dissertation is organized as follows. In Chapter 2, we study the bound-preserving LWDG methods for scalar conservation laws and the Euler equations. In Chapter 3, we construct positivity-preserving DG methods for stationary hyperbolic balance laws with nonnegative source terms and initial conditions, via a suitable quadrature rule. We further study this topic in Chapter 4 , where a more appropriate notion of mass conservation for stationary hyperbolic equations is clarified and the corresponding conservative limiters are given. In Chapter 5, we propose an efficient local characteristic decomposition free finite difference WENO method for a particular class of hyperbolic conservation systems. Finally, we summarize the dissertation with some conclusions in Chapter 6.

To avoid confusion, we remark that we define and use notations locally in each chapter. Some notations may have different meanings in different chapters.

## Chapter Two

## Bound-preserving Lax-Wendroff

 discontinuous Galerkin methods for time-dependent hyperbolic equations
### 2.1 Introduction

Hyperbolic conservation laws are basic tools to characterize the phenomena of flow and transport, e.g. the Burgers' equation for traffic flow and the Buckley-Leverett equation for two phase flow as the scalar cases, and the Euler equations for compressible gas dynamics and shallow water equations for water with shallow depth as the system cases.

The scalar conservation laws are known to satisfy the maximum-principle, e.g. for the one dimensional scalar equation

$$
\begin{equation*}
u_{t}+f(u)_{x}=0, \quad x \in \mathbb{R}, t>0, \tag{2.1}
\end{equation*}
$$

with initial condition

$$
u(x, 0)=u_{0}(x), \quad x \in \mathbb{R}
$$

the entropy solution satisfies $m \leq u(x, t) \leq M, \forall x \in \mathbb{R}, t>0$, where $m=\min _{x \in \mathbb{R}} u_{0}(x)$ and $M=\max _{x \in \mathbb{R}} u_{0}(x)$. Same results also hold for periodic boundary conditions, bounded domain with compactly supported solution, and higher dimensions.

Similarly, the positivity of certain important physical quantities are satisfied by some hyperbolic systems, e.g. for the Euler equations

$$
\begin{equation*}
\mathbf{u}_{t}+\mathbf{f}(\mathbf{u})_{x}=\mathbf{0}, \quad x \in \mathbb{R}, t>0 \tag{2.2}
\end{equation*}
$$

where

$$
\mathbf{u}=\left(\begin{array}{c}
\rho \\
m \\
E
\end{array}\right), \quad \mathbf{f}(\mathbf{u})=\left(\begin{array}{c}
m \\
\rho u^{2}+p \\
(E+p) u
\end{array}\right)
$$

with

$$
m=\rho u, \quad E=\frac{1}{2} \rho u^{2}+\rho e, \quad p=(\gamma-1) \rho e,
$$

in which $\rho$ is the density of fluid, $m$ is the momentum, $u$ is the velocity, $E$ is the total energy, $p$ is the pressure, $e$ is the specific internal energy, and $\gamma>1$ is the ratio of specific heats, it is well-known that the physical solution $\mathbf{u} \in G$ for all $t>0$ if it holds at $t=0$, where G is the admissible set of solutions defined as

$$
\begin{equation*}
G=\{\mathbf{u}: \rho \geq 0, p(\mathbf{u}) \geq 0\} . \tag{2.3}
\end{equation*}
$$

Rigorously preserving these physical bounds of solutions is of great importance for the robustness of numerical algorithms, in that once the quantities were out of their physical range, the hyperbolicity of equations is lost, which often leads to the simulation failure. There have been intensive studies on the maximum-principlesatisfying and positivity-preserving numerical methods for hyperbolic conservation laws. In 2010, the genuinely maximum-principle satisfying high-order discontinuous Galerkin (DG) and finite volume methods for scalar conservation laws were proposed by Zhang and Shu in [93]. The algorithm is composed of two steps under the DG framework. The first step is to prove desired physical bounds for the cell averages of numerical solutions are automatically satisfied by the unmodulated high order DG scheme with appropriate CFL conditions and numerical fluxes. Then a scaling limiter, which does not destroy accuracy and mass conservation, are adopted to modify the solution such that the physical bounds satisfied by cell averages are extended
to the entire solution. Based on this simple and general framework, the high order maximum-principle-satisfying and positivity-preserving numerical schemes have been rapidly developed for different problems ever since, for instance, the Euler equations [94, 95, 80], the Navier-Stokes equations [92], the shallow water equations [ $82,81,45]$, convection diffusion equations [96, 42, 11] , and hyperbolic equations involving $\delta$-singularities [97, 89], etc. For convenience, we call both maximum-principle-satisfying and positivity-preserving techniques the bound-preserving methods.

It should be noted that, in order to gain high order accuracy, the bound-preserving schemes also need to combine with temporal discretization whose order is consistent with the order of spatial discretization. Almost all time discretizations in the aforementioned bound-preserving methods are based on the method of lines, which treats the spatially discretized equation as ODE systems and use appropriate time marching approaches to evolve in time. In particular, the strong stability preserving RungeKutta (SSP-RK) methods or the SSP multi-step methods [25, 27, 70] are preferable because they are convex combinations of forward Euler time discretization, which greatly simplifies the proof of the bound-preserving since all analysis only need to be carried out on a single forward Euler time step. Besides the explicit methods, there are also studies on backward Euler time discretization [55, 46].

As an alternative to method of lines, the Lax-Wendroff methods are also widely used in the computation of time-dependent partial differential equations, for instance, the combination of Lax-Wendroff type time discretization with DG (LWDG) methods $[58,57,30]$ or with the WENO schemes $[60,56]$, the two-stage fourth-order methods [53, 43], the arbitrary high order derivative Riemann problem (ADER) approach [77, 23,22 ], and its variant based on the Galerkin space-time predictor [20, 7, 21], etc. The Lax-Wendroff methods utilizes the information of the partial differential equations
to replace temporal derivatives by spatial derivatives in the Taylor expansion of the solution in time. Therefore, the Lax-Wendroff methods are one-stage, explicit, high order methods, and only need the stabilizing scaling limiters once per time step.

Regarding to the situation that there are very limited researches on boundpreserving techniques for Lax-Wendroff schemes, we study the LWDG to construct third order maximum-principle-satisfying and positivity-preserving LWDG schemes for scalar conservation laws and the Euler equations in one and two space dimensions. Different to the previous works [50, 66] on positivity-preserving Lax-Wendroff type methods, our algorithm does not rely on the flux limiter that needs to combine low order positivity-preserving flux and high order flux together, hence the high order accuracy of our approach is easier to guarantee.

The construction of our numerical schemes is based on the third order Taylor expansion of solution in time

$$
\begin{equation*}
u\left(x, t^{n+1}\right)=u\left(x, t^{n}\right)+\Delta t u_{t}\left(x, t^{n}\right)+\frac{\Delta t^{2}}{2} u_{t t}\left(x, t^{n}\right)+\frac{\Delta t^{3}}{6} u_{t t t}\left(x, t^{n}\right)+O\left(\Delta t^{4}\right) \tag{2.4}
\end{equation*}
$$

where $\Delta t=t^{n+1}-t^{n}$. Due to the Lax-wendroff procedure, there will be many spatial derivatives to replace the original time derivatives in (2.4), especially for the system case in high dimensions. In this chapter, we adopt the discontinuous Galerkin methods for the spatial discretization of the derivatives. In 1973, Reed and Hill [62] proposed the first discontinuous Galerkin method to solve the steady linear transport problem. It was developed into Runge-Kutta discontinuous galerkin methods (RKDG) by Cockburn et al. in a series papers [17, 16, 14, 13, 18] to solve nonlinear hyperbolic conservation laws. Limiters such as the total variation bounded (TVB) limiter [18] are usually applied to stabilize the solution near shocks after each Runge-Kutta stage. Discontinuous Galerkin methods have been widely
used in computational fluid dynamics due to their advantages in high order accuracy, flexibility in complex geometry and easiness to be parallelized, and is one of the most common choices in developing bound-preserving schemes.

In our work, we develop the idea of bound-preserving direct discontinuous Galerkin (DDG) method from [11] to resolve the difficulty caused by high order spatial derivatives produced by the Lax-Wendroff procedure. When it extends to multidimensions, we avoid the appearance of mixed derivatives in our numerical schemes based on carefully designed expansions of high order temporal derivatives in the Lax-Wendroff procedure, which is the key for the success of bound-preserving in high dimensions. We only demonstrate the treatments in two dimensions but the technique can be generalized into three dimensions directly.

It is worth mentioning that, the tedious CFL conditions to be derived for boundpreserving in the chapter is not explicitly used in the implementation. But rather, they are used as a theoretical guarantee. In practice, one can use standard CFL conditions in computation, and rewind the computation back to the beginning of the step with halved time step-size when the cell averages exceeds their desired bounds at that step. The theoretical results in the chapter guarantee that one only needs to halve the step-size finite number of times. Moreover, since the LWDG is an explicit single stage method, the temporal derivatives of the solution only need to be computed once per time step, which makes the cost of rewinding computation very cheap.

The rest of the chapter is organized as follows. In Section 2.2, we first introduce the notations to be used throughout the chapter, and then construct the maximum-principle-satisfying LWDG methods for scalar conservation laws in one and two space dimensions. In Section 2.3, we establish the positivity-preserving LWDG schemes
for the Euler equations in one and two dimensional spaces. The scaling limiters are introduced in Section 2.4 to ensure the boundedness and stability of the numerical solution. In Section 2.5, we give extensive numerical examples to demonstrate the effectiveness of our algorithm. We end up with some concluding remarks in Section 2.6. The discussion in the above sections are based on uniform meshes. In the Appendix A.3, we give illustrations on how to extend the algorithms to nonuniform meshes and take the one dimensional scalar conservation law as an example.

### 2.2 Maximum-principle-preserving for scalar conservation laws

In this section, we study the maximum-principle-satisfying LWDG methods for scalar conservation laws. Based on the framework of [93], we only need to put our effort on attaining the maximum-principle for cell averages of the solution, i.e. $m \leq \bar{u}^{n+1} \leq$ $M$, provided $m \leq u^{n} \leq M$, where the superscripts $n$ and $n+1$ denote the time level $t^{n}$ and $t^{n+1}$, respectively. The slope limiters introduced in Section 2.4 will make up the gap between the maximum-principles of $\bar{u}^{n+1}$ and $u^{n+1}$.

For simplicity, we only discuss the one and two dimensional problems with periodic boundary conditions on uniform meshes, but the results can be directly extended to three space dimensions and non-periodic cases. However, the extension from uniform meshes to nonuniform meshes is not trivial, which will be demonstrated in the Appendix A. 3 with one dimensional space as an example.

We first introduce the notations to be used throughout the chapter, then construct and prove the maximum-principle-satisfying LWDG schemes.

### 2.2.1 Notations

In the one dimensional space, we assume the domain $\Omega=[a, b]$ is discretized by $a=x_{\frac{1}{2}}<x_{\frac{3}{2}}<\cdots x_{N+\frac{1}{2}}=b$, and denote by $I_{j}=\left[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}\right]$ the cells on $\Omega$ for $j=1,2, \ldots N$. Moreover, we denote the length and center of the cell $I_{j}$ by $\Delta x_{j}=x_{j+\frac{1}{2}}-x_{j-\frac{1}{2}}$ and $x_{j}=\frac{1}{2}\left(x_{j-\frac{1}{2}}+x_{j+\frac{1}{2}}\right)$, respectively, and let $u_{j}=u\left(x_{j}\right)$

Similarly, in the two dimensional space, we assume $\Omega=[a, b] \times[c, d]$ is discretized by $a=x_{\frac{1}{2}}<x_{\frac{3}{2}}<\cdots<x_{N_{x}+\frac{1}{2}}=b$ and $c=y_{\frac{1}{2}}<y_{\frac{3}{2}}<\cdots<y_{N_{y}+\frac{1}{2}}=d$ in the $x$ and $y$ directions, respectively. We denote by $K_{i, j}=I_{i} \times J_{j}=\left[x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}\right] \times\left[y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}\right]$ the cells in $\Omega$ for $i=1, \ldots, N_{x}, j=1, \ldots, N_{y}$, and by $\Delta x_{i} \Delta y_{j}=\left(x_{i+\frac{1}{2}}-x_{i-\frac{1}{2}}\right)\left(y_{j+\frac{1}{2}}-\right.$ $\left.y_{j-\frac{1}{2}}\right),\left(x_{i}, y_{j}\right)=\left(\frac{1}{2}\left(x_{i-\frac{1}{2}}+x_{i+\frac{1}{2}}\right), \frac{1}{2}\left(y_{j-\frac{1}{2}}+y_{j+\frac{1}{2}}\right)\right)$ the area and center of the cell $K_{i, j}$, respectively, and let $u_{i, j}=u\left(x_{i}, y_{j}\right)$.

We only consider the uniform meshes in this section and the next section to simplify the discussion, i.e. $\Delta x_{i} \equiv \Delta x$ and $\Delta y_{j} \equiv \Delta y$, for $i=1, \ldots, N_{x}, j=$ $1, \ldots, N_{y}$. The case of nonuniform meshes will be discussed in the appendices.

The finite element spaces in the DG schemes are taken as $V=\left\{v \in L^{2}:\left.v\right|_{I_{j}} \in\right.$ $\left.P^{2}\left(I_{j}\right), j=1,2, \ldots, N\right\}$ and $W=\left\{v \in L^{2}:\left.v\right|_{K_{i, j}} \in Q^{2}\left(K_{i, j}\right), i=1, \ldots, N_{x}, j=\right.$ $\left.1, \ldots, N_{y}\right\}$ in one and two dimensional spaces, respectively, where $P^{2}(I)$ is the space of quadratic polynomials on interval $I$ and $Q^{2}(K)$ is the tensor product space of quadratic polynomials on rectangle $K$.

Due to discontinuities, functions in the schemes may have double values on cell interfaces. In one space dimension, we denote by $v_{j+\frac{1}{2}}^{-}$and $v_{j+\frac{1}{2}}^{+}$the left and right limits of $v$ at $x_{j+\frac{1}{2}}$, respectively, i.e. $v_{j+\frac{1}{2}}^{ \pm}=v\left(x_{j+\frac{1}{2}} \pm 0\right)$. Moreover, we denote the average and jump of $v$ at $x_{j+\frac{1}{2}}$ by $\{v\}_{j+\frac{1}{2}}=\frac{1}{2}\left(v_{j+\frac{1}{2}}^{-}+v_{j+\frac{1}{2}}^{+}\right)$and $[v]_{j+\frac{1}{2}}=v_{j+\frac{1}{2}}^{+}-v_{j+\frac{1}{2}}^{-}$, respec-
tively. Similarly, in two space dimensions, we denote the left/right and lower/upper limits of $v$ on vertical and horizontal cell interfaces by $v\left(x_{i+\frac{1}{2}}^{ \pm}, y\right)=v\left(x_{i+\frac{1}{2}} \pm 0, y\right)$ and $v\left(x, y_{j+\frac{1}{2}}^{ \pm}\right)=v\left(x, y_{j+\frac{1}{2}} \pm 0\right)$, respectively. The averages and jumps of $v$ on vertical and horizontal cell interfaces are defined as $\{v\}\left(x_{i+\frac{1}{2}}, y\right)=\frac{1}{2}\left(v\left(x_{i+\frac{1}{2}}^{-}, y\right)+v\left(x_{i+\frac{1}{2}}^{+}, y\right)\right)$, $[v]\left(x_{i+\frac{1}{2}}, y\right)=v\left(x_{i+\frac{1}{2}}^{+}, y\right)-v\left(x_{i+\frac{1}{2}}^{-}, y\right)$ and $\{v\}\left(x, y_{j+\frac{1}{2}}\right)=\frac{1}{2}\left(v\left(x, y_{j+\frac{1}{2}}^{-}\right)+v\left(x, y_{j+\frac{1}{2}}^{+}\right)\right)$, $[v]\left(x, y_{j+\frac{1}{2}}\right)=v\left(x, y_{j+\frac{1}{2}}^{+}\right)-v\left(x, y_{j+\frac{1}{2}}^{-}\right)$, respectively. For simplicity, these notations will be abbreviated as $v^{ \pm},\{v\}$ and $[v]$ when the cell interface is clear from the context.

We denote the $L^{2}$ inner product on cell $I_{j}$ in one space dimension as

$$
(u, v)_{I_{j}}=\int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} u(x) v(x) d x
$$

and on $K_{i, j}$ in two space dimensions as

$$
(u, v)_{K_{i, j}}=\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} u(x, y) v(x, y) d x d y
$$

for $u, v \in L^{2}(\Omega)$.

We use the Gauss-Lobatto quadrature of $2 N_{q}-1$ points to evaluate integrals in one dimensional cells, where $N_{q}$ is taken such that the third order accuracy is attained in the scheme, e.g. $N_{q}=3$. We denote the quadrature points on $I_{j}$ as $\left\{\hat{x}_{\gamma}, \gamma=1, \ldots, 2 N_{q}-1\right\}$, and let $\left\{\hat{\omega}_{\gamma}, \gamma=1, \ldots, 2 N_{q}-1\right\}$ be the corresponding quadrature weights satisfying $\sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma}=1$. In particular, $\hat{x}_{1}=x_{j-\frac{1}{2}}, \hat{x}_{N_{q}}=x_{j}$ and $\hat{x}_{2 N_{q}-1}=x_{j+\frac{1}{2}}$. We denote $\hat{u}^{\gamma}=u\left(\hat{x}_{\gamma}\right)$, for $\gamma=1, \ldots, 2 N_{q}-1$. The quadrature rule adopted in two dimensional cells follows from tensor product and we denote $\hat{u}^{\beta, \gamma}=u\left(\hat{x}_{\beta}, \hat{y}_{\gamma}\right)$, for $\beta, \gamma=1, \ldots, 2 N_{q}-1$, on the cell $K_{i, j}$.

### 2.2.2 Scalar conservation laws in one dimension

Consider the scalar conservation law (2.1). Direct computation gives the expressions of $u_{t}, u_{t t}$ and $u_{t t t}$ as follows:

$$
\begin{gather*}
u_{t}=-f(u)_{x}  \tag{2.5}\\
u_{t t}=\left(\left(f^{\prime}\right)^{2} u_{x}\right)_{x}  \tag{2.6}\\
u_{t t t}=-\left(3 f^{\prime \prime}\left(f^{\prime}\right)^{2} u_{x}^{2}+\left(f^{\prime}\right)^{3} u_{x x}\right)_{x} \tag{2.7}
\end{gather*}
$$

Based on the expansions (2.5), (2.6) and (2.7), the third order maximum-principlesatisfying LWDG scheme of (2.1) at time level $t^{n}$ is to find $u^{n+1} \in V$, s.t. $\forall \xi \in V$, the equation

$$
\begin{align*}
\left(u^{n+1}, \xi\right)_{I_{j}}= & (u, \xi)_{I_{j}}+\Delta t\left(f(u), \xi_{x}\right)_{I_{j}}-\frac{\Delta t^{2}}{2}\left(\left(f^{\prime}\right)^{2} u_{x}, \xi_{x}\right)_{I_{j}} \\
& +\frac{\Delta t^{3}}{6}\left(3 f^{\prime \prime}\left(f^{\prime}\right)^{2} u_{x}^{2}+\left(f^{\prime}\right)^{3} u_{x x}, \xi_{x}\right)_{I_{j}}-\Delta t \hat{F}_{j+\frac{1}{2}} \xi_{j+\frac{1}{2}}^{-}+\Delta t \hat{F}_{j-\frac{1}{2}} \xi_{j-\frac{1}{2}}^{+} \tag{2.8}
\end{align*}
$$

holds for $j=1,2, \ldots, N$, where the superscript $n$ denoting time level $t^{n}$ on the right hand side is omitted.

In the scheme (2.8), $\hat{F}_{j+\frac{1}{2}}$ is the numerical flux at $x_{j+\frac{1}{2}}$ defined as

$$
\begin{equation*}
\hat{F}_{j+\frac{1}{2}}=\hat{f}_{j+\frac{1}{2}}^{\mathrm{LF}}-\frac{\Delta t}{2}\left\{f^{\prime 2}\right\}_{j+\frac{1}{2}} \widehat{u_{x}}{ }_{j+\frac{1}{2}}^{\mathrm{DDG}}+\frac{\Delta t^{2}}{6}\left\{3 f^{\prime 2} f^{\prime \prime} u_{x}^{2}+f^{\prime 3} u_{x x}\right\}_{j+\frac{1}{2}}, \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{f}_{j+\frac{1}{2}}^{\mathrm{LF}}=\{f\}_{j+\frac{1}{2}}-\frac{\alpha}{2}[u]_{j+\frac{1}{2}}, \quad \alpha=\max _{u}\left|f^{\prime}(u)\right| \tag{2.10}
\end{equation*}
$$

is the Lax-Friedriches flux as used in [93], and

$$
\begin{equation*}
\widehat{u_{x_{j+\frac{1}{2}}}^{\mathrm{DDG}}}=\beta_{0} \frac{[u]_{j+\frac{1}{2}}}{\Delta x}+\left\{u_{x}\right\}_{j+\frac{1}{2}}+\beta_{1} \Delta x\left[u_{x x}\right]_{j+\frac{1}{2}} \tag{2.11}
\end{equation*}
$$

is the bound-preserving direct discontinuous Galerkin (DDG) flux [47, 11], with $\beta_{0}, \beta_{1}$ satisfying

$$
\begin{equation*}
\frac{1}{8}<\beta_{1}<\frac{1}{4}, \quad \beta_{0}>\frac{3}{2}-4 \beta_{1} \tag{2.12}
\end{equation*}
$$

The following lemmas are useful in the proofs of maximum-principle-satisfying and positivity-preserving in this section and the next section.

Lemma 2.2.1. For $u \in V$, the $D D G$ flux $\widehat{u_{x+\frac{1}{2}}^{D D G}}$ defined in (2.11) can be expanded on uniform meshes as

$$
\begin{align*}
&{\widehat{u_{x}}{ }_{j+\frac{1}{2}}^{D D G}=} \frac{1}{\Delta x}\left(\left(\frac{1}{2}-4 \beta_{1}\right) u_{j-\frac{1}{2}}^{+}+\left(-2+8 \beta_{1}\right) u_{j}+\left(-\beta_{0}+\frac{3}{2}-4 \beta_{1}\right) u_{j+\frac{1}{2}}^{-}\right.  \tag{2.13}\\
&\left.+\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) u_{j+\frac{1}{2}}^{+}+\left(2-8 \beta_{1}\right) u_{j+1}+\left(-\frac{1}{2}+4 \beta_{1}\right) u_{j+\frac{3}{2}}^{-}\right)
\end{align*}
$$

Proof. Since the mesh is uniform and $u$ is piecewise quadratic, it follows from direct calculations.

Lemma 2.2.2. If $u \in V$ and $m \leq u \leq M$, then

$$
\begin{equation*}
\left|\frac{d u}{d x}\right| \leq \frac{5(M-m)}{\Delta x_{j}}, \quad \forall x \in I_{j} . \tag{2.14}
\end{equation*}
$$

Proof. We first consider $v \in P^{2}([-1,1])$ with $-\frac{R}{2} \leq v \leq \frac{R}{2}$. The Lagrange interpolation gives

$$
\begin{equation*}
v(r)=v(-1) L_{-1}(r)+v(0) L_{0}(r)+v(1) L_{1}(r), \quad r \in[-1,1], \tag{2.15}
\end{equation*}
$$

where $L_{-1}(r)=\frac{1}{2} r(r-1), L_{0}(r)=-(r+1)(r-1), L_{1}(r)=\frac{1}{2} r(r+1)$.

Therefore, $\left|v^{\prime}(r)\right| \leq|v(-1)| \cdot\left|L_{-1}^{\prime}(r)\right|+|v(0)| \cdot\left|L_{0}^{\prime}(r)\right|+|v(1)| \cdot\left|L_{1}^{\prime}(r)\right| \leq \frac{R}{2} \times \frac{3}{2}+$ $\frac{R}{2} \times 2+\frac{R}{2} \times \frac{3}{2}=\frac{5 R}{2}, \forall r \in[-1,1]$. Then (2.14) follows from changing of variables and the chain rule.

We now state our main result for the LWDG scheme (2.8).

Theorem 2.2.3. Given $m \leq u^{n} \leq M$, the cell averages $\bar{u}_{j}^{n+1}, j=1, \ldots, N$ of the solution of scheme (2.8) are bounded between $m$ and $M$ under the CFL condition (2.16).

$$
\begin{equation*}
\lambda \leq \min \left\{q_{1}, q_{2}, \ldots, q_{6}\right\} \tag{2.16}
\end{equation*}
$$

where $\lambda=\frac{\Delta t}{\Delta x}, q_{1}=\frac{\hat{\omega}_{1}}{2 M_{1}}, q_{2}=\frac{4 \beta_{1}-\frac{1}{2}}{5(M-m) M_{2}+\frac{4}{3} M_{1}}, q_{3}=\frac{2-8 \beta_{1}}{20(M-m) M_{2}+\frac{8}{3} M_{1}}, q_{4}=\frac{\beta_{0}-\frac{3}{2}+4 \beta_{1}}{15(M-m) M_{2}+\frac{4}{3} M_{1}}$,
$q_{5}=\frac{\hat{\omega}_{1}^{1 / 2}}{M_{1}\left(\beta_{0}-1+4 \beta_{1}\right)^{1 / 2}}, q_{6}=\frac{\hat{\omega}_{N_{q}}^{1 / 2}}{M_{1}\left(6-24 \beta_{1}\right)^{1 / 2}}$, and $M_{1}=\max _{m \leq u \leq M}\left|f^{\prime}(u)\right|, M_{2}=\max _{m \leq u \leq M}\left|f^{\prime \prime}(u)\right|$.

Proof. Take the test function $\xi=1$ on $I_{j}$ and zero anywhere else in the scheme (2.8) and denote $\lambda=\frac{\Delta t}{\Delta x}$, we obtain the equation satisfied by cell average of $u^{n+1}$ on cell $I_{j}$,

$$
\begin{equation*}
\bar{u}_{j}^{n+1}=\bar{u}_{j}^{n}-\lambda \hat{F}_{j+\frac{1}{2}}+\lambda \hat{F}_{j-\frac{1}{2}}=\mathrm{I}+\mathrm{II}, \tag{2.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{I}=\frac{1}{2}\left(\bar{u}_{j}^{n}-2 \lambda \hat{f}_{j+\frac{1}{2}}^{\mathrm{LF}}+2 \lambda \hat{f}_{j-\frac{1}{2}}^{\mathrm{LF}}\right), \tag{2.18}
\end{equation*}
$$

and

$$
\begin{aligned}
& \mathrm{II}=\frac{1}{2} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma} \hat{u}^{\gamma} \\
& -\lambda\left(-\frac{\Delta t}{4}\left(f^{\prime 2-}{ }_{j+\frac{1}{2}}+f^{\prime 2+}{ }_{j+\frac{1}{2}}\right) \widehat{u_{x+\frac{1}{2}}}{ }^{\mathrm{DDG}}+\frac{\Delta t^{2}}{12} \times\right. \\
& \left.\left(3 f^{\prime 2}{ }_{j+\frac{1}{2}}^{-} f^{\prime \prime-}{ }_{j+\frac{1}{2}} u_{x j+\frac{1}{2}}^{2-}+3 f^{\prime 2+}{ }_{j+\frac{1}{2}}^{\prime \prime} f_{j+\frac{1}{2}}^{+} u_{x j+\frac{1}{2}}^{2+}+f^{\prime 3-}{ }_{j+\frac{1}{2}} u_{x x_{j+\frac{1}{2}}}^{-}+f^{\prime 3+}{ }_{j+\frac{1}{2}}^{+} u_{x x}{ }_{j+\frac{1}{2}}\right)\right) \\
& +\lambda\left(-\frac{\Delta t}{4}\left(f^{\prime 2-}{ }_{j-\frac{1}{2}}+f^{\prime 2+}{ }_{j-\frac{1}{2}}\right) \widehat{u}_{x_{j-\frac{1}{2}}}^{\mathrm{DDG}}+\frac{\Delta t^{2}}{12} \times\right. \\
& \left(3 f^{\prime 2-}{ }_{j-\frac{1}{2}} f^{\prime \prime-}{ }_{j-\frac{1}{2}} u_{x j-\frac{1}{2}}^{2-}+3 f^{\prime 2+}{ }_{j-\frac{1}{2}} f^{\prime \prime+}{ }_{j-\frac{1}{2}} u_{x j-\frac{1}{2}}^{2+}+f^{\prime 3-}{ }_{j-\frac{1}{2}}^{-} u_{x x_{j-\frac{1}{2}}}^{-}+f^{\prime 3+}{ }_{j-\frac{1}{2}}^{+} u_{x x}{ }_{j-\frac{1}{2}}{ }^{-}\right)
\end{aligned}
$$

Note that the cell average $\bar{u}_{j}^{n}$ is split equally in I and II just for the ease of written, rather than to obtain an optimal CFL condition, which is the same case for all other proofs in this chapter.

Since I has exactly the same form as in [93], we have $\frac{1}{2} m \leq \mathrm{I} \leq \frac{1}{2} M$, under the condition $\lambda \leq q_{1}$ based on the conclusion therein. One can refer to [93] for more details.

As for II, it can be expanded as follows:

$$
\begin{align*}
\mathrm{II}= & \frac{1}{2} \sum_{\gamma=2}^{N_{q}-1} \hat{\omega}_{\gamma} \hat{u}^{\gamma}+\frac{1}{2} \sum_{\gamma=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\gamma} \hat{u}^{\gamma}+z_{1} u_{j-\frac{3}{2}}^{+}+z_{2} u_{j-1}+z_{3} u_{j-\frac{1}{2}}^{-}+z_{4} u_{j-\frac{1}{2}}^{+}  \tag{2.19}\\
& +z_{5} u_{j}+z_{6} u_{j+\frac{1}{2}}^{-}+z_{7} u_{j+\frac{1}{2}}^{+}+z_{8} u_{j+1}+z_{9} u_{j+\frac{3}{2}}^{-}
\end{align*}
$$

where

$$
\begin{aligned}
& z_{1}=\frac{\lambda^{2}}{4} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(\left(4 \beta_{1}-\frac{1}{2}\right)+\Delta t f_{j-\frac{1}{2}}^{\prime \prime-} u_{x_{j-\frac{1}{2}}^{-}}^{-}+\frac{4 \lambda}{3} f_{j-\frac{1}{2}}^{\prime-}\right)+\frac{\lambda^{2}}{4} f^{\prime 2+}{ }_{j-\frac{1}{2}}\left(4 \beta_{1}-\frac{1}{2}\right), \\
& z_{2}=\frac{\lambda^{2}}{4} f^{\prime 2-}\left(\left(2-8 \beta_{1-\frac{1}{2}}\right)-4 \Delta t f_{j-\frac{1}{2}}^{\prime \prime} u_{x_{j-\frac{1}{2}}}^{-}-\frac{8 \lambda}{3} f_{j-\frac{1}{2}}^{\prime-}\right)+\frac{\lambda^{2}}{4} f^{\prime 2+}{ }_{j-\frac{1}{2}}\left(2-8 \beta_{1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& z_{3}=\frac{\lambda^{2}}{4} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+3 \Delta t f^{\prime \prime \prime}-{ }_{j-\frac{1}{2}}^{-} u_{x_{j-\frac{1}{2}}}^{-}+\frac{4 \lambda}{3} f_{j-\frac{1}{2}}^{\prime-}\right) \\
& +\frac{\lambda^{2}}{4} f^{\prime 2+}{ }_{j-\frac{1}{2}}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \\
& z_{4}=\frac{1}{2} \hat{\omega}_{1}-\frac{\lambda^{2}}{4} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \\
& -\frac{\lambda^{2}}{4} f^{\prime 2+}{ }_{j-\frac{1}{2}}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+3 \Delta t f_{j-\frac{1}{2}}^{\prime \prime+} u_{x-\frac{1}{2}}^{+}-\frac{4 \lambda}{3} f_{j-\frac{1}{2}}^{\prime+}\right) \\
& -\frac{\lambda^{2}}{4} f^{\prime 2-}\left(\left(4 \beta_{1}-\frac{1}{2}\right)+\Delta t f_{j+\frac{1}{2}}^{\prime \prime-} u_{x_{j+\frac{1}{2}}}^{-}+\frac{4 \lambda}{3} f_{j+\frac{1}{2}}^{\prime-}\right)-\frac{\lambda^{2}}{4} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(4 \beta_{1}-\frac{1}{2}\right) \\
& z_{5}=\frac{1}{2} \hat{\omega}_{N_{q}}-\frac{\lambda^{2}}{4} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(2-8 \beta_{1}\right)-\frac{\lambda^{2}}{4} f^{\prime 2+}{ }_{j-\frac{1}{2}}\left(\left(2-8 \beta_{1}\right)-4 \Delta t f_{j-\frac{1}{2}}^{\prime \prime+} u_{x-\frac{1}{2}}^{+}+\frac{8 \lambda}{3} f_{j-\frac{1}{2}}^{\prime+}\right) \\
& -\frac{\lambda^{2}}{4} f^{\prime 2-}{ }_{j+\frac{1}{2}}\left(\left(2-8 \beta_{1}\right)-4 \Delta t f_{j+\frac{1}{2}}^{\prime \prime-} u_{x_{j+\frac{1}{2}}}^{-}-\frac{8 \lambda}{3} f_{j+\frac{1}{2}}^{\prime-}\right)-\frac{\lambda^{2}}{4} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(2-8 \beta_{1}\right) \\
& z_{6}=\frac{1}{2} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda^{2}}{4} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(4 \beta_{1}-\frac{1}{2}\right) \\
& -\frac{\lambda^{2}}{4} f^{\prime 2}{ }_{j-\frac{1}{2}}\left(\left(4 \beta_{1}-\frac{1}{2}\right)+\Delta t f_{j-\frac{1}{2}}^{\prime \prime+} u_{x-\frac{1}{2}}^{+}-\frac{4 \lambda}{3} f_{j-\frac{1}{2}}^{+}\right) \\
& -\frac{\lambda^{2}}{4} f^{\prime 2-}{ }_{j+\frac{1}{2}}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+3 \Delta t f^{\prime \prime}-\frac{1}{j+\frac{1}{2}} u_{x+\frac{1}{2}}^{-}+\frac{4 \lambda}{3} f_{j+\frac{1}{2}}^{\prime-}\right) \\
& -\frac{\lambda^{2}}{4} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \\
& z_{7}=\frac{\lambda^{2}}{4} f^{\prime 2-}{ }_{j+\frac{1}{2}}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+\frac{\lambda^{2}}{4} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+3 \Delta t f_{j+\frac{1}{2}}^{\prime \prime} u_{x_{j+\frac{1}{2}}}^{+}-\frac{4 \lambda}{3} f_{j+\frac{1}{2}}^{\prime+}\right) \\
& z_{8}=\frac{\lambda^{2}}{4} f^{\prime 2}{ }_{j+\frac{1}{2}}^{-}\left(2-8 \beta_{1}\right)+\frac{\lambda^{2}}{4} f^{\prime 2}{ }_{j+\frac{1}{2}}^{+}\left(\left(2-8 \beta_{1}\right)-4 \Delta t f^{\prime \prime+}{ }_{j+\frac{1}{2}} u_{x_{j+\frac{1}{2}}}^{+}+\frac{8 \lambda}{3} f_{j+\frac{1}{2}}^{\prime+}\right) \\
& z_{9}=\frac{\lambda^{2}}{4} f^{\prime 2-}{ }_{j+\frac{1}{2}}^{-}\left(4 \beta_{1}-\frac{1}{2}\right)+\frac{\lambda^{2}}{4} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(\left(4 \beta_{1}-\frac{1}{2}\right)+\Delta t f_{j+\frac{1}{2}}^{\prime \prime+} u_{x+\frac{1}{2}}^{+}-\frac{4 \lambda}{3} f_{j+\frac{1}{2}}^{\prime+}\right)
\end{aligned}
$$

It is not difficult to verify that

$$
\frac{1}{2} \sum_{\gamma=2}^{N_{q}-1} \hat{\omega}_{\gamma}+\frac{1}{2} \sum_{\gamma=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\gamma}+z_{1}+z_{2}+\cdots+z_{9}=\frac{1}{2}
$$

Moreover, we claim that $z_{1}, z_{2}, \ldots, z_{9} \geq 0$ under the CFL conditions (2.16). In fact,
the following estimates can be made under the CFL conditions,

$$
\begin{aligned}
& z_{1} \geq \frac{\lambda^{2}}{4} f_{j-\frac{1}{2}}^{\prime 2-}\left(\left(4 \beta_{1}-\frac{1}{2}\right)-5 \lambda(M-m) M_{2}-\frac{4 \lambda}{3} M_{1}\right)+\frac{\lambda^{2}}{4} f_{j-\frac{1}{2}}^{\prime 2+}\left(4 \beta_{1}-\frac{1}{2}\right) \geq 0, \\
& z_{2} \geq \frac{\lambda^{2}}{4} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(\left(2-8 \beta_{1}\right)-20 \lambda(M-m) M_{2}-\frac{8 \lambda}{3} M_{1}\right)+\frac{\lambda^{2}}{4} f^{\prime 2+}{ }_{j-\frac{1}{2}}\left(2-8 \beta_{1}\right) \geq 0, \\
& z_{3} \geq \frac{\lambda^{2}}{4} f^{\prime 2}{ }_{j-\frac{1}{2}}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)-15 \lambda(M-m) M_{2}-\frac{4 \lambda}{3} M_{1}\right) \\
& +\frac{\lambda^{2}}{4} f^{\prime 2+}{ }_{j-\frac{1}{2}}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \geq 0, \\
& z_{4} \geq \frac{1}{2} \hat{\omega}_{1}-\frac{\lambda^{2}}{4} M_{1}^{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \\
& -\frac{\lambda^{2}}{4} M_{1}^{2}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+15 \lambda(M-m) M_{2}+\frac{4 \lambda}{3} M_{1}\right) \\
& -\frac{\lambda^{2}}{4} M_{1}^{2}\left(\left(4 \beta_{1}-\frac{1}{2}\right)+5 \lambda(M-m) M_{2}+\frac{4 \lambda}{3} M_{1}\right)-\frac{\lambda^{2}}{4} M_{1}^{2}\left(4 \beta_{1}-\frac{1}{2}\right) \geq 0, \\
& z_{5} \geq \frac{1}{2} \hat{\omega}_{N}-\frac{\lambda^{2}}{4} M_{1}^{2}\left(2-8 \beta_{1}\right)-\frac{\lambda^{2}}{4} M_{1}^{2}\left(\left(2-8 \beta_{1}\right)+20 \lambda(M-m) M_{2}+\frac{8 \lambda}{3} M_{1}\right) \\
& -\frac{\lambda^{2}}{4} M_{1}^{2}\left(\left(2-8 \beta_{1}\right)+20 \lambda(M-m) M_{2}+\frac{8 \lambda}{3} M_{1}\right)-\frac{\lambda^{2}}{4} M_{1}^{2}\left(2-8 \beta_{1}\right) \geq 0, \\
& z_{6} \geq \frac{1}{2} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda^{2}}{4} M_{1}^{2}\left(4 \beta_{1}-\frac{1}{2}\right)-\frac{\lambda^{2}}{4} M_{1}^{2}\left(\left(4 \beta_{1}-\frac{1}{2}\right)+5 \lambda(M-m) M_{2}+\frac{4 \lambda}{3} M_{1}\right) \\
& -\frac{\lambda^{2}}{4} M_{1}^{2}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+15 \lambda(M-m) M_{2}+\frac{4 \lambda}{3} M_{1}\right)-\frac{\lambda^{2}}{4} M_{1}^{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \\
& \geq 0, \\
& z_{7} \geq \frac{\lambda^{2}}{4} f^{\prime 2-}{ }_{j+\frac{1}{2}}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \\
& +\frac{\lambda^{2}}{4} f^{\prime 2}{ }_{j+\frac{1}{2}}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)-15 \lambda(M-m) M_{2}-\frac{4 \lambda}{3} M_{1}\right) \geq 0, \\
& z_{8} \geq \frac{\lambda^{2}}{4} f^{\prime 2-}{ }_{j+\frac{1}{2}}\left(2-8 \beta_{1}\right)+\frac{\lambda^{2}}{4} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(\left(2-8 \beta_{1}\right)-20 \lambda(M-m) M_{2}-\frac{8 \lambda}{3} M_{1}\right) \geq 0, \\
& z_{9} \geq \frac{\lambda^{2}}{4} f^{\prime 2-}{ }_{j+\frac{1}{2}}\left(4 \beta_{1}-\frac{1}{2}\right)+\frac{\lambda^{2}}{4} f^{\prime 2}{ }_{j+\frac{1}{2}}\left(\left(4 \beta_{1}-\frac{1}{2}\right)-5 \lambda(M-m) M_{2}-\frac{4 \lambda}{3} M_{1}\right) \geq 0 .
\end{aligned}
$$

Therefore, II is one half of a convex combination of values of $u^{n}$ at different quadrature points, which implies $\frac{1}{2} m \leq \mathrm{II} \leq \frac{1}{2} M$ since we assume $m \leq u^{n} \leq M$.

Since $\bar{u}_{j}^{n+1}=\mathrm{I}+\mathrm{II}$, we finish the proof by summing up the inequalities of I and

II .

Remark 2.2.1. The CFL condition in Theorem 2.2.3 is not sharp, because we split the cell average $\bar{u}_{j}^{n}$ equally into I and II for the convenience of the proof. The same case applies to all later theorems. In order to get a sharp CFL condition, one has to analyze/estimate $\bar{u}^{n+1}$ or $\overline{\mathbf{u}}^{n+1}$ as a whole, which makes the proof extremely tedious. But even if we did so, the task of finding optimal $\beta_{0}$ and $\beta_{1}$ to obtain an exact upper bound of the CFL number would still be very difficult if not impossible, since the CFL condition also depends on the lower and upper bounds of the solution, the maximum norms of the first and second derivatives of the flux function, and the quadrature rule, etc.

However, we can get an intuition about the CFL constraints in the $L W D G$ by analyzing the equation $u_{t}+u_{x}=0$. In this case, the Lax-Friedrichs flux becomes the upwind flux, and the upper bound on the time step constraints can be computed exactly. Calculation shows that, using the 5-point Gauss-Lobatto quadrature, the $C F L$ number of the $L W D G$ is $\frac{\Delta t}{\Delta x}=0.049917$, with the optimal parameters $\beta_{0}=$ $0.999978, \beta_{1}=0.133326$. In comparison, under the same quadrature rule, the CFL numbers of the maximum-principle-satisfying $D G$ schemes [93] are $\frac{\Delta t}{\Delta x}=0.05$ and $\frac{\Delta t}{\Delta x}=0.016666$, for the SSP-RK3 method (three stages) and SSP3 multi-step method (single-stage), respectively.

### 2.2.3 Scalar conservation laws in two dimensions

Consider the scalar conservation law in two space dimensions

$$
\begin{equation*}
u_{t}+f(u)_{x}+g(u)_{y}=0 . \tag{2.20}
\end{equation*}
$$

Direct computation gives the expressions of $u_{t}, u_{t t}, u_{t t t}$ as follows:

$$
\begin{gather*}
u_{t}=-f(u)_{x}-g(u)_{y}  \tag{2.21}\\
u_{t t}=\left(f^{\prime 2} u_{x}\right)_{x}+\left(f^{\prime} g^{\prime} u_{y}\right)_{x}+\left(f^{\prime} g^{\prime} u_{x}\right)_{y}+\left(g^{\prime 2} u_{y}\right)_{y}  \tag{2.22}\\
u_{t t t}=-\left(3 f^{\prime 2} f^{\prime \prime} u_{x}^{2}+6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}^{2}+3 g^{\prime 2} f^{\prime \prime} u_{y}^{2}+f^{\prime 3} u_{x x}+3 f^{\prime} g^{\prime 2} u_{y y}\right)_{x}  \tag{2.23}\\
-\left(6 f^{\prime} g^{\prime} f^{\prime \prime} u_{x}^{2}+3 f^{\prime 2} g^{\prime \prime} u_{x}^{2}+3 g^{\prime 2} g^{\prime \prime} u_{y}^{2}+3 f^{\prime 2} g^{\prime} u_{x x}+g^{\prime 3} u_{y y}\right)_{y}
\end{gather*}
$$

Note that there are different ways to expand $u_{t t t}$, among which we choose the one that avoids the appearance of mixed derivatives in the numerical scheme.

Based on the expansions (2.21), (2.22) and (2.23), the third order maximum-principle-preserving LWDG scheme of (2.20) at time level $t^{n}$ is to find $u^{n+1} \in W$, s.t. $\forall \xi \in W$, the equation

$$
\begin{align*}
\left(u^{n+1}, \xi\right)_{K_{i, j}}= & (u, \xi)_{K_{i, j}}+\Delta t\left(f(u), \xi_{x}\right)_{K_{i, j}}+\Delta t\left(g(u), \xi_{y}\right)_{K_{i, j}} \\
& -\frac{\Delta t^{2}}{2}\left(f^{\prime 2} u_{x}+f^{\prime} g^{\prime} u_{y}, \xi_{x}\right)_{K_{i, j}}-\frac{\Delta t^{2}}{2}\left(f^{\prime} g^{\prime} u_{x}+g^{\prime 2} u_{y}, \xi_{y}\right)_{K_{i, j}} \\
& +\frac{\Delta t^{3}}{6}\left(3 f^{\prime 2} f^{\prime \prime} u_{x}^{2}+6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}^{2}+3 g^{\prime 2} f^{\prime \prime} u_{y}^{2}+f^{\prime 3} u_{x x}+3 f^{\prime} g^{\prime 2} u_{y y}, \xi_{x}\right)_{K_{i, j}} \\
& +\frac{\Delta t^{3}}{6}\left(6 f^{\prime} g^{\prime} f^{\prime \prime} u_{x}^{2}+3 f^{\prime 2} g^{\prime \prime} u_{x}^{2}+3 g^{\prime 2} g^{\prime \prime} u_{y}^{2}+3 f^{\prime 2} g^{\prime} u_{x x}+g^{\prime 3} u_{y y}, \xi_{y}\right)_{K_{i, j}} \\
& -\Delta t \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \hat{F}_{i+\frac{1}{2}, j} \xi\left(x_{i+\frac{1}{2}}^{-}, y\right) d y+\Delta t \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \hat{F}_{i-\frac{1}{2}, j} \xi\left(x_{i-\frac{1}{2}}^{+}, y\right) d y \\
& -\Delta t \int_{x_{i-\frac{1}{2}}^{2}}^{x_{i+\frac{1}{2}}} \hat{G}_{i, j+\frac{1}{2}} \xi\left(x, y_{j+\frac{1}{2}}^{-}\right) d x+\Delta t \int_{x_{i-\frac{1}{2}}^{2}}^{x_{i+\frac{1}{2}}} \hat{G}_{i, j-\frac{1}{2}} \xi\left(x, y_{j-\frac{1}{2}}^{+}\right) d x \tag{2.24}
\end{align*}
$$

holds for $i=1, \ldots, N_{x}, j=1, \ldots, N_{y}$. In the scheme, $\hat{F}_{i+\frac{1}{2}, j}$ and $\hat{G}_{i, j+\frac{1}{2}}$ are numerical
fluxes defined as

$$
\hat{F}_{i+\frac{1}{2}, j}=\hat{F}_{i+\frac{1}{2}, j}^{0}+\hat{F}_{i+\frac{1}{2}, j}^{1}, \quad \hat{G}_{i, j+\frac{1}{2}}=\hat{G}_{i, j+\frac{1}{2}}^{0}+\hat{G}_{i, j+\frac{1}{2}}^{1},
$$

where

$$
\begin{align*}
\hat{F}_{i+\frac{1}{2}, j}^{0}=\hat{f}_{i+\frac{1}{2}, j}^{\mathrm{LF}}- & \frac{\Delta t}{2}\left\{f^{\prime 2}\right\}_{i+\frac{1}{2}, j} \widehat{\widehat{x}_{i+\frac{1}{2}, j}^{\mathrm{DDG}}}+\frac{\Delta t^{2}}{6}\left\{3 f^{\prime 2} f^{\prime \prime} u_{x}^{2}+f^{\prime 3} u_{x x}\right\}_{i+\frac{1}{2}, j},  \tag{2.25}\\
\hat{F}_{i+\frac{1}{2}, j}^{1}= & -\frac{1}{2} \alpha_{x}^{1}[u]_{i+\frac{1}{2}, j}-\frac{\Delta t}{2}\left\{f^{\prime} g^{\prime} u_{y}\right\}_{i+\frac{1}{2}, j} \\
& +\frac{\Delta t^{2}}{6}\left\{6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}^{2}+3 g^{\prime 2} f^{\prime \prime} u_{y}^{2}+3 f^{\prime} g^{\prime 2} u_{y y}\right\}_{i+\frac{1}{2}, j},  \tag{2.26}\\
\hat{G}_{i, j+\frac{1}{2}}^{0}=\hat{g}_{i, j+\frac{1}{2}}^{\mathrm{LF}}- & \frac{\Delta t}{2}\left\{g^{\prime 2}\right\}_{i, j+\frac{1}{2}} \widehat{u_{y_{i, j+\frac{1}{2}}}^{\mathrm{DDG}}+\frac{\Delta t^{2}}{6}\left\{3 g^{\prime 2} g^{\prime \prime} u_{y}^{2}+g^{\prime 3} u_{y y}\right\}_{i, j+\frac{1}{2}},}  \tag{2.27}\\
\hat{G}_{i, j+\frac{1}{2}}^{1}= & -\frac{1}{2} \alpha_{y}^{1}[u]_{i, j+\frac{1}{2}}-\frac{\Delta t}{2}\left\{f^{\prime} g^{\prime} u_{x}\right\}_{i, j+\frac{1}{2}} \\
& +\frac{\Delta t^{2}}{6}\left\{6 f^{\prime} g^{\prime} f^{\prime \prime} u_{x}^{2}+3 f^{\prime 2} g^{\prime \prime} u_{x}^{2}+3 f^{\prime 2} g^{\prime} u_{x x}\right\}_{i, j+\frac{1}{2}}, \tag{2.28}
\end{align*}
$$

in which the Lax-Friedrichs fluxes and DDG fluxes are defined the same way as before, and $\alpha_{x}^{1}, \alpha_{y}^{1}$ are positive viscosity constants that can be taken as $0.05 \max _{u}\left|f^{\prime}(u)\right|$ and $0.05 \max _{u}\left|g^{\prime}(u)\right|$ for instance. In fact, any constants strictly positive should be enough for positivity-preserving, which just makes difference on the CFL numbers and the dissipation effect.

We now state the main result for the LWDG scheme (2.24).
Theorem 2.2.4. Given $m \leq u^{n} \leq M$, the cell averages $\bar{u}_{i, j}^{n+1}, i=1, \ldots, N_{x}, j=$ $1, \ldots, N_{y}$ of the solution of scheme (2.24) are bounded between $m$ and $M$ under the CFL condition (2.29):

$$
\begin{equation*}
\lambda_{x} \leq \min \left\{Q_{1}, Q_{3}\right\}, \quad \lambda_{y} \leq \min \left\{Q_{2}, Q_{4}\right\} \tag{2.29}
\end{equation*}
$$

where $\lambda_{x}=\frac{\Delta t}{\Delta x}, \lambda_{y}=\frac{\Delta t}{\Delta y}$, and the definitions of $Q_{1}, Q_{2}, Q_{3}, Q_{4}$ are given in Appendix A.1.1.

The proof is very similar to that of the one dimensional case, except that the expansions are much more tedious, which results in much more complicated CFL conditions.

Proof. Take the test function $\xi=1$ on $K_{i, j}$ and zero anywhere else in the scheme (2.24) and denote by $\lambda_{x}=\frac{\Delta t}{\Delta x}, \lambda_{y}=\frac{\Delta t}{\Delta y}$, we obtain

$$
\bar{u}_{i, j}^{n+1}=\mathrm{I}+\mathrm{II}+\mathrm{III}+\mathrm{IV},
$$

where

$$
\begin{aligned}
& \mathrm{I}=\frac{1}{4} \bar{u}_{i, j}^{n}-\lambda_{x} \frac{1}{\Delta y} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \hat{F}_{i+\frac{1}{2}, j}^{0} d y+\lambda_{x} \frac{1}{\Delta y} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \hat{F}_{i-\frac{1}{2}, j}^{0} d y, \\
& \mathrm{II}=\frac{1}{4} \bar{u}_{i, j}^{n}-\lambda_{x} \frac{1}{\Delta y} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \hat{F}_{i+\frac{1}{2}, j}^{1} d y+\lambda_{x} \frac{1}{\Delta y} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \hat{F}_{i-\frac{1}{2}, j}^{1} d y, \\
& \mathrm{III}=\frac{1}{4} \bar{u}_{i, j}^{n}-\lambda_{y} \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \hat{G}_{i, j+\frac{1}{2}}^{0} d x+\lambda_{y} \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \hat{G}_{i, j-\frac{1}{2}}^{0} d x \\
& \mathrm{IV}=\frac{1}{4} \bar{u}_{i, j}^{n}-\lambda_{y} \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \hat{G}_{i, j+\frac{1}{2}}^{1} d x+\lambda_{y} \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \hat{G}_{i, j-\frac{1}{2}}^{1} d x
\end{aligned}
$$

It suffices to shown $\frac{1}{4} m \leq \mathrm{I}, \mathrm{II} \leq \frac{1}{4} M$ under the CFL condition (2.29), due to the symmetry in $x$ and $y$ directions.

It is clear that I can be decomposed in the form of convex combination

$$
\mathrm{I}=\frac{1}{4} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma} H_{\gamma}
$$

where

$$
H_{\gamma}=\sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \hat{u}^{\beta, \gamma}-4 \lambda_{x} \hat{F}_{i+\frac{1}{2}, j}^{0}\left(x_{i+\frac{1}{2}}, \hat{y}_{\gamma}\right)+4 \lambda_{x} \hat{F}_{i-\frac{1}{2}, j}^{0}\left(x_{i-\frac{1}{2}}, \hat{y}_{\gamma}\right),
$$

Notice that $H_{\gamma}$ has exactly the same structure as (2.17). Therefore, $\mathrm{I} \in\left[\frac{1}{4} m, \frac{1}{4} M\right]$, under the CFL condition (2.16) for one dimensional scalar case with $\lambda$ replaced by $4 \lambda_{x}$, i.e. $\lambda_{x} \leq Q_{1}$.

As for the term II, it can be expanded as follows,

$$
\begin{align*}
\mathrm{II}= & \frac{1}{4} \sum_{\alpha=2}^{2 N_{q}-2} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\alpha} \hat{\omega}_{\beta} \hat{u}^{\alpha, \beta}+\sum_{\beta=2}^{N_{q}-1} \frac{\lambda_{x}}{2} \hat{\omega}_{\beta} \alpha_{x}^{1} u\left(x_{i-\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+\sum_{\beta=N_{q}+1}^{2 N_{q}-2} \frac{\lambda_{x}}{2} \hat{\omega}_{\beta} \alpha_{x}^{1} u\left(x_{i-\frac{1}{2}}^{-}, \hat{y}_{\beta}\right) \\
& +\sum_{\beta=2}^{N_{q}-1} \frac{\lambda_{x}}{2} \hat{\omega}_{\beta} \alpha_{x}^{1} u\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)+\sum_{\beta=N_{q}+1}^{2 N_{q}-2} \frac{\lambda_{x}}{2} \hat{\omega}_{\beta} \alpha_{x}^{1} u\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right) \\
& +z_{1} u\left(x_{i-\frac{1}{2}}^{-}, y_{j-\frac{1}{2}}^{+}\right)+z_{2} u\left(x_{i-\frac{1}{2}}^{-}, y_{j}\right)+z_{3} u\left(x_{i-\frac{1}{2}}^{-}, y_{j+\frac{1}{2}}^{-}\right)+z_{4} u\left(x_{i-\frac{1}{2}}^{+}, y_{j-\frac{1}{2}}^{+}\right) \\
& +z_{5} u\left(x_{i-\frac{1}{2}}^{+}, y_{j}\right)+z_{6} u\left(x_{i-\frac{1}{2}}^{+}, y_{j+\frac{1}{2}}^{-}\right)+z_{7} u\left(x_{i+\frac{1}{2}}^{-}, y_{j-\frac{1}{2}}^{+}\right)+z_{8} u\left(x_{i+\frac{1}{2}}^{-}, y_{j}\right) \\
& +z_{9} u\left(x_{i+\frac{1}{2}}^{-}, y_{j+\frac{1}{2}}^{-}\right)+z_{10} u\left(x_{i+\frac{1}{2}}^{+}, y_{j-\frac{1}{2}}^{+}\right)+z_{11} u\left(x_{i+\frac{1}{2}}^{+}, y_{j}\right)+z_{12} u\left(x_{i+\frac{1}{2}}^{+}, y_{j+\frac{1}{2}}^{-}\right) \\
& +\sum_{\beta=2}^{N_{q}-1} \hat{\omega}_{\beta} z_{13, \beta} u\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+\sum_{\beta=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\beta} z_{13, \beta} u\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right) \\
& +\sum_{\beta=2}^{N_{q}-1} \hat{\omega}_{\beta} z_{14, \beta} u\left(x_{i-\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)+\sum_{\beta=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\beta} z_{14, \beta} u\left(x_{i-\frac{1}{2}}^{+}, \hat{y}_{\beta}\right), \tag{2.30}
\end{align*}
$$

where the expressions of $z_{1}, \ldots, z_{14, \beta}$ are given in Appendix A.1.2.

It can be verified that the following equality holds,

$$
\begin{aligned}
& \frac{1}{4} \sum_{\alpha=2}^{2 N_{q}-2} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\alpha} \hat{\omega}_{\beta}+\sum_{\beta=2}^{N_{q}-1} \frac{\lambda_{x}}{2} \hat{\omega}_{\beta} \alpha_{x}^{1}+\sum_{\beta=N_{q}+1}^{2 N_{q}-2} \frac{\lambda_{x}}{2} \hat{\omega}_{\beta} \alpha_{x}^{1}+\sum_{\beta=2}^{N_{q}-1} \frac{\lambda_{x}}{2} \hat{\omega}_{\beta} \alpha_{x}^{1}+\sum_{\beta=N_{q}+1}^{2 N_{q}-2} \frac{\lambda_{x}}{2} \hat{\omega}_{\beta} \alpha_{x}^{1} \\
& +z_{1}+z_{2}+z_{3}+z_{4}+z_{5}+z_{6}+z_{7}+z_{8}+z_{9}+z_{10}+z_{11}+z_{12} \\
& +\sum_{\beta=2}^{N_{q}-1} \hat{\omega}_{\beta} z_{13, \beta}+\sum_{\beta=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\beta} z_{13, \beta}+\sum_{\beta=2}^{N_{q}-1} \hat{\omega}_{\beta} z_{14, \beta}+\sum_{\beta=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\beta} z_{14, \beta}=\frac{1}{4},
\end{aligned}
$$

Moreover, all $z$ 's are nonnegative under the CFL condition (2.29). The detailed estimates can be found in Appendix A.1.2

To sum up, II can be written as one fourth of a convex combination of point values of $u^{n}$ under the CFL condition (2.29), which implies $\frac{1}{4} m \leq \mathrm{II} \leq \frac{1}{4} M$ since $m \leq u^{n} \leq M$. The similar arguments apply to III and IV

Since $\bar{u}_{i, j}^{n+1}=\mathrm{I}+\mathrm{II}+\mathrm{III}+\mathrm{IV}$, we finish the proof by summing up the inequalities of I, II, III and IV.

### 2.3 Positivity-preserving for the Euler equations

### 2.3.1 The Euler equations in one dimension

Consider the Euler equations (2.2). Direct computation gives the expressions of $\rho_{t}, \rho_{t t}$ and $\rho_{t t t}$ as follows:

$$
\begin{gather*}
\rho_{t}=-(\rho u)_{x},  \tag{2.31}\\
\rho_{t t}=\left(\left(\rho u^{2}\right)_{x}+\hat{\gamma}(\rho e)_{x}\right)_{x}, \tag{2.32}
\end{gather*}
$$

$$
\begin{align*}
\rho_{t t t}=- & \left(u_{x x}\left(\rho u^{2}\right)+2 u_{x}\left(\rho u^{2}\right)_{x}+u\left(\rho u^{2}\right)_{x x}\right.  \tag{2.33}\\
& \left.+\hat{\gamma} \gamma u_{x x}(\rho e)+\hat{\gamma}(3+\gamma) u_{x}(\rho e)_{x}+3 \hat{\gamma} u(\rho e)_{x x}\right)_{x}
\end{align*}
$$

where $\hat{\gamma}=\gamma-1$. Moreover,

$$
m_{t}=A_{x}^{1}, \quad m_{t t}=A_{x}^{2}, \quad m_{t t t}=A_{x}^{3},
$$

and

$$
E_{t}=B_{x}^{1}, \quad E_{t t}=B_{x}^{2}, \quad E_{t t t}=B_{x}^{3}
$$

where $A^{1}, A^{2}, A^{3}, B^{1}, B^{2}, B^{3}$ are shorthand notations introduced for convenience of later discussion. For the full expressions of $m_{t}, m_{t t}, m_{t t t}$, and $E_{t}, E_{t t}, E_{t t t}$, see Appendix A.2.1.

The positivity-preserving LWDG scheme of (2.2) for $\rho$ at time level $t^{n}$ is to find $\rho^{n+1} \in V$, s.t. $\forall \xi \in V$, the equation

$$
\begin{align*}
\left(\rho^{n+1}, \xi\right)_{I_{j}}= & (\rho, \xi)_{I_{j}}+\Delta t\left(\rho u, \xi_{x}\right)_{I_{j}}-\frac{\Delta t^{2}}{2}\left(\left(\rho u^{2}\right)_{x}+\hat{\gamma}(\rho e)_{x}, \xi_{x}\right)_{I_{j}} \\
& +\frac{\Delta t^{3}}{6}\left(u_{x x}\left(\rho u^{2}\right)+2 u_{x}\left(\rho u^{2}\right)_{x}+u\left(\rho u^{2}\right)_{x x}\right.  \tag{2.34}\\
& \left.+\hat{\gamma} \gamma u_{x x}(\rho e)+\hat{\gamma}(3+\gamma) u_{x}(\rho e)_{x}+3 \hat{\gamma} u(\rho e)_{x x}, \xi_{x}\right)_{I_{j}} \\
& -\Delta t \hat{F}_{j+\frac{1}{2}} \xi_{j+\frac{1}{2}}^{-}+\Delta t \hat{F}_{j-\frac{1}{2}} \xi_{j-\frac{1}{2}}^{+},
\end{align*}
$$

holds for $j=1,2, \ldots, N$. In the scheme, $\hat{F}_{j+\frac{1}{2}}$ is the numerical flux of $\rho$ at $x_{j+\frac{1}{2}}$ defined as

$$
\begin{align*}
\hat{F}_{j+\frac{1}{2}}= & \hat{f}_{j+\frac{1}{2}}^{\mathrm{LF}}-\frac{\Delta t}{2}\left({\left.\widehat{\mathcal{I}\left(\rho u^{2}\right)}\right)_{x j+\frac{1}{2}}^{\mathrm{DDG}}}_{\mathrm{D}}-\frac{\Delta t}{2} \hat{\gamma}\left(\widehat{\mathcal{I}(\rho e))}_{x j+\frac{1}{2}}^{\text {DDG }}\right.\right. \\
& +\frac{\Delta t^{2}}{6}\left\{u_{x x}\left(\rho u^{2}\right)+2 u_{x}\left(\mathcal{I}\left(\rho u^{2}\right)\right)_{x}+u\left(\mathcal{I}\left(\rho u^{2}\right)\right)_{x x}\right\}_{j+\frac{1}{2}}  \tag{2.35}\\
& +\frac{\Delta t^{2}}{6}\left\{\hat{\gamma} \gamma u_{x x}(\rho e)+\hat{\gamma}(3+\gamma) u_{x}(\mathcal{I}(\rho e))_{x}+3 \hat{\gamma} u(\mathcal{I}(\rho e))_{x x}\right\}_{j+\frac{1}{2}}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{f}_{j+\frac{1}{2}}^{\mathrm{LF}}=\{\rho u\}_{j+\frac{1}{2}}-\frac{1}{2} \alpha[\rho]_{j+\frac{1}{2}}, \quad \alpha=\|(|u|+c)\|_{\infty} \tag{2.36}
\end{equation*}
$$

is the Lax-Friedriches flux used in the positivity-preserving for the Euler equations in [94], $c=\sqrt{\frac{\gamma p}{\rho}}$ is the sound speed, $\left(\widehat{\mathcal{I}\left(\rho u^{2}\right)}\right)_{x+\frac{1}{2}}{ }^{\text {DDG }}$ and $\left(\widehat{\mathcal{I}(\rho e))_{x j+\frac{1}{2}}}{ }_{x}^{\text {DDG }}\right.$ are the DDG fluxes defined in (2.11), with $u$ replaced by $\mathcal{I}\left(\rho u^{2}\right)$ and $\mathcal{I}(\rho e)$, respectively, where $\mathcal{I}$ is the quadratic interpolation operator with interpolation points at $x_{j-\frac{1}{2}}^{+}, x_{j}$, and $x_{j+\frac{1}{2}}^{-}$on $I_{j}$, in order to get the similar expansions of the DDG flux as in (2.13).

The variables $m$ and $E$ are discretized by the standard discontinuous Galerkin method with the first order flux terms adopting the Lax-Friedriches flux and highorder flux terms adopting the average flux, i.e.

$$
\begin{align*}
\left(m^{n+1}, \xi\right)_{I_{j}}= & (m, \xi)_{I_{j}}-\Delta t\left(A^{1}, \xi_{x}\right)_{I_{j}} \\
& +\Delta t\left\{A^{1}\right\}_{j+\frac{1}{2}}+\Delta t \alpha[m]_{j+\frac{1}{2}} \\
& -\Delta t\left\{A^{1}\right\}_{j-\frac{1}{2}}-\Delta t \alpha[m]_{j-\frac{1}{2}}  \tag{2.37}\\
& -\frac{\Delta t^{2}}{2}\left(A^{2}, \xi_{x}\right)_{I_{j}}+\frac{\Delta t^{2}}{2}\left\{A^{2}\right\}_{j+\frac{1}{2}} \xi_{j+\frac{1}{2}}^{-}-\frac{\Delta t^{2}}{2}\left\{A^{2}\right\}_{j-\frac{1}{2}} \xi_{j-\frac{1}{2}}^{+} \\
& -\frac{\Delta t^{3}}{6}\left(A^{3}, \xi_{x}\right)_{I_{j}}+\frac{\Delta t^{3}}{6}\left\{A^{3}\right\}_{j+\frac{1}{2}} \xi_{j+\frac{1}{2}}^{-}-\frac{\Delta t^{3}}{6}\left\{A^{3}\right\}_{j-\frac{1}{2}} \xi_{j-\frac{1}{2}}^{+} \\
\left(E^{n+1}, \xi\right)_{I_{j}}= & (E, \xi)_{I_{j}}-\Delta t\left(B^{1}, \xi_{x}\right)_{I_{j}} \\
& +\Delta t\left\{B^{1}\right\}_{j+\frac{1}{2}}+\Delta t \alpha[E]_{j+\frac{1}{2}} \\
& -\Delta t\left\{B^{1}\right\}_{j-\frac{1}{2}}-\Delta t \alpha[E]_{j-\frac{1}{2}}  \tag{2.38}\\
& -\frac{\Delta t^{2}}{2}\left(B^{2}, \xi_{x}\right)_{I_{j}}+\frac{\Delta t^{2}}{2}\left\{B^{2}\right\}_{j+\frac{1}{2}} \xi_{j+\frac{1}{2}}^{-}-\frac{\Delta t^{2}}{2}\left\{B^{2}\right\}_{j-\frac{1}{2}} \xi_{j-\frac{1}{2}}^{+} \\
& -\frac{\Delta t^{3}}{6}\left(B^{3}, \xi_{x}\right)_{I_{j}}+\frac{\Delta t^{3}}{6}\left\{B^{3}\right\}_{j+\frac{1}{2}} \xi_{j+\frac{1}{2}}^{-}-\frac{\Delta t^{3}}{6}\left\{B^{3}\right\}_{j-\frac{1}{2}} \xi_{j-\frac{1}{2}}^{+}
\end{align*}
$$

We now state the result for the positivity-preserving of $\bar{\rho}_{j}^{n+1}$.
Theorem 2.3.1. Given $\mathbf{u}^{n} \in G$, the cell averages $\bar{\rho}_{j}^{n+1}, j=1, \ldots, N$ of the solution
of scheme (2.34) are nonnegative under the CFL condition (2.39):

$$
\begin{equation*}
\lambda \leq \min \left\{q_{1}, q_{2}, \ldots, q_{11}\right\} \tag{2.39}
\end{equation*}
$$

where $q_{1}=\frac{\hat{\omega}_{1}}{2\|(|u|+c)\|_{\infty}}, q_{2}=\frac{6\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)}{\Delta x^{2}\left\|u_{x x}\right\|_{\infty}+6 \Delta x \mid u_{x}\left\|_{\infty}+4\right\| u \|_{\infty}}, q_{3}=\frac{3\left(2-8 \beta_{1}\right)}{4\left(\Delta x\left\|u_{x}\right\| \infty+\|u\|_{\infty}\right)}, q_{4}=$ $\frac{3\left(4 \beta_{1}-\frac{1}{2}\right)}{\Delta x\left\|u_{x}\right\|_{\infty}+2\|u\|_{\infty}}, q_{5}=\frac{1}{2\|u\|_{\infty}}\left(\frac{\omega_{1}}{\beta_{0}-2+8 \beta_{1}}\right)^{\frac{1}{2}}, q_{6}=\frac{1}{2\|u\|_{\infty}}\left(\frac{\omega_{N_{q}}}{2\left(2-8 \beta_{1}\right)}\right)^{\frac{1}{2}}, q_{7}=\frac{6\left(4 \beta_{1}-\frac{1}{2}\right)}{(3+\gamma) \Delta x\left\|u_{x}\right\|_{\infty}+12\|u\|_{\infty}}$, $q_{8}=\frac{3\left(2-8 \beta_{1}\right)}{2(3+\gamma) \Delta x\left\|u_{x}\right\|_{\infty}+12\|u\|_{\infty}}, q_{9}=\frac{6\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)}{\gamma \Delta x^{2}\left\|u_{x x}\right\|_{\infty}+3(3+\gamma) \Delta x\left\|u_{x}\right\|_{\infty}+12\|u\|_{\infty}}, q_{10}=\left(\frac{\hat{\omega}_{1}}{4 \hat{\gamma}\left(\beta_{0}-2+8 \beta_{1}\right)\|e\|_{\infty}}\right)^{\frac{1}{2}}$, $q_{11}=\left(\frac{\hat{\omega}_{N_{q}}}{8 \hat{\gamma}\left(2-8 \beta_{1}\right)\|e\| \infty}\right)^{\frac{1}{2}}$.

Proof. Take $\xi=1$ on $I_{j}$ and zero on other cells in the scheme (2.34), we obtain

$$
\begin{equation*}
\bar{\rho}_{j}^{n+1}=\mathrm{I}+\mathrm{II}+\mathrm{III}, \tag{2.40}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathrm{I}=\frac{1}{2}\left(\bar{\rho}_{j}^{n}-2 \lambda \hat{f}_{j+\frac{1}{2}}^{\mathrm{LF}}+2 \lambda \hat{f}_{j-\frac{1}{2}}^{\mathrm{LF}}\right) \\
\mathrm{II}=\frac{1}{4} \bar{\rho}^{n}-\lambda\left(-\frac{\Delta t}{2}\left({\left.\widehat{\mathcal{I}\left(\rho u^{2}\right)}\right)_{x j+\frac{1}{2}}^{\mathrm{DDG}}}^{+} \begin{array}{l}
\left.\frac{\Delta t^{2}}{6}\left\{u_{x x}\left(\rho u^{2}\right)+2 u_{x}\left(\mathcal{I}\left(\rho u^{2}\right)\right)_{x}+u\left(\mathcal{I}\left(\rho u^{2}\right)\right)_{x x}\right\}_{j+\frac{1}{2}}\right) \\
+\lambda\left(-\frac{\Delta t}{2}\left({\widehat{\mathcal{I}\left(\rho u^{2}\right)}}_{x j-\frac{1}{2}}^{\mathrm{DDG}}\right.\right. \\
+ \\
\left.+\frac{\Delta t^{2}}{6}\left\{u_{x x}\left(\rho u^{2}\right)+2 u_{x}\left(\mathcal{I}\left(\rho u^{2}\right)\right)_{x}+u\left(\mathcal{I}\left(\rho u^{2}\right)\right)_{x x}\right\}_{j-\frac{1}{2}}\right)
\end{array} .\right.\right.
\end{gathered}
$$

$$
\begin{aligned}
\text { III }=\frac{1}{4} \bar{\rho}^{n} & -\lambda\left(-\frac{\Delta t}{2} \hat{\gamma}\left(\widehat{\mathcal{I}(\rho e))}_{x j+\frac{1}{2}}^{\text {DDG }}\right.\right. \\
& \left.+\frac{\Delta t^{2}}{6}\left\{\hat{\gamma} \gamma u_{x x}(\rho e)+\hat{\gamma}(3+\gamma) u_{x}(\mathcal{I}(\rho e))_{x}+3 \hat{\gamma} u(\mathcal{I}(\rho e))_{x x}\right\}_{j+\frac{1}{2}}\right) \\
& +\lambda\left(-\frac{\Delta t}{2} \hat{\gamma} \widehat{\mathcal{I}(\rho e))}_{x j-\frac{1}{2}}^{\mathrm{DDG}}\right. \\
& \left.+\frac{\Delta t^{2}}{6}\left\{\hat{\gamma} \gamma u_{x x}(\rho e)+\hat{\gamma}(3+\gamma) u_{x}(\mathcal{I}(\rho e))_{x}+3 \hat{\gamma} u(\mathcal{I}(\rho e))_{x x}\right\}_{j-\frac{1}{2}}\right)
\end{aligned}
$$

Since I has exactly the same form as in [94], $I \geq 0$ is guaranteed under the condition $\lambda \leq q_{1}$ from the conclusion therein. Now we expand II as follows,

$$
\begin{aligned}
\mathrm{II}= & \frac{1}{4} \sum_{\gamma=2}^{N_{q}-1} \hat{\omega}_{\gamma} \hat{\rho}^{\gamma}+\frac{1}{4} \sum_{\gamma=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\gamma} \hat{\rho}^{\gamma}+z_{1} \rho_{j-\frac{3}{2}}^{+}+z_{2} \rho_{j-1}+z_{3} \rho_{j-\frac{1}{2}}^{-}+z_{4} \rho_{j-\frac{1}{2}}^{+} \\
& +z_{5} \rho_{j}+z_{6} \rho_{j+\frac{1}{2}}^{-}+z_{7} \rho_{j+\frac{1}{2}}^{+}+z_{8} \rho_{j+1}+z_{9} \rho_{j+\frac{3}{2}}^{-},
\end{aligned}
$$

where

$$
\begin{aligned}
z_{1}= & \lambda^{2}\left(\frac{1}{2}\left(4 \beta_{1}-\frac{1}{2}\right)+\frac{\Delta t}{6}\left(u_{x}\right)_{j-\frac{1}{2}}^{-}+\frac{\lambda}{3} u_{j-\frac{1}{2}}^{-}\right)\left(u_{j-\frac{3}{2}}^{+}\right)^{2} \\
z_{2}= & \lambda^{2}\left(\frac{1}{2}\left(2-8 \beta_{1}\right)-\frac{2 \Delta t}{3}\left(u_{x}\right)_{j-\frac{1}{2}}^{-}-\frac{2 \lambda}{3} u_{j-\frac{1}{2}}^{-}\right)\left(u_{j-1}\right)^{2} \\
z_{3}= & \lambda^{2}\left(\frac{1}{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+\frac{\Delta t^{2}}{12 \lambda}\left(u_{x x}\right)_{j-\frac{1}{2}}^{-}+\frac{\Delta t}{2}\left(u_{x}\right)_{j-\frac{1}{2}}^{-}+\frac{\lambda}{3}\left(u_{j-\frac{1}{2}}^{-}\right)\right)\left(u_{j-\frac{1}{2}}^{-}\right)^{2} \\
z_{4}= & \frac{1}{4} \hat{\omega}_{1}-\lambda^{2}\left(\frac{1}{2}\left(4 \beta_{1}-\frac{1}{2}\right)+\frac{\Delta t}{6}\left(u_{x}\right)_{j+\frac{1}{2}}^{-}+\frac{\lambda}{3} u_{j+\frac{1}{2}}^{-}\right. \\
& \left.+\frac{1}{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)-\frac{\Delta t^{2}}{12 \lambda}\left(u_{x x}\right)_{j-\frac{1}{2}}^{+}+\frac{\Delta t}{2}\left(u_{x}\right)_{j-\frac{1}{2}}^{+}-\frac{\lambda}{3}\left(u_{j-\frac{1}{2}}^{+}\right)\right)\left(u_{j-\frac{1}{2}}^{+}\right)^{2} \\
z_{5}= & \frac{1}{4} \hat{\omega}_{N_{q}}-\lambda^{2}\left(\frac{1}{2}\left(2-8 \beta_{1}\right)-\frac{2 \Delta t}{3}\left(u_{x}\right)_{j+\frac{1}{2}}^{-}-\frac{2}{3} \lambda u_{j+\frac{1}{2}}^{-}\right. \\
& \left.+\frac{1}{2}\left(2-8 \beta_{1}\right)-\frac{2 \Delta t}{3}\left(u_{x}\right)_{j-\frac{1}{2}}^{+}+\frac{2}{3} \lambda u_{j-\frac{1}{2}}^{+}\right)\left(u_{j}\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
z_{6}= & \frac{1}{4} \hat{\omega}_{2 N_{q}-1}-\lambda^{2}\left(\frac{1}{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+\frac{1}{2}\left(4 \beta_{1}-\frac{1}{2}\right)+\frac{\Delta t^{2}}{12 \lambda}\left(u_{x x}\right)_{j+\frac{1}{2}}^{-}\right. \\
& \left.+\frac{\Delta t}{2}\left(u_{x}\right)_{j+\frac{1}{2}}^{-}+\frac{\Delta t}{6}\left(u_{x}\right)_{j-\frac{1}{2}}^{+}+\frac{\lambda}{3}\left(u_{j+\frac{1}{2}}^{-}\right)-\frac{\lambda}{3} u_{j-\frac{1}{2}}^{+}\right)\left(u_{j+\frac{1}{2}}^{-}\right)^{2} \\
z_{7}= & \lambda^{2}\left(\frac{1}{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)-\frac{\Delta t^{2}}{12 \lambda}\left(u_{x x}\right)_{j+\frac{1}{2}}^{+}+\frac{\Delta t}{2}\left(u_{x}\right)_{j+\frac{1}{2}}^{+}-\frac{\lambda}{3}\left(u_{j+\frac{1}{2}}^{+}\right)\right)\left(u_{j+\frac{1}{2}}^{+}\right)^{2} \\
z_{8}= & \lambda^{2}\left(\frac{1}{2}\left(2-8 \beta_{1}\right)-\frac{2 \Delta t}{3}\left(u_{x}\right)_{j+\frac{1}{2}}^{+}+\frac{2 \lambda}{3} u_{j+\frac{1}{2}}^{+}\right)\left(u_{j+1}\right)^{2} \\
z_{9}= & \lambda^{2}\left(\frac{1}{2}\left(4 \beta_{1}-\frac{1}{2}\right)+\frac{\Delta t}{6}\left(u_{x}\right)_{j+\frac{1}{2}}^{+}-\frac{\lambda}{3} u_{j+\frac{1}{2}}^{+}\right)\left(u_{j+\frac{3}{2}}^{-}\right)^{2}
\end{aligned}
$$

We claim that $z_{1}, z_{2}, \ldots, z_{9} \geq 0$ under the CFL condition $\lambda \leq \min \left\{q_{2}, q_{3}, \ldots, q_{6}\right\}$.
In fact, we have the following estimates

$$
\begin{aligned}
& z_{1} \geq \lambda^{2}\left(\frac{1}{2}\left(4 \beta_{1}-\frac{1}{2}\right)-\frac{\Delta t}{6}\left\|u_{x}\right\|_{\infty}-\frac{\lambda}{3}\|u\|_{\infty}\right)\left(u_{j-\frac{3}{2}}^{+}\right)^{2} \geq 0, \\
& z_{2} \geq \lambda^{2}\left(\frac{1}{2}\left(2-8 \beta_{1}\right)-\frac{2 \Delta t}{3}\left\|u_{x}\right\|_{\infty}-\frac{2 \lambda}{3}\|u\|_{\infty}\right)\left(u_{j-1}\right)^{2} \geq 0, \\
& z_{3} \geq \lambda^{2}\left(\frac{1}{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)-\frac{\Delta t^{2}}{12 \lambda}\left\|u_{x x}\right\|_{\infty}-\frac{\Delta t}{2}\left\|u_{x}\right\|_{\infty}-\frac{\lambda}{3}\|u\|_{\infty}\right)\left(u_{j-\frac{1}{2}}^{-}\right)^{2} \geq 0, \\
& z_{4} \geq \frac{1}{4} \hat{\omega}_{1}-\lambda^{2}\left(\frac{1}{2}\left(\beta_{0}-2+8 \beta_{1}\right)+\frac{\Delta t^{2}}{12 \lambda}\left\|u_{x x}\right\|_{\infty}+\frac{2 \Delta t}{3}\left\|u_{x}\right\|_{\infty}+\frac{2 \lambda}{3}\|u\|_{\infty}\right)\|u\|_{\infty}^{2} \geq 0, \\
& z_{5} \geq \frac{1}{4} \hat{\omega}_{N_{q}}-\lambda^{2}\left(\left(2-8 \beta_{1}\right)+\frac{4 \Delta t}{3}\left\|u_{x}\right\|_{\infty}+\frac{4}{3} \lambda\|u\|_{\infty}\right)\|u\|_{\infty}^{2} \geq 0, \\
& z_{6} \geq \frac{1}{4} \hat{\omega}_{2 N_{q}-1}-\lambda^{2}\left(\frac{1}{2}\left(\beta_{0}-2+8 \beta_{1}\right)+\frac{\Delta t^{2}}{12 \lambda}\left\|u_{x x}\right\|_{\infty}+\frac{2 \Delta t}{3}\left\|u_{x}\right\|_{\infty}+\frac{2 \lambda}{3}\|u\|_{\infty}\right)\|u\|_{\infty}^{2} \geq 0, \\
& z_{7} \geq \lambda^{2}\left(\frac{1}{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)-\frac{\Delta t^{2}}{12 \lambda}\left\|u_{x x}\right\|_{\infty}-\frac{\Delta t}{2}\left\|u_{x}\right\|_{\infty}-\frac{\lambda}{3}\|u\|_{\infty}\right)\left(u_{j+\frac{1}{2}}^{+}\right)^{2} \geq 0, \\
& z_{8} \geq \lambda^{2}\left(\frac{1}{2}\left(2-8 \beta_{1}\right)-\frac{2 \Delta t}{3}\left\|u_{x}\right\|_{\infty}-\frac{2 \lambda}{3}\|u\|_{\infty}\right)\left(u_{j+1}\right)^{2} \geq 0, \\
& z_{9} \geq \lambda^{2}\left(\frac{1}{2}\left(4 \beta_{1}-\frac{1}{2}\right)-\frac{\Delta t}{6}\left\|u_{x}\right\|_{\infty}-\frac{\lambda}{3}\|u\|_{\infty}\right)\left(u_{j+\frac{3}{2}}^{-}\right)^{2} \geq 0,
\end{aligned}
$$

Similarly, we can expand III as

$$
\begin{align*}
\mathrm{III}= & \frac{1}{4} \sum_{\gamma=2}^{N_{q}-1} \hat{\omega}_{\gamma} \hat{\rho}^{\gamma}+\frac{1}{4} \sum_{\gamma=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\gamma} \hat{\rho}^{\gamma}+z_{10} \rho_{j-\frac{3}{2}}^{+}+z_{11} \rho_{j-1}+z_{12} \rho_{j-\frac{1}{2}}^{-}+z_{13} \rho_{j-\frac{1}{2}}^{+}  \tag{2.41}\\
& +z_{14} \rho_{j}+z_{15} \rho_{j+\frac{1}{2}}^{-}+z_{16} \rho_{j+\frac{1}{2}}^{+}+z_{17} \rho_{j+1}+z_{18} \rho_{j+\frac{3}{2}}^{-}
\end{align*}
$$

and $z_{10}, \ldots, z_{18} \geq 0$ under the condition $\lambda \leq \min \left\{q_{7}, q_{8}, q_{9}, q_{10}, q_{11}\right\}$. The expressions and estimates of $z_{10}, \ldots, z_{18}$ are similar to those of $z_{1}, \ldots, z_{9}$, thus are given in Appendix A.1.3.

By the same arguments as in the scalar cases, we have II, III $\geq 0$, provided the positivity of $\rho^{n}$. Since $\bar{\rho}_{j}^{n+1}=\mathrm{I}+\mathrm{II}+\mathrm{III}$, we finish the proof by collecting the results for I, II and III.

The remaining task is to preserve the positivity of internal energy of cell averages of the solution, i.e. $e\left(\overline{\mathbf{u}}_{j}^{n+1}\right) \geq 0$. We have the results as follows.

Theorem 2.3.2. Given $\mathbf{u}^{n} \in G$, the specific internal energy of the cell averages $e\left(\overline{\mathbf{u}}_{j}^{n+1}\right), j=1, \ldots, N$ of scheme (2.34), (2.37) and (2.38) are nonnegative under the CFL condition (2.42):

$$
\begin{equation*}
\lambda \leq \frac{\gamma+1}{2 \alpha^{2}(\gamma-1)} \min _{j}\left\{\frac{\left(p_{j+\frac{1}{2}}^{-}\right)^{2}}{C_{j+\frac{1}{2}}^{-}}, \frac{\left(p_{j+\frac{1}{2}}^{+}\right)^{2}}{C_{j+\frac{1}{2}}^{+}}\right\}, \tag{2.42}
\end{equation*}
$$

where

$$
\begin{aligned}
C_{j+\frac{1}{2}}^{-}= & \frac{\Delta x}{\alpha}\left(\left(2 E_{j+\frac{1}{2}}^{-}+p_{j+\frac{1}{2}}^{-}\right)\left(\left|\tilde{f}_{j+\frac{1}{2}}^{1}\right|+Q_{1} \Delta x\left|\check{f}_{j+\frac{1}{2}}^{1}\right|\right)+2 \rho_{j+\frac{1}{2}}^{-}\left(\left|\tilde{f}_{j+\frac{1}{2}}^{3}\right|+Q_{1} \Delta x\left|\check{f}_{j+\frac{1}{2}}^{3}\right|\right)\right. \\
& +Q_{1} \frac{\Delta x}{\alpha}\left(\left|\tilde{f}_{j+\frac{1}{2}}^{1}\right|+Q_{1} \Delta x\left|\check{f}_{j+\frac{1}{2}}^{1}\right|\right)\left(\left|\tilde{f}_{j+\frac{1}{2}}^{3}\right|+Q_{1} \Delta x\left|\check{f}_{j+\frac{1}{2}}^{3}\right|\right) \\
& +\frac{1}{2} Q_{1} \frac{\Delta x}{\alpha}\left(\left|\tilde{f}_{j+\frac{1}{2}}^{2}\right|+Q_{1} \Delta x\left|\check{f}_{j+\frac{1}{2}}^{2}\right|\right)^{2} \\
& \left.+\left(2\left|m_{j+\frac{1}{2}}^{-}\right|+\frac{p_{j+\frac{1}{2}}^{-}}{\alpha}\right)\left(\left|\tilde{f}_{j+\frac{1}{2}}^{2}\right|+Q_{1} \Delta x\left|\check{f}_{j+\frac{1}{2}}^{2}\right|\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
C_{j+\frac{1}{2}}^{+}= & \frac{\Delta x}{\alpha}\left(\left(2 E_{j+\frac{1}{2}}^{+}+p_{j+\frac{1}{2}}^{+}\right)\left(\left|\tilde{f}_{j+\frac{1}{2}}^{1}\right|+Q_{1} \Delta x\left|\check{f}_{j+\frac{1}{2}}^{1}\right|\right)+2 \rho_{j+\frac{1}{2}}^{+}\left(\left|\tilde{f}_{j+\frac{1}{2}}^{3}\right|+Q_{1} \Delta x\left|\check{f}_{j+\frac{1}{2}}^{3}\right|\right)\right. \\
& +Q_{1} \frac{\Delta x}{\alpha}\left(\left|\tilde{f}_{j+\frac{1}{2}}^{1}\right|+Q_{1} \Delta x\left|\check{f}_{j+\frac{1}{2}}^{1}\right|\right)\left(\left|\tilde{f}_{j+\frac{1}{2}}^{3}\right|+Q_{1} \Delta x\left|\check{f}_{j+\frac{1}{2}}^{3}\right|\right) \\
& +\frac{1}{2} Q_{1} \frac{\Delta x}{\alpha}\left(\left|\tilde{f}_{j+\frac{1}{2}}^{2}\right|+Q_{1} \Delta x\left|\check{f}_{j+\frac{1}{2}}^{2}\right|\right)^{2} \\
& \left.+\left(2\left|m_{j+\frac{1}{2}}^{+}\right|+\frac{p_{j+\frac{1}{2}}^{+}}{\alpha}\right)\left(\left|\tilde{f}_{j+\frac{1}{2}}^{2}\right|+Q_{1} \Delta x\left|\tilde{f}_{j+\frac{1}{2}}^{2}\right|\right)\right)
\end{aligned}
$$

Proof. Take $\xi=1$ on $I_{j}$ and zero anywhere else in the scheme $(2.34),(2.37)$ and (2.38), we can obtain the following vector equation satisfied by the cell average of $\mathbf{u}^{n+1}$ on $I_{j}$,

$$
\overline{\mathbf{u}}_{j}^{n+1}=\overline{\mathbf{u}}_{j}^{n}-\lambda\left(\hat{\mathbf{f}}_{j+\frac{1}{2}}^{\mathrm{LF}}+\Delta t \tilde{\mathbf{f}}_{j+\frac{1}{2}}+\Delta t^{2} \check{\mathbf{f}}_{j+\frac{1}{2}}\right)+\lambda\left(\hat{\mathbf{f}}_{j-\frac{1}{2}}^{\mathrm{LF}}+\Delta t \tilde{\mathbf{f}}_{j-\frac{1}{2}}+\Delta t^{2} \check{\mathbf{f}}_{j-\frac{1}{2}}\right),
$$

where $\hat{\mathbf{f}}_{j+\frac{1}{2}}^{\mathrm{LF}}=\frac{1}{2}\left(\mathbf{f}\left(\mathbf{u}_{j+\frac{1}{2}}^{-}\right)+\mathbf{f}\left(\mathbf{u}_{j+\frac{1}{2}}^{+}\right)-\alpha\left(\mathbf{u}_{j+\frac{1}{2}}^{+}-\mathbf{u}_{j+\frac{1}{2}}^{-}\right)\right), \alpha=\|(|u|+c)\|_{\infty}$, is the standard Lax-Friedriches flux, which is the leading term in the total flux constructed in the LWDG scheme (2.34)-(2.38), $\tilde{\mathbf{f}}_{j+\frac{1}{2}}=\left(\tilde{f}_{j+\frac{1}{2}}^{1}, \tilde{f}_{j+\frac{1}{2}}^{2}, \tilde{f}_{j+\frac{1}{2}}^{3}\right)$ and $\check{\mathbf{f}}_{j+\frac{1}{2}}=$ $\left(\check{f}_{j+\frac{1}{2}}^{1}, \check{f}_{j+\frac{1}{2}}^{2}, \check{f}_{j+\frac{1}{2}}^{3}\right)$ are the remaining second and third order terms contained in the flux of (2.35), (2.37) and (2.38), in which the abbreviated terms can be found in Appendix A.2.1, respectively.

Similar to [94], we have the decomposition

$$
\begin{aligned}
\overline{\mathbf{u}}_{j}^{n+1}= & \sum_{\gamma=2}^{2 N_{q}-2} \hat{\omega}_{\gamma} \mathbf{u}^{\gamma}+\hat{\omega}_{1}\left(1-\frac{\alpha \lambda}{\hat{\omega}_{1}}\right) \mathbf{u}_{j-\frac{1}{2}}^{+}+\hat{\omega}_{2 N_{q}-1}\left(1-\frac{\alpha \lambda}{\hat{\omega}_{2 N_{q}-1}}\right) \mathbf{u}_{j+\frac{1}{2}}^{-} \\
& +\frac{\alpha \lambda}{2}\left(\mathbf{u}_{j+\frac{1}{2}}^{-}-\frac{1}{\alpha} \mathbf{f}\left(\mathbf{u}_{j+\frac{1}{2}}^{-}\right)-\frac{\Delta t}{\alpha}\left(\tilde{\mathbf{f}}_{j+\frac{1}{2}}+\Delta t \check{\mathbf{f}}_{j+\frac{1}{2}}\right)\right) \\
& +\frac{\alpha \lambda}{2}\left(\mathbf{u}_{j+\frac{1}{2}}^{+}-\frac{1}{\alpha} \mathbf{f}\left(\mathbf{u}_{j+\frac{1}{2}}^{+}\right)-\frac{\Delta t}{\alpha}\left(\tilde{\mathbf{f}}_{j+\frac{1}{2}}+\Delta t \check{\mathbf{f}}_{j+\frac{1}{2}}\right)\right) \\
& +\frac{\alpha \lambda}{2}\left(\mathbf{u}_{j-\frac{1}{2}}^{-}+\frac{1}{\alpha} \mathbf{f}\left(\mathbf{u}_{j-\frac{1}{2}}^{-}\right)+\frac{\Delta t}{\alpha}\left(\tilde{\mathbf{f}}_{j-\frac{1}{2}}+\Delta t \check{\mathbf{f}}_{j-\frac{1}{2}}\right)\right) \\
& +\frac{\alpha \lambda}{2}\left(\mathbf{u}_{j-\frac{1}{2}}^{+}+\frac{1}{\alpha} \mathbf{f}\left(\mathbf{u}_{j-\frac{1}{2}}^{+}\right)+\frac{\Delta t}{\alpha}\left(\tilde{\mathbf{f}}_{j-\frac{1}{2}}+\Delta t \check{\mathbf{f}}_{j-\frac{1}{2}}\right)\right)
\end{aligned}
$$

Since $\hat{\omega}_{\gamma} \geq 0, \gamma=1, \ldots, 2 N_{q}-1$ and $\left(1-\frac{\alpha \lambda}{\hat{\omega}_{1}}\right),\left(1-\frac{\alpha \lambda}{\hat{\omega}_{2 N_{q}-1}}\right) \geq 0$ from the CFL condition (2.39), by convexity of $G$, it suffices to show

$$
\mathbf{u}_{j+\frac{1}{2}}^{+} \pm \frac{1}{\alpha} \mathbf{f}\left(\mathbf{u}_{j+\frac{1}{2}}^{+}\right) \pm \frac{\Delta t}{\alpha}\left(\tilde{\mathbf{f}}_{j+\frac{1}{2}}+\Delta t \check{\mathbf{f}}_{j+\frac{1}{2}}\right) \in G
$$

provided $\mathbf{u}_{j+\frac{1}{2}}^{+} \in G$. For simplicity, we omit the superscripts and subscripts in the following proof.

Using the equality $\rho^{2} e=\rho E-\frac{1}{2} m^{2}$, one can calculate that

$$
\begin{aligned}
& \rho^{2} e\left(\mathbf{u} \pm \frac{1}{\alpha} \mathbf{f}(\mathbf{u}) \pm \frac{\Delta t}{\alpha}(\tilde{\mathbf{f}}+\Delta t \check{\mathbf{f}})\right) \\
= & \frac{p \rho}{\alpha^{2}(\gamma-1)}\left((\alpha \pm u)^{2}-\frac{\gamma-1}{2 \gamma} c^{2}\right) \pm \frac{\Delta t}{\alpha}\left(\tilde{f}^{1}+\Delta t \check{f}^{1}\right)\left(\left(1 \pm \frac{u}{\alpha}\right) E \pm \frac{u}{\alpha} p\right) \\
& \pm \frac{\Delta t}{\alpha}\left(\tilde{f}^{3}+\Delta t \check{f}^{3}\right)\left(\left(1 \pm \frac{u}{\alpha}\right) \rho\right)+\frac{\Delta t^{2}}{\alpha^{2}}\left(\tilde{f}^{1}+\Delta t \check{f}^{1}\right)\left(\tilde{f}^{3}+\Delta t \check{f}^{3}\right)-\frac{1}{2} \frac{\Delta t^{2}}{\alpha^{2}}\left(\tilde{f}^{2}+\Delta t \check{f}^{2}\right)^{2} \\
& \mp \frac{\Delta t}{\alpha}\left(\tilde{f}^{2}+\Delta t \check{f}^{2}\right)\left(\left(1 \pm \frac{u}{\alpha}\right) m \pm \frac{1}{\alpha} p\right) \\
\geq & \frac{\gamma+1}{2 \alpha^{2}(\gamma-1)} p^{2}-C \lambda,
\end{aligned}
$$

where

$$
\begin{aligned}
C= & \frac{\Delta x}{\alpha}\left((2 E+p)\left(\left|\tilde{f}^{1}\right|+Q_{1} \Delta x\left|\check{f}^{1}\right|\right)+2 \rho\left(\left|\tilde{f}^{3}\right|+Q_{1} \Delta x\left|\check{f}^{3}\right|\right)\right. \\
& +Q_{1} \frac{\Delta x}{\alpha}\left(\left|\tilde{f}^{1}\right|+Q_{1} \Delta x\left|\check{f}^{1}\right|\right)\left(\left|\tilde{f}^{3}\right|+Q_{1} \Delta x\left|\check{f}^{3}\right|\right) \\
& +\frac{1}{2} Q_{1} \frac{\Delta x}{\alpha}\left(\left|\tilde{f}^{2}\right|+Q_{1} \Delta x\left|\check{f}^{2}\right|\right)^{2} \\
& \left.+\left(2|m|+\frac{p}{\alpha}\right)\left(\left|\tilde{f}^{2}\right|+Q_{1} \Delta x\left|\check{f}^{2}\right|\right)\right) .
\end{aligned}
$$

Under the CFL condition (2.42), we can get the positivity of $\rho^{2} e$, which finishes the proof.

Collecting the above two theorems, we reach our final result.
Theorem 2.3.3. Given $\mathbf{u}^{n} \in G$, we have $\overline{\mathbf{u}}_{j}^{n+1} \in G, j=1, \ldots, N$ for scheme (2.34), (2.37) and (2.38), under the CFL conditions (2.39) and (2.42).

### 2.3.2 The Euler equations in two dimensions

Consider the Euler equations in two space dimensions

$$
\begin{equation*}
\mathbf{u}_{t}+\mathbf{f}(\mathbf{u})_{x}+\mathbf{g}(\mathbf{u})_{y}=\mathbf{0} \tag{2.43}
\end{equation*}
$$

where

$$
\mathbf{u}=\left(\begin{array}{c}
\rho \\
m \\
n \\
E
\end{array}\right), \quad \mathbf{f}(\mathbf{u})=\left(\begin{array}{c}
\rho u \\
\rho u^{2}+p \\
\rho u v \\
(E+p) u
\end{array}\right), \quad \mathbf{g}(\mathbf{u})=\left(\begin{array}{c}
\rho v \\
\rho u v \\
\rho v^{2}+p \\
(E+p) v
\end{array}\right)
$$

with

$$
m=\rho u, \quad n=\rho v, \quad E=\frac{1}{2} \rho u^{2}+\frac{1}{2} \rho v^{2}+\rho e, \quad p=(\gamma-1) \rho e,
$$

in which $u$ and $v$ are velocities in $x$ and $y$ directions, respectively, and $m$ and $n$ are momentums in $x$ and $y$ directions, respectively.

Direct computation gives the expressions of $\rho_{t}, \rho_{t t}$ and $\rho_{t t t}$ as follows:

$$
\begin{align*}
& \rho_{t}=-(\rho u)_{x}-(\rho v)_{y},  \tag{2.44}\\
& \rho_{t t}=\left(\left(\rho u^{2}\right)_{x}+\hat{\gamma}(\rho e)_{x}\right)_{x}+2(\rho u v)_{x y}+\left(\left(\rho v^{2}\right)_{y}+\hat{\gamma}(\rho e)_{y}\right)_{y},  \tag{2.45}\\
& \rho_{t t t}=-\left(u_{x x}\left(\rho u^{2}\right)+2 u_{x}\left(\rho u^{2}\right)_{x}+u\left(\rho u^{2}\right)_{x x}\right. \\
&+\left.\hat{\gamma} \gamma u_{x x}(\rho e)+\left(\hat{\gamma}(3+\gamma) u_{x}+\hat{\gamma}^{2} v_{y}\right)(\rho e)_{x}+3 \hat{\gamma} u(\rho e)_{x x}\right)_{x} \\
&-\left(v_{y y}\left(\rho v^{2}\right)+2 v_{y}\left(\rho v^{2}\right)_{y}+v\left(\rho v^{2}\right)_{y y}\right. \\
&\left.+\hat{\gamma} \gamma v_{y y}(\rho e)+\left(\hat{\gamma}(3+\gamma) v_{y}+\hat{\gamma}^{2} u_{x}\right)(\rho e)_{y}+3 \hat{\gamma} v(\rho e)_{y y}\right)_{y} \\
&-\left(\left(\gamma \hat{\gamma} e v_{x x}+\hat{\gamma}(\gamma+3) e_{x} v_{x}+6 v u_{x}^{2}+12 u u_{x} v_{x}\right.\right. \\
&\left.\left.+3 \hat{\gamma} v e_{x x}+3 u^{2} v_{x x}+6 u v u_{x x}-\hat{\gamma}^{2} u_{y} e_{x}\right) \rho\right)_{y}  \tag{2.46}\\
&-\left(\left(6 \hat{\gamma} v e_{x}+\hat{\gamma}(\gamma+3) e v_{x}+6 u\left(u v_{x}+2 v u_{x}\right)-\hat{\gamma}^{2} u_{y} e\right) \rho_{x}\right)_{y} \\
&-\left(\left(3\left(\hat{\gamma} e+u^{2}\right) v\right) \rho_{x x}\right)_{y} \\
&-\left(\left(\gamma \hat{\gamma} e u_{y y}+\hat{\gamma}(\gamma+3) e_{y} u_{y}+6 u v_{y}^{2}+12 v u_{y} v_{y}\right.\right. \\
&\left.\left.+3 \hat{\gamma} u e_{y y}+3 v^{2} u_{y y}+6 u v v_{y y}-\hat{\gamma}^{2} v_{x} e_{y}\right) \rho\right)_{x} \\
&-\left(\left(6 \hat{\gamma} u e_{y}+\hat{\gamma}(\gamma+3) e u_{y}+6 v\left(v u_{y}+2 u v_{y}\right)-\hat{\gamma}^{2} v_{x} e\right) \rho_{y}\right)_{x} \\
&-\left(\left(3\left(\hat{\gamma} e+v^{2}\right) u\right) \rho_{y y}\right)_{x}
\end{align*}
$$

where $\hat{\gamma}=\gamma-1$. Note that there are a lot of ways to expand $\rho_{t t t}$, among which we choose the one that avoids the appearance of mixed derivatives in the LWDG scheme.

Moreover,

$$
\begin{gathered}
m_{t}=B_{x}^{1}+B_{y}^{2}, \quad m_{t t}=B_{x}^{3}+B_{y}^{4}, \quad m_{t t t}=B_{x}^{5}+B_{y}^{6} \\
n_{t}=C_{x}^{1}+C_{y}^{2}, \\
n_{t t}=C_{x}^{3}+C_{y}^{4}, \\
n_{t t t}=C_{x}^{5}+C_{y}^{6}
\end{gathered}
$$

and

$$
E_{t}=D_{x}^{1}+D_{y}^{2}, \quad E_{t t}=D_{x}^{3}+D_{y}^{4}, \quad E_{t t t}=D_{x}^{5}+D_{y}^{6}
$$

where $B^{1}, B^{2}, B^{3}, B^{4}, B^{5}, B^{6}, C^{1}, C^{2}, C^{3}, C^{4}, C^{5}, C^{6}, D^{1}, D^{2}, D^{3}, D^{4}, D^{5}, D^{6}$, are shorthand notations introduced for convenience of later discussion. For the full expressions of $m_{t}, m_{t t}, m_{t t t}, n_{t}, n_{t t}, n_{t t t}$, and $E_{t}, E_{t t}, E_{t t t}$, see Appendix A.2.2.

The positivity-preserving LWDG of $\rho$ at time level $t^{n}$ is to find $\rho^{n+1} \in W$, s.t. $\forall \xi \in W$, the equation

$$
\begin{align*}
\left(\rho^{n+1}, \xi\right)_{K_{i, j}}= & (\rho, \xi)_{K_{i, j}}+\Delta t\left(\rho u, \xi_{x}\right)_{K_{i, j}}+\Delta t\left(\rho v, \xi_{y}\right)_{K_{i, j}} \\
& -\frac{\Delta t^{2}}{2}\left(\left(\rho u^{2}\right)_{x}+\hat{\gamma}(\rho e)_{x}+(\rho u v)_{y}, \xi_{x}\right)_{K_{i, j}} \\
& -\frac{\Delta t^{2}}{2}\left(\left(\rho v^{2}\right)_{y}+\hat{\gamma}(\rho e)_{y}+(\rho u v)_{x}, \xi_{y}\right)_{K_{i, j}} \\
& -\Delta t \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}^{2}} \hat{F}_{i+\frac{1}{2}, j} \xi\left(x_{i+\frac{1}{2}}^{-}, y\right) d y+\Delta t \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \hat{F}_{i-\frac{1}{2}, j} \xi\left(x_{i-\frac{1}{2}}^{+}, y\right) d y \\
& -\Delta t \int_{x_{i-\frac{1}{2}}^{2}}^{x_{i+\frac{1}{2}}} \hat{G}_{i, j+\frac{1}{2}} \xi\left(x, y_{j+\frac{1}{2}}^{-}\right) d x+\Delta t \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \hat{G}_{i, j-\frac{1}{2}} \xi\left(x, y_{j-\frac{1}{2}}^{+}\right) d x \tag{2.47}
\end{align*}
$$

holds for $i=1,2, \ldots, N_{x}, j=1,2, \ldots, N_{y} . \hat{F}_{i+\frac{1}{2}, j}$ and $\hat{G}_{i, j+\frac{1}{2}}$ are numerical fluxes defined as

$$
\begin{equation*}
\hat{F}_{i+\frac{1}{2}, j}=\hat{F}_{i+\frac{1}{2}, j}^{0}+\hat{F}_{i+\frac{1}{2}, j}^{1}, \tag{2.48}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{G}_{i, j+\frac{1}{2}}=\hat{G}_{i, j+\frac{1}{2}}^{0}+\hat{G}_{i, j+\frac{1}{2}}^{1}, \tag{2.49}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{F}_{i+\frac{1}{2}, j}^{0}= & \{\rho u\}_{i+\frac{1}{2}, j}-\frac{1}{2} \alpha_{x}^{0}[\rho]_{i+\frac{1}{2}, j}-\frac{\Delta t}{2}\left({ \widehat { \mathcal { I } ( \rho u ^ { 2 } ) } ) _ { x i + \frac { 1 } { 2 } , j } ^ { \text { DDG } } } _ { \text { Di } } ^ { 2 } \hat { \gamma } \hat { \gamma } \left({\widehat{\mathcal{I}(\rho e)})_{x i+\frac{1}{2}, j}}_{\text {DDG }}\right.\right. \\
& +\frac{\Delta t^{2}}{6}\left\{u_{x x}\left(\rho u^{2}\right)+2 u_{x}\left(\mathcal{I}\left(\rho u^{2}\right)\right)_{x}+u\left(\mathcal{I}\left(\rho u^{2}\right)\right)_{x x}\right\}_{i+\frac{1}{2}, j} \\
& +\frac{\Delta t^{2}}{6}\left\{\hat{\gamma} \gamma u_{x x}(\rho e)+\left(\hat{\gamma}(3+\gamma) u_{x}+\hat{\gamma}^{2} v_{y}\right)(\mathcal{I}(\rho e))_{x}+3 \hat{\gamma} u(\mathcal{I}(\rho e))_{x x}\right\}_{i+\frac{1}{2}, j}  \tag{2.50}\\
\hat{F}_{i+\frac{1}{2}, j}^{1}= & -\frac{1}{2} \alpha_{x}^{1}[\rho]_{i+\frac{1}{2}, j}-\frac{\Delta t}{2}\left\{\rho_{y} u v+\rho\left(u_{y} v+u v_{y}\right)\right\}+\frac{\Delta t^{2}}{6}\left\{A^{1} \rho+A^{2} \rho_{y}+A^{3} \rho_{y y}\right\} \\
\hat{G}_{i, j+\frac{1}{2}}^{0}= & \{\rho v\}_{i, j+\frac{1}{2}}-\frac{1}{2} \alpha_{y}^{0}[\rho]_{i, j+\frac{1}{2}}-\frac{\Delta t}{2}\left(\widehat{\mathcal{I}\left(\rho v^{2}\right)}\right)_{y_{i, j+\frac{1}{2}}}^{\text {DDG }}-\frac{\Delta t}{2} \hat{\gamma}\left(\widehat{\mathcal{I}(\rho e))_{y_{i, j+\frac{1}{2}}}^{\text {DDG }}}\right. \\
& +\frac{\Delta t^{2}}{6}\left\{v_{y y}\left(\rho v^{2}\right)+2 v_{y}\left(\mathcal{I}\left(\rho v^{2}\right)\right)_{y}+v\left(\mathcal{I}\left(\rho v^{2}\right)\right)_{y y}\right\}_{i, j+\frac{1}{2}} \\
& +\frac{\Delta t^{2}}{6}\left\{\hat{\gamma} \gamma v_{y y}(\rho e)+\left(\hat{\gamma}(3+\gamma) v_{y}+\hat{\gamma}^{2} u_{x}\right)(\mathcal{I}(\rho e))_{y}+3 \hat{\gamma} v(\mathcal{I}(\rho e))_{y y}\right\}_{i, j+\frac{1}{2}}  \tag{2.51}\\
\hat{G}_{i, j+\frac{1}{2}}^{1}= & -\frac{1}{2} \alpha_{y}^{1}[\rho]_{i, j+\frac{1}{2}}-\frac{\Delta t}{2}\left\{\rho_{x} u v+\rho\left(u v_{x}+u_{x} v\right)\right\}+\frac{\Delta t^{2}}{6}\left\{A^{4} \rho+A^{5} \rho_{x}+A^{6} \rho_{x x}\right\}
\end{align*}
$$

in which $\alpha_{x}^{0}=\|(|u|+c)\|_{\infty}, \alpha_{y}^{0}=\|(|v|+c)\|_{\infty}, \alpha_{x}^{1}, \alpha_{y}^{1}>0$, and

$$
\begin{aligned}
& A^{1}=\left(\gamma \hat{\gamma} e u_{y y}+\hat{\gamma}(\gamma+3) e_{y} u_{y}+6 u v_{y}^{2}+12 v u_{y} v_{y}+3 \hat{\gamma} u e_{y y}+3 v^{2} u_{y y}+6 u v v_{y y}-\hat{\gamma}^{2} v_{x} e_{y}\right) \\
& A^{2}=\left(6 \hat{\gamma} u e_{y}+\hat{\gamma}(\gamma+3) e u_{y}+6 v\left(v u_{y}+2 u v_{y}\right)-\hat{\gamma}^{2} v_{x} e\right) \\
& A^{3}=\left(3\left(\hat{\gamma} e+v^{2}\right) u\right) \\
& A^{4}=\left(\gamma \hat{\gamma} e v_{x x}+\hat{\gamma}(\gamma+3) e_{x} v_{x}+6 v u_{x}^{2}+12 u u_{x} v_{x}+3 \hat{\gamma} v e_{x x}+3 u^{2} v_{x x}+6 u v u_{x x}-\hat{\gamma}^{2} u_{y} e_{x}\right) \\
& A^{5}=\left(6 \hat{\gamma} v e_{x}+\hat{\gamma}(\gamma+3) e v_{x}+6 u\left(u v_{x}+2 v u_{x}\right)-\hat{\gamma}^{2} u_{y} e\right) \\
& A^{6}=\left(3\left(\hat{\gamma} e+u^{2}\right) v\right)
\end{aligned}
$$

The variables $m, n$ and $E$ are discretized by the standard discontinuous Galerkin method with the first order flux terms adopting the Lax-Friedriches flux, in which the viscosity constant $\alpha_{x}=\alpha_{x}^{0}+\alpha_{x}^{1}$ for the vertical cell interfaces and $\alpha_{y}=\alpha_{y}^{0}+\alpha_{y}^{1}$ for the horizontal cell interfaces, and high-order flux terms adopting the average flux, i.e.

$$
\begin{align*}
\left(m^{n+1}, \xi\right)_{K_{i, j}}= & (m, \xi)_{K_{i, j}}-\Delta t\left(B^{1}, \xi_{x}\right)_{K_{i, j}}-\Delta t\left(B^{2}, \xi_{y}\right)_{K_{i, j}} \\
& -\frac{\Delta t^{2}}{2}\left(B^{3}, \xi_{x}\right)_{K_{i, j}}-\frac{\Delta t^{2}}{2}\left(B^{4}, \xi_{y}\right)_{K_{i, j}} \\
& -\frac{\Delta t^{3}}{6}\left(B^{5}, \xi_{x}\right)_{K_{i, j}}-\frac{\Delta t^{3}}{6}\left(B^{6}, \xi_{y}\right)_{K_{i, j}} \\
& +\Delta t \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}}\left(\left\{B^{1}\right\}+\alpha_{x}[m]+\frac{\Delta t}{2}\left\{B^{3}\right\}+\frac{\Delta t^{2}}{6}\left\{B^{5}\right\}\right) \xi\left(x_{i+\frac{1}{2}}^{-}, y\right) d y \\
& -\Delta t \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}}\left(\left\{B^{1}\right\}+\alpha_{x}[m]+\frac{\Delta t}{2}\left\{B^{3}\right\}+\frac{\Delta t^{2}}{6}\left\{B^{5}\right\}\right) \xi\left(x_{i-\frac{1}{2}}^{+}, y\right) d y \\
& +\Delta t \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}}\left(\left\{B^{2}\right\}+\alpha_{y}[m]+\frac{\Delta t}{2}\left\{B^{4}\right\}+\frac{\Delta t^{2}}{6}\left\{B^{6}\right\}\right) \xi\left(x, y_{j+\frac{1}{2}}^{-}\right) d x \\
& -\Delta t \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}}\left(\left\{B^{2}\right\}+\alpha_{y}[m]+\frac{\Delta t}{2}\left\{B^{4}\right\}+\frac{\Delta t^{2}}{6}\left\{B^{6}\right\}\right) \xi\left(x, y_{j-\frac{1}{2}}^{+}\right) d x \tag{2.52}
\end{align*}
$$

$$
\begin{align*}
\left(n^{n+1}, \xi\right)_{K_{i, j}}= & (n, \xi)_{K_{i, j}}-\Delta t\left(C^{1}, \xi_{x}\right)_{K_{i, j}}-\Delta t\left(C^{2}, \xi_{y}\right)_{K_{i, j}} \\
& -\frac{\Delta t^{2}}{2}\left(C^{3}, \xi_{x}\right)_{K_{i, j}}-\frac{\Delta t^{2}}{2}\left(C^{4}, \xi_{y}\right)_{K_{i, j}} \\
& -\frac{\Delta t^{3}}{6}\left(C^{5}, \xi_{x}\right)_{K_{i, j}}-\frac{\Delta t^{3}}{6}\left(C^{6}, \xi_{y}\right)_{K_{i, j}} \\
& +\Delta t \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}}\left(\left\{C^{1}\right\}+\alpha_{x}[n]+\frac{\Delta t}{2}\left\{C^{3}\right\}+\frac{\Delta t^{2}}{6}\left\{C^{5}\right\}\right) \xi\left(x_{i+\frac{1}{2}}^{-}, y\right) d y \\
& -\Delta t \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}}\left(\left\{C^{1}\right\}+\alpha_{x}[n]+\frac{\Delta t}{2}\left\{C^{3}\right\}+\frac{\Delta t^{2}}{6}\left\{C^{5}\right\}\right) \xi\left(x_{i-\frac{1}{2}}^{+}, y\right) d y \\
& +\Delta t \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}}\left(\left\{C^{2}\right\}+\alpha_{y}[n]+\frac{\Delta t}{2}\left\{C^{4}\right\}+\frac{\Delta t^{2}}{6}\left\{C^{6}\right\}\right) \xi\left(x, y_{j+\frac{1}{2}}^{-}\right) d x \\
& -\Delta t \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}}\left(\left\{C^{2}\right\}+\alpha_{y}[n]+\frac{\Delta t}{2}\left\{C^{4}\right\}+\frac{\Delta t^{2}}{6}\left\{C^{6}\right\}\right) \xi\left(x, y_{j-\frac{1}{2}}^{+}\right) d x \tag{2.53}
\end{align*}
$$

and

$$
\begin{align*}
\left(E^{n+1}, \xi\right)_{K_{i, j}}= & (E, \xi)_{K_{i, j}}-\Delta t\left(D^{1}, \xi_{x}\right)_{K_{i, j}}-\Delta t\left(D^{2}, \xi_{y}\right)_{K_{i, j}} \\
& -\frac{\Delta t^{2}}{2}\left(D^{3}, \xi_{x}\right)_{K_{i, j}}-\frac{\Delta t^{2}}{2}\left(D^{4}, \xi_{y}\right)_{K_{i, j}} \\
& -\frac{\Delta t^{3}}{6}\left(D^{5}, \xi_{x}\right)_{K_{i, j}}-\frac{\Delta t^{3}}{6}\left(D^{6}, \xi_{y}\right)_{K_{i, j}} \\
& +\Delta t \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}}\left(\left\{D^{1}\right\}+\alpha_{x}[E]+\frac{\Delta t}{2}\left\{D^{3}\right\}+\frac{\Delta t^{2}}{6}\left\{D^{5}\right\}\right) \xi\left(x_{i+\frac{1}{2}}^{-}, y\right) d y \\
& -\Delta t \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}}\left(\left\{D^{1}\right\}+\alpha_{x}[E]+\frac{\Delta t}{2}\left\{D^{3}\right\}+\frac{\Delta t^{2}}{6}\left\{D^{5}\right\}\right) \xi\left(x_{i-\frac{1}{2}}^{+}, y\right) d y \\
& +\Delta t \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}}\left(\left\{D^{2}\right\}+\alpha_{y}[E]+\frac{\Delta t}{2}\left\{D^{4}\right\}+\frac{\Delta t^{2}}{6}\left\{D^{6}\right\}\right) \xi\left(x, y_{j+\frac{1}{2}}^{-}\right) d x \\
& -\Delta t \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}}\left(\left\{D^{2}\right\}+\alpha_{y}[E]+\frac{\Delta t}{2}\left\{D^{4}\right\}+\frac{\Delta t^{2}}{6}\left\{D^{6}\right\}\right) \xi\left(x, y_{j-\frac{1}{2}}^{+}\right) d x \tag{2.54}
\end{align*}
$$

Similar to the one dimensional Euler equations, we have the results for positivity of $\bar{\rho}^{n+1}$ as follows.

Theorem 2.3.4. Given $\mathbf{u}^{n} \in G$, the cell averages $\bar{\rho}_{i, j}^{n+1}, i=1, \ldots, N_{x}, j=1, \ldots, N_{y}$ of the solution of scheme (2.47) are nonnegative under the CFL condition (2.55):

$$
\begin{equation*}
\lambda_{x} \leq \min \left\{Q_{1}, Q_{3}\right\}, \quad \lambda_{y} \leq \min \left\{Q_{2}, Q_{4}\right\} \tag{2.55}
\end{equation*}
$$

where the definitions of $Q_{1}, \ldots, Q_{4}$ are given in Appendix A.1.4.

Proof. Take $\xi=1$ in $K_{i, j}$ and zero on other cells in (2.47), we obtain

$$
\begin{equation*}
\bar{\rho}_{i, j}^{n+1}=\mathrm{I}+\mathrm{II}+\mathrm{III}+\mathrm{IV}, \tag{2.56}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathrm{I}=\frac{1}{4} \bar{\rho}_{i, j}^{n}-\lambda_{x} \frac{1}{\Delta y} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \hat{F}_{i+\frac{1}{2}, j}^{0} d y+\lambda_{x} \frac{1}{\Delta y} \int_{y_{j-\frac{1}{2}}^{2}}^{y_{j+\frac{1}{2}}} \hat{F}_{i-\frac{1}{2}, j}^{0} d y, \\
& \mathrm{II}=\frac{1}{4} \bar{\rho}_{i, j}^{n}-\lambda_{x} \frac{1}{\Delta y} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \hat{F}_{i+\frac{1}{2}, j}^{1} d y+\lambda_{x} \frac{1}{\Delta y} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \hat{F}_{i-\frac{1}{2}, j}^{1} d y, \\
& \mathrm{III}=\frac{1}{4} \bar{\rho}_{i, j}^{n}-\lambda_{y} \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \hat{G}_{i, j+\frac{1}{2}}^{0} d x+\lambda_{y} \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}^{2}}^{x_{i+\frac{1}{2}}} \hat{G}_{i, j-\frac{1}{2}}^{0} d x \\
& \mathrm{IV}=\frac{1}{4} \bar{\rho}_{i, j}^{n}-\lambda_{y} \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \hat{G}_{i, j+\frac{1}{2}}^{1} d x+\lambda_{y} \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \hat{G}_{i, j-\frac{1}{2}}^{1} d x
\end{aligned}
$$

It suffices to show I, II $\geq 0$ under the CFL condition (2.55), due to the symmetry in the $x$ and $y$ directions.

One can observe that I can be decomposed in the form of convex combination

$$
\mathrm{I}=\frac{1}{4} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma} H_{\gamma},
$$

where

$$
H_{\gamma}=\sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \hat{\rho}^{\beta, \gamma}-4 \lambda_{x} \hat{F}_{i+\frac{1}{2}, j}^{0}\left(x_{i+\frac{1}{2}}, \hat{y}_{\gamma}\right)+4 \lambda_{x} \hat{F}_{i-\frac{1}{2}, j}^{0}\left(x_{i-\frac{1}{2}}, \hat{y}_{\gamma}\right)
$$

Notice that $H_{\gamma}$ has the same structure as (2.40). Thus $I \geq 0$ provided $\lambda_{x} \leq Q_{1}$. We omit the proof since it is almost the same with that of the one dimensional Euler equations.

As for II, we have the expansion as follows.

$$
\begin{align*}
\mathrm{II}= & \frac{1}{4} \sum_{\alpha=2}^{2 N_{q}-2} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\alpha} \hat{\omega}_{\beta} \hat{\rho}^{\alpha, \beta} \\
& +z_{1} \rho\left(x_{i-\frac{1}{2}}^{-}, y_{j-\frac{1}{2}}^{+}\right)+z_{2} \rho\left(x_{i-\frac{1}{2}}^{-}, y_{j}\right)+z_{3} \rho\left(x_{i-\frac{1}{2}}^{-}, y_{j+\frac{1}{2}}^{-}\right) \\
& +z_{4} \rho\left(x_{i-\frac{1}{2}}^{+}, y_{j-\frac{1}{2}}^{+}\right)+z_{5} \rho\left(x_{i-\frac{1}{2}}^{+}, y_{j}\right)+z_{6} \rho\left(x_{i-\frac{1}{2}}^{+}, y_{j+\frac{1}{2}}^{-}\right) \\
& +z_{7} \rho\left(x_{i+\frac{1}{2}}^{-}, y_{j-\frac{1}{2}}^{+}\right)+z_{8} \rho\left(x_{i+\frac{1}{2}}^{-}, y_{j}\right)+z_{9} \rho\left(x_{i+\frac{1}{2}}^{-}, y_{j+\frac{1}{2}}^{-}\right) \\
& +z_{10} \rho\left(x_{i+\frac{1}{2}}^{+}, y_{j-\frac{1}{2}}^{+}\right)+z_{11} \rho\left(x_{i+\frac{1}{2}}^{+}, y_{j}\right)+z_{12} \rho\left(x_{i+\frac{1}{2}}^{+}, y_{j+\frac{1}{2}}^{-}\right) \\
& +\sum_{\beta=2}^{N_{q}-1} \hat{\omega}_{\beta} z_{13, \beta} \rho\left(x_{i-\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+\sum_{\beta=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\beta} z_{13, \beta} \rho\left(x_{i-\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)  \tag{2.57}\\
& +\sum_{\beta=2}^{N_{q}-1} \hat{\omega}_{\beta} z_{14, \beta} \rho\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)+\sum_{\beta=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\beta} z_{14, \beta} \rho\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right) \\
& +\sum_{\beta=2}^{N_{q}-1} \hat{\omega}_{\beta} z_{15, \beta} \rho\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+\sum_{\beta=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\beta} z_{15, \beta} \rho\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right) \\
& +\sum_{\beta=2}^{N_{q}-1} \hat{\omega}_{\beta} z_{16, \beta} \rho\left(x_{i-\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)+\sum_{\beta=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\beta} z_{16, \beta} \rho\left(x_{i-\frac{1}{2}}^{+}, \hat{y}_{\beta}\right),
\end{align*}
$$

The expressions of $z_{1}, \ldots, z_{16, \beta}$ and their estimates can be found in Appendix A.1.5. The conclusion is that all coefficients of point values of $\rho^{n}$ appearing in (2.57) are nonnegative under the CFL condition (2.55), which implies the nonnegativity of II. Similar arguments also apply to III and IV.

Since $\bar{\rho}_{i, j}^{n+1}=\mathrm{I}+\mathrm{II}+\mathrm{III}+\mathrm{IV}$, we finish the proof of positivity of $\bar{\rho}_{i, j}^{n+1}$ by summing up the inequalities of I, II, III and IV.

It remains to show the positivity of specific internal energy of cell averages. Similar to Theorem 2.3.2, we have the result as follows.

Theorem 2.3.5. Given $\mathbf{u}^{n} \in G$, the specific internal energy of the cell averages $e\left(\overline{\mathbf{u}}_{i, j}^{n+1}\right), i=1,2, \ldots N_{x}, j=1,2, \ldots, N_{y}$ of scheme (2.47),(2.52) ,(2.53) and (2.54) are nonnegative under the CFL condition (2.58).

$$
\begin{align*}
& \lambda_{x} \leq \frac{\gamma+1}{4 \alpha_{x}^{2}(\gamma-1)} \min _{i, \beta}\left\{\frac{p\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)^{2}}{C\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)}, \frac{p\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)^{2}}{C\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)}\right\}, \\
& \lambda_{y} \leq \frac{\gamma+1}{4 \alpha_{y}^{2}(\gamma-1)} \min _{\alpha, j}\left\{\frac{p\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)^{2}}{D\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)}, \frac{p\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{+}\right)^{2}}{D\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{+}\right)}\right\}, \tag{2.58}
\end{align*}
$$

where the definitions of the constants are given in Appendix A.1.6.

Proof. By taking $\xi=1$ on $K_{i, j}$ and zero anywhere else in (2.47), (2.52), (2.53) and (2.54), we have the decomposition of $\overline{\mathbf{u}}_{i, j}^{n+1}$ in $x$ and $y$ directions:

$$
\overline{\mathbf{u}}_{i, j}^{n+1}=\mathrm{I}+\mathrm{II},
$$

where

$$
\begin{aligned}
\mathrm{I} & =\frac{1}{2} \overline{\mathbf{u}}_{i, j}^{n}-\lambda_{x} \frac{1}{\Delta y} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \hat{\mathbf{F}}_{i+\frac{1}{2}, j} d y+\lambda_{x} \frac{1}{\Delta y} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \hat{\mathbf{F}}_{i-\frac{1}{2}, j} d y, \\
\mathrm{II} & =\frac{1}{2} \overline{\mathbf{u}}_{i, j}^{n}-\lambda_{y} \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \hat{\mathbf{G}}_{i, j+\frac{1}{2}} d x+\lambda_{y} \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \hat{\mathbf{G}}_{i, j-\frac{1}{2}} d x,
\end{aligned}
$$

where $\hat{\mathbf{F}}_{i+\frac{1}{2}, j}=\hat{\mathbf{f}}_{i+\frac{1}{2}, j}^{\mathrm{LF}}+\Delta t \tilde{\mathbf{f}}_{i+\frac{1}{2}, j}+\Delta t^{2} \check{\mathbf{f}}_{i+\frac{1}{2}, j}, \hat{\mathbf{G}}_{i, j+\frac{1}{2}}=\hat{\mathbf{g}}_{i, j+\frac{1}{2}}^{\mathrm{LF}}+\Delta t \tilde{\mathbf{g}}_{i, j+\frac{1}{2}}+\Delta t^{2} \check{\mathbf{g}}_{i, j+\frac{1}{2}}$ are the total fluxes of LWDG defined before, $\hat{\mathbf{f}}_{i+\frac{1}{2}, j}^{\mathrm{LF}}, \hat{\mathbf{g}}_{i, j+\frac{1}{2}}^{\mathrm{LF}}$ are Lax-Friedriches fluxes,
$\tilde{\mathbf{f}}_{i+\frac{1}{2}, j}, \tilde{\mathbf{g}}_{i, j+\frac{1}{2}}$ and $\check{\mathbf{f}}_{i+\frac{1}{2}, j}, \check{\mathbf{g}}_{i, j+\frac{1}{2}}$ are the second and third order terms in the total flux.

By symmetry and concaveness of the internal energy $\rho e$, it suffices to show $\rho e(\mathrm{I}) \geq$ 0 . We can decompose the term I as

$$
\begin{aligned}
\mathrm{I} & =\frac{1}{2} \sum_{\alpha=1}^{2 N_{q}-1} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\alpha} \hat{\omega}_{\beta} \mathbf{u}^{\alpha, \beta}-\lambda_{x} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \hat{\mathbf{F}}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)+\lambda_{x} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \hat{\mathbf{F}}\left(x_{i-\frac{1}{2}}, \hat{y}_{\beta}\right) \\
& =\frac{1}{2} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \mathbf{H}_{\beta},
\end{aligned}
$$

where $\mathbf{H}_{\beta}=\sum_{\alpha=1}^{2 N_{q}-1} \hat{\omega}_{\alpha} \mathbf{u}^{\alpha, \beta}-2 \lambda_{x}\left(\hat{\mathbf{f}}_{j+\frac{1}{2}}^{\mathrm{LF}}+\Delta t \tilde{\mathbf{f}}_{j+\frac{1}{2}}+\Delta t^{2} \check{\mathbf{f}}_{j+\frac{1}{2}}\right)+2 \lambda_{x}\left(\hat{\mathbf{f}}_{j-\frac{1}{2}}^{\mathrm{LF}}+\Delta t \tilde{\mathbf{f}}_{j-\frac{1}{2}}+\Delta t^{2} \check{\mathbf{f}}_{j-\frac{1}{2}}\right)$

Following the same lines as the proof of Theorem (2.3.2), we can show $\rho e\left(\mathbf{H}_{\beta}\right) \geq$ 0 , which implies $\rho e(\mathrm{I}) \geq 0$

Collecting the above two theorems, we reach our final result.

Theorem 2.3.6. Given $\mathbf{u}^{n} \in G$, we have $\overline{\mathbf{u}}_{i, j}^{n+1} \in G, i=1, \ldots, N_{x}, j=1, \ldots, N_{y}$ for the schemes (2.47), (2.52), (2.53) and (2.54), under the CFL conditions (2.55) and (2.58).

Remark 2.3.1. To this end, we would like to comment on the CFL conditions obtained in this chapter. These conditions are not optimal for bound-preserving since the splitting of cell averages in the proofs are just for the ease of writing and the bounds may not be sharp in some of the estimates. Moreover, the expressions of the CFL conditions are too tedious to be coded up in practice. Therefore, we actually take the CFL conditions of the bound-preserving Euler forward $D G$ schemes derived in [93, 94] as the initial guess in practice, since the Euler forward methods are the first order approximation of the $L W D G$ in our work. Once the initial step size is not small enough to obtain boundedness of the cell averages, we rewind the computation
back to the beginning of the time step with a halved step-size of time. The value of the theoretical proofs in this chapter is that we can be guaranteed to obtain boundpreserving cell averages with finitely many halvings of the time step-size.

We also want to note that, for simplicity, we take the viscosity parameter in the Lax-Friedrichs flux to be global in all proofs. However, the local Lax-Friedrichs flux can be used in the bound-preserving technique as well. In practice, the global LaxFriedrichs flux is more dissipative, thus it may preserve the bounds of target variables more easily, but may result in a more smeared solution.

### 2.4 Scaling limiters

In the Sections 2.2 and 2.3, we have constructed the maximum-principle-satisfying and positivity-preserving LWDG schemes for hyperbolic equations of scalar and system cases. The cell averages of the target variables fall into their physical bounds under appropriate CFL conditions, provided these bounds are satisfied by the entire solution at the previous time level. To close the cycle of the algorithm, it remains to use appropriate scaling limiters to achieve the bound-preserving for the entire solution.

We adopt the following maximum-principle-satisfying limiter for scalar conservation laws. Given $u \in V$ with $m \leq \bar{u}_{j} \leq M, j=1,2, \ldots, N$, define the modified solution $\tilde{u} \in V$ as follows:

$$
\begin{aligned}
& \tilde{u}_{j}(x)=\theta_{j}\left(u_{j}(x)-\bar{u}_{j}\right)+\bar{u}_{j}, \quad \theta_{j}=\min \left\{1, \frac{M-\bar{u}_{j}}{M_{j}-\bar{u}_{j}}, \frac{\bar{u}_{j}-m}{\bar{u}_{j}-m_{j}}\right\}, \\
& M_{j}=\max _{x \in I_{j}} u_{j}(x), \quad m_{j}=\min _{x \in I_{j}} u_{j}(x), \quad j=1,2, \ldots, N .
\end{aligned}
$$

It is clear that the modified solution $\tilde{u}_{j}(x) \in[m, M], j=1, \ldots, N$ and it preserves the cell average. Moreover, it was proved in [92] that such a limiter does not destroy the order of convergence, i.e. $\|u-\tilde{u}\|_{\infty}=O\left(\Delta x^{k+1}\right)$, where $k$ is the order of polynomial space $V$, which is 2 in this chapter. In practice, one usually take the max and min in the definition of $M_{j}$ and $m_{j}$ only over the quadrature points, i.e. $M_{j}=\max _{1 \leq \gamma \leq 2 N_{q}-1} u_{j}\left(\hat{x}_{\gamma}\right), m_{j}=\min _{1 \leq \gamma \leq 2 N_{q}-1} u_{j}\left(\hat{x}_{\gamma}\right)$, as we only need to control the values at quadrature points. Such a treatment does not affect the accuracy and cell average of the modified solution, as indicated in [93], and we shall use this definition in the numerical section.

For the solution $\mathbf{u}=(\rho, m, E)^{T} \in V \times V \times V$ of the Euler equations with $\overline{\mathbf{u}}_{j} \in G, j=1,2, \ldots, N$, we adopt the following limiting process which is introduced in [94] and modified in [80].

First, enforce the positivity of the density function $\rho$ by,

$$
\begin{aligned}
\hat{\rho}_{j}(x) & =\theta_{j}^{\rho}\left(\rho_{j}(x)-\bar{\rho}_{j}\right)+\bar{\rho}_{j}, \quad \theta_{j}^{\rho}=\min \left\{1, \frac{\bar{\rho}_{j}}{\bar{\rho}_{j}-\min _{1 \leq \gamma \leq 2 N_{q}-1} \rho\left(\hat{x}_{\gamma}\right)}\right\}, \\
j & =1,2, \ldots, N .
\end{aligned}
$$

Then let $\hat{\mathbf{u}}_{j}=\left(\hat{\rho}_{j}, m_{j}, E_{j}\right)^{T}$ and define

$$
\begin{aligned}
\tilde{\mathbf{u}}_{j}(x) & =\theta_{j}^{e}\left(\hat{\mathbf{u}}_{j}(x)-\overline{\mathbf{u}}_{j}\right)+\overline{\mathbf{u}}_{j}, \quad \theta_{j}^{e}=\min \left\{1, \frac{\rho e\left(\overline{\mathbf{u}}_{j}\right)}{\rho e\left(\overline{\mathbf{u}}_{j}\right)-\min _{1 \leq \gamma \leq 2 N_{q}-1} \rho e\left(\hat{\mathbf{u}}_{j}\left(\hat{x}_{\gamma}\right)\right)}\right\}, \\
j & =1,2, \ldots, N .
\end{aligned}
$$

It follows from the concaveness of the function $\rho e(\mathbf{u})$ that $\tilde{\mathbf{u}}_{j}\left(\hat{x}_{\gamma}\right) \in G, \gamma=$ $1,2, \ldots, 2 N_{q}-1$, and also it does not destroy accuracy of the solution, see the detailed proof in [94] and [80].

The above limiters are demonstrated based on one space dimension but can be directly extended to multi-dimensions. In implementation, to enhance the stability of algorithms, we can set a threshold $\epsilon=10^{-10}$ and let $\tilde{u}_{j}=\bar{u}_{j}$ if $M-\bar{u}_{j}<\epsilon$ or $\bar{u}_{j}-m<\epsilon$ for scalar conservation law, and $\tilde{\mathbf{u}}_{j}=\overline{\mathbf{u}}_{j}$ if $\bar{\rho}_{j}<\epsilon$ or $\rho e\left(\overline{\mathbf{u}}_{j}\right)<\epsilon$ for the Euler equations.

### 2.5 Numerical tests

In this section, we demonstrate the accuracy and effectiveness of the third order maximum-principle-satisfying and positivity-preserving LWDG schemes by ample numerical tests. The tests are presented from scalar to systems and from one space dimension to two space dimensions with an order of increasing complexity. Most of them can be found in [93, 94, 92, 80].

We have tried both global Lax-Friedrichs and local Lax-Friedrichs fluxes in simulations. The plots of their solutions are very close. However, the accuracy and order of convergence of the global one may be not as good as the local one for some nonlinear problems when the order of DG polynomial space is even, see [15], which is our case. We demonstrate this phenomenon in the tests for Burgers' equation. For all other tests, we only present the results computed using the local Lax-Friedrichs flux to save space. In all the tests, we take the parameters $\beta_{0}=1, \beta_{1}=\frac{1}{6}$ in the DDG fluxes.

As mentioned in Remark 3.1, we take the initial guess of CFL numbers in our tests the same as the bound-preserving Euler forward DG schemes [93, 94], and rewind the computation back to the beginning of the time step with a halved step-size of
time if the cell average of solutions exceed their bounds. We report the number of times that the rewinding happens, together with the total number of time steps in each test. As we will see, the actual CFL conditions of LWDG are almost the same with that of the bound-preserving Euler forward DG schemes in most cases.

### 2.5.1 Scalar conservation laws

Example 2.5.1. We solve the linear equation $u_{t}+u_{x}=0$ in the domain $\Omega=[-1,1]$ with periodic boundary conditions.

To test the accuracy, we take the smooth initial condition $u_{0}(x)=\sin (\pi x)$ and the terminal time $T=1$.

To show the effect of maximum-principle-preserving, we adopt the discontinuous initial condition

$$
u_{0}(x)=\left\{\begin{array}{lc}
1, & -1 \leq x \leq 0 \\
-1, & 0 \leq x \leq 1
\end{array}\right.
$$

and take the terminal time $T=100$.

The errors and order of convergence of the problem with the smooth initial condition are given in Table 2.1, from which the third order accuracy can be clearly observed.

The results of the problem with the discontinuous initial condition is shown in Figure 2.1, where a comparison with the exact solution and the result of the unlimited $L W D G$ solution are given. The effect of maximum-principle-preserving is obvious by comparison.

No rewinding of computation happens in this test.

| $N$ | $L^{1}$ error | order | $L^{\infty}$ error | order |
| :---: | :---: | :---: | :---: | :---: |
| 20 | $2.06 \mathrm{E}-04$ | - | $5.09 \mathrm{E}-04$ | - |
| 40 | $2.48 \mathrm{E}-05$ | 3.05 | $6.38 \mathrm{E}-05$ | 3.00 |
| 80 | $3.08 \mathrm{E}-06$ | 3.01 | $7.97 \mathrm{E}-06$ | 3.00 |
| 160 | $3.85 \mathrm{E}-07$ | 3.00 | $9.97 \mathrm{E}-07$ | 3.00 |
| 320 | $4.81 \mathrm{E}-08$ | 3.00 | $1.25 \mathrm{E}-07$ | 3.00 |
| 640 | $6.01 \mathrm{E}-09$ | 3.00 | $1.56 \mathrm{E}-08$ | 3.00 |

Table 2.1: Results of Example 2.5.1 with smooth initial condition


Figure 2.1: Results of Example 2.5.1 for discontinuous initial condition. $N=160$. Solid line: exact solution; Squares: numerical solution (cell averages).

Example 2.5.2. We solve the Burgers' equation $u_{t}+\left(\frac{u^{2}}{2}\right)_{x}=0$ in the domain $\Omega=[0,2 \pi]$ with initial condition $u_{0}(x)=\frac{1}{2}+\sin (x)$ and periodic boundary conditions.

The solution is smooth up to $t=1$, when shock appears. We list the errors and order of convergence at $T=0.3$ in Table 2.2 for both the local Lax-Friedrichs flux and global Lax-Friedrichs flux, which shows third order accuracy, and plot the comparison of the numerical solution based on the local Lax-Friedrichs flux with the exact solution at $T=2.0$ in Figure 2.2.

No rewinding of computation happens in this test.

|  | Local Lax-Friedrichs Flux |  |  |  | Global Lax-Friedrichs Flux |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $L^{1}$ error | order | $L^{\infty}$ error | order |
| 20 | $9.05 \mathrm{E}-04$ | - | $1.40 \mathrm{E}-03$ | - | $1.05 \mathrm{E}-03$ | - | $1.46 \mathrm{E}-03$ | - |
| 40 | $1.13 \mathrm{E}-04$ | 3.00 | $2.35 \mathrm{E}-04$ | 2.58 | $1.53 \mathrm{E}-04$ | 2.77 | $2.81 \mathrm{E}-04$ | 2.38 |
| 80 | $1.37 \mathrm{E}-05$ | 3.05 | $3.23 \mathrm{E}-05$ | 2.87 | $2.24 \mathrm{E}-05$ | 2.78 | $4.60 \mathrm{E}-05$ | 2.61 |
| 160 | $1.66 \mathrm{E}-06$ | 3.04 | $4.23 \mathrm{E}-06$ | 2.93 | $3.23 \mathrm{E}-06$ | 2.79 | $7.20 \mathrm{E}-06$ | 2.68 |
| 320 | $2.04 \mathrm{E}-07$ | 3.03 | $5.38 \mathrm{E}-07$ | 2.98 | $4.59 \mathrm{E}-07$ | 2.82 | $1.09 \mathrm{E}-06$ | 2.72 |
| 640 | $2.52 \mathrm{E}-08$ | 3.02 | $6.78 \mathrm{E}-08$ | 2.99 | $6.43 \mathrm{E}-08$ | 2.84 | $1.66 \mathrm{E}-07$ | 2.72 |

Table 2.2: Results of Example 2.5.2 at $T=0.3$


Figure 2.2: Results of Example 2.5.2 at $T=2.0 . N=160$. Solid line: exact solution; Squares: numerical solution (cell averages).

Example 2.5.3. We solve the two dimensional linear equation $u_{t}+u_{x}+u_{y}=0$ in the domain $\Omega=[-1,1] \times[-1,1]$ with periodic boundary conditions.

To show the accuracy, we take the smooth initial condition $u_{0}(x, y)=\sin (\pi(x+y))$ and the terminal time $T=1$.

To test the effect of maximum-principle-preserving, we adopt a discontinuous initial condition

$$
u_{0}(x)= \begin{cases}1, & (x, y) \in\left[-\frac{1}{2}, \frac{1}{2}\right]^{2} \\ -1, & \text { elsewhere }\end{cases}
$$

and take the terminal time $T=100$.

The errors and order of convergence for the smooth initial condition are given in Table 2.3, from which the third order accuracy can be observed.

The results of the problem with the discontinuous initial condition is shown in Figure 2.3, where a comparison with the exact solution and the result of the unlimited $L W D G$ solution are given, from which we can see the maximum-principle-preserving limiter works effectively.

No rewinding of computation happens in this test.

| $N_{x} \times N_{y}$ | $L^{1}$ error | order | $L^{\infty}$ error | order |
| :---: | :---: | :---: | :---: | :---: |
| $20 \times 20$ | $7.49 \mathrm{E}-04$ | - | $1.11 \mathrm{E}-03$ | - |
| $40 \times 40$ | $7.99 \mathrm{E}-05$ | 3.23 | $1.29 \mathrm{E}-04$ | 3.11 |
| $80 \times 80$ | $9.71 \mathrm{E}-06$ | 3.04 | $1.61 \mathrm{E}-05$ | 3.00 |
| $160 \times 160$ | $1.21 \mathrm{E}-06$ | 3.01 | $2.01 \mathrm{E}-06$ | 3.00 |
| $320 \times 320$ | $1.51 \mathrm{E}-07$ | 3.00 | $2.51 \mathrm{E}-07$ | 3.00 |
| $640 \times 640$ | $1.89 \mathrm{E}-08$ | 3.00 | $3.14 \mathrm{E}-08$ | 3.00 |

Table 2.3: Results of Example 2.5.3 with smooth initial condition

Example 2.5.4. We solve the two dimensional Burgers' equation $u_{t}+\left(\frac{u^{2}}{2}\right)_{x}+$


Figure 2.3: Results of Example 2.5.3 with discontinuous initial condition cut along the diagonal $(x=y)$ of $\Omega . N_{x}=160, N_{y}=160$. Solid line: exact solution; Squares: numerical solution (cell averages).
$\left(\frac{u^{2}}{2}\right)_{y}=0$ in the domain $\Omega=[0,2 \pi] \times[0,2 \pi]$ with the initial condition $u_{0}(x, y)=$ $\frac{1}{2}+\sin (x+y)$ and periodic boundary conditions.

The solution is smooth up to $t=0.5$, when shock appears. We list the errors and order of convergence for both the local Lax-Friedrichs flux and global Lax-Friedrichs flux, at $T=0.2$ under the $L^{1}$ and $L^{\infty}$ norms in Table 2.4, and plot the comparison of the numerical solution based on the local Lax-Friedrichs flux with the exact solution at $T=1.0$ along the diagonal of $\Omega$ in Figure 2.4.

No rewinding of computation happens in this test.

|  | Local Lax-Friedrichs Flux |  |  |  | Global Lax-Friedrichs Flux |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N_{x} \times N_{y}$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $L^{1}$ error | order | $L^{\infty}$ error | order |
| $20 \times 20$ | $1.06 \mathrm{E}-02$ | - | $5.33 \mathrm{E}-03$ | - | $1.15 \mathrm{E}-02$ | - | $5.38 \mathrm{E}-03$ | - |
| $40 \times 40$ | $1.33 \mathrm{E}-03$ | 2.99 | $7.67 \mathrm{E}-04$ | 2.80 | $1.63 \mathrm{E}-03$ | 2.82 | $8.54 \mathrm{E}-04$ | 2.66 |
| $80 \times 80$ | $1.67 \mathrm{E}-04$ | 3.00 | $1.12 \mathrm{E}-04$ | 2.77 | $2.43 \mathrm{E}-04$ | 2.75 | $1.42 \mathrm{E}-04$ | 2.59 |
| $160 \times 160$ | $2.09 \mathrm{E}-05$ | 3.00 | $1.52 \mathrm{E}-05$ | 2.89 | $3.61 \mathrm{E}-05$ | 2.75 | $2.30 \mathrm{E}-05$ | 2.62 |
| $320 \times 320$ | $2.59 \mathrm{E}-06$ | 3.01 | $1.95 \mathrm{E}-06$ | 2.97 | $5.26 \mathrm{E}-06$ | 2.78 | $3.47 \mathrm{E}-06$ | 2.73 |
| $640 \times 640$ | $3.20 \mathrm{E}-07$ | 3.01 | $2.45 \mathrm{E}-07$ | 2.99 | $7.46 \mathrm{E}-07$ | 2.82 | $4.99 \mathrm{E}-07$ | 2.80 |

Table 2.4: Results of Example 2.5.4 at $T=0.2$


Figure 2.4: Results of Example 2.5.4 cut along the diagonal $(x=y)$ of $\Omega$ at $T=1.0$. $N_{x}=160, N_{y}=160$. Solid line: exact solution; Squares: numerical solution (cell averages).

### 2.5.2 The Euler equations

Example 2.5.5. We solve the one dimensional problem in the domain $\Omega=[0,2 \pi]$ with the initial condition

$$
\rho_{0}(x)=1+0.999 \sin (x), \quad u_{0}(x)=1, \quad p_{0}(x)=1
$$

and periodic boundary conditions. The ratio of specific heat is $\gamma=1.4$.

The exact solution of the problem is

$$
\begin{equation*}
\rho(x, t)=1+0.999 \sin (x-t), \quad u(x, t)=1, \quad p(x, t)=1 . \tag{2.59}
\end{equation*}
$$

This is a low density problem with the minimum density 0.001 . The positivity of density is preserved during simulation and the third order convergence of density at time $T=1$ is shown in Table 2.5.

No rewinding of computation happens in this test.

| $N$ | $L^{1}$ error | order | $L^{\infty}$ error | order |
| :---: | :---: | :---: | :---: | :---: |
| 20 | $1.13 \mathrm{E}-03$ | - | $8.60 \mathrm{E}-04$ | - |
| 40 | $1.40 \mathrm{E}-04$ | 3.01 | $1.07 \mathrm{E}-04$ | 3.01 |
| 80 | $1.72 \mathrm{E}-05$ | 3.02 | $1.34 \mathrm{E}-05$ | 3.00 |
| 160 | $2.14 \mathrm{E}-06$ | 3.01 | $1.65 \mathrm{E}-06$ | 3.02 |
| 320 | $2.67 \mathrm{E}-07$ | 3.00 | $2.04 \mathrm{E}-07$ | 3.01 |
| 640 | $3.33 \mathrm{E}-08$ | 3.00 | $2.55 \mathrm{E}-08$ | 3.01 |

Table 2.5: Results of Example 2.5.5 at $T=1$

Example 2.5.6. We solve the one dimensional problem of blast waves in the domain $\Omega=[0,1]$ with initial condition

$$
\left(\rho_{0}, u_{0}, p_{0}\right)= \begin{cases}\left(1,0,10^{3}\right) & 0 \leq x<0.1 \\ \left(1,0,10^{-2}\right) & 0.1 \leq x<0.9 \\ \left(1,0,10^{2}\right), & 0.9 \leq x<1\end{cases}
$$

and reflective boundary condition. The ratio of specific heat is $\gamma=1.4$.

We plot the density of numerical solutions at $T=0.38$ for $N=200, N=400$, and compare them with the reference solution, which is computed by the WENO-5 scheme on a very fine mesh with 16,000 cells, in Figure 2.5. Since the positivitypreserving limiter only works when the density or pressure is close to zero and no other limiters are used to stabilize shocks in this test, we can observe some oscillations in the figures.

In the test for $N=200$, there are 8 times of rewinding of computation, among a total number of 6,535 time steps. In the test for $N=400$, there are 15 times of rewinding of computation, among a total number of 13, 061 time steps.


Figure 2.5: Results of Example 2.5.6 at $T=0.038$. Solid line: reference solution; Squares: numerical solution (cell averages).

Example 2.5.7. We solve two extreme Riemann problems in one space dimension. The first one is a double rarefaction problem in the domain $\Omega=[-1,1]$ with initial condition

$$
\left(\rho_{0}, u_{0}, p_{0}\right)= \begin{cases}(7,-1,0.2), & x<0 \\ (7,1,0.2), & x>0\end{cases}
$$

The second one is the Leblanc shock tube problem in the domain $\Omega=[-10,10]$ with initial condition

$$
\left(\rho_{0}, u_{0}, p_{0}\right)= \begin{cases}\left(2,0,10^{9}\right), & x<0 \\ \left(10^{-3}, 0,1\right), & x>0\end{cases}
$$

We take the ratio of specific heat $\gamma=1.4$ for both cases. In the first test example, vacuum (zero density) will be generated around the origin in the exact solution. For both problems, simulation will blow up without the positivity-preserving limiter in the tests.

We plot the density of numerical solution of the double rarefaction problem at $T=0.6$ on $N=200$ and $N=400$ meshes, and compare them with the reference solution, which is obtained from the exact Riemann solver [78], in Figure 2.6. The
density of the numerical solution of the Leblanc shock tube problem at $T=0.0001$ on $N=800$ and $N=1,600$ meshes, together with the exact solution from the exact Riemann solver, are shown in Figure 2.7, where the $y$-axis uses log scales. From the figures, we can see that the positivity of density and pressure in both cases are preserved, and the numerical solutions agree with the exact solution well.

No rewinding of computation happens in this test.

Example 2.5.8. We solve the one dimensional Sedov point-blast wave problem [67] in the domain $\Omega=[-2,2]$ with the initial condition

$$
\rho_{0}=1, \quad u_{0}=0, \quad E_{0}= \begin{cases}\frac{3200000}{\Delta x}, & |x| \leq \frac{\Delta x}{2} \\ 10^{-12}, & \text { otherwise }\end{cases}
$$

The ratio of specific heat is $\gamma=1.4$.

This example simulates the point-blast in air, which produces very low density after shock. The simulation will blow up without the positivity-preserving limiter due to the very low density in the exact solution. We plot the simulation results of density, pressure and velocity on $N=201$ and $N=401$ meshes at $T=0.001$ in Figure 2.8.

In the test for $N=201$, there is only once of rewinding of computation, among a total number of 7,377 time steps. In the test for $N=401$, there is only once of rewinding of computation, among a total number of 18, 661 time steps.

Example 2.5.9. We solve the two dimensional problem in the domain $[0,2 \pi]^{2}$ with the initial condition

$$
\rho_{0}(x, y)=1+0.999 \sin (x+y), \quad u_{0}=v_{0}=p_{0}=1
$$



Figure 2.6: Results of Example 2.5.7, the double rarefaction problem, at $T=0.6$. Solid line: reference solution; Squares: numerical solution (cell averages). Left: $N=200 ;$ Right $: N=400$.


Figure 2.7: Results of Example 2.5.7, Leblanc shock tube problem, at $T=0.0001$. Solid line: reference solution; Squares: numerical solution (cell averages). Left: $N=800$; Right: $N=1,600$.


Figure 2.8: Results of Example 2.5.8 at $T=0.001$. Solid line: reference solution; Squares: numerical solution (cell averages). Left: $N=201$; Right: $N=401$.
and periodic boundary conditions. The ratio of specific heat is $\gamma=1.4$.

The exact solution of the problem is

$$
\rho(x, y, t)=1+0.999 \sin (x+y-2 t), \quad u(x, y, t)=v(x, y, t)=p(x, y, t)=1
$$

This is a low density problem with the minimum density 0.001. The positivity of density is preserved during simulation and the third order convergence of density at time $T=0.1$ is shown in Table 2.6.

No rewinding of computation happens in this test.

| $N_{x} \times N_{y}$ | $L^{1}$ error | order | $L^{\infty}$ error | order |
| :---: | :---: | :---: | :---: | :---: |
| $20 \times 20$ | $8.64 \mathrm{E}-03$ | - | $1.23 \mathrm{E}-03$ | - |
| $40 \times 40$ | $1.37 \mathrm{E}-03$ | 2.65 | $2.12 \mathrm{E}-04$ | 2.53 |
| $80 \times 80$ | $1.79 \mathrm{E}-04$ | 2.94 | $2.71 \mathrm{E}-05$ | 2.97 |
| $160 \times 160$ | $2.23 \mathrm{E}-05$ | 3.00 | $3.33 \mathrm{E}-06$ | 3.03 |
| $320 \times 320$ | $2.75 \mathrm{E}-06$ | 3.02 | $4.12 \mathrm{E}-07$ | 3.02 |

Table 2.6: Results of Example 2.5.9 at $T=0.1$

Example 2.5.10. We solve the two dimensional Sedov point-blast wave problem [67] in the domain $\Omega=[0,1.1] \times[0,1.1]$ with the initial condition

$$
\rho_{0}=1, \quad u_{0}=v_{0}=0, \quad E_{0}= \begin{cases}\frac{0.244816}{\Delta x \Delta y}, & (x, y) \in[0, \Delta x] \times[0, \Delta y] \\ 10^{-12}, & \text { otherwise }\end{cases}
$$

and the left and bottom boundary the reflective boundary, and other boundaries the outflow boundary. The ratio of specific heat is $\gamma=1.4$.

We plot the density on $\Omega$ and its profile cut along the diagonal of $\Omega$ at $T=1$ on the $N_{x}=160, N_{y}=160$ mesh, see Figure 2.9. The simulation blows up if the positivity-preserving limiter is not used in the test.

In this test, there are 605 times of rewinding of computation, among a total number of 344,226 time steps.


Figure 2.9: Results of Example 2.5.10 at $T=1$. Solid line: reference solution; Squares: numerical solution (cell averages).

Example 2.5.11. Consider the two-dimensional double Mach reflection problem with a Mach 10 shock in the domain $\Omega=[0,4] \times[0,1]$, with the initial condition

$$
\left(\rho_{0}, u_{0}, v_{0}, p_{0}\right)=\left\{\begin{array}{lll}
\left(8, \frac{33 \sqrt{3}}{8},-\frac{33}{8}, 116.5\right), & y>\sqrt{3}\left(x-\frac{1}{6}\right) & (\text { post-shock }) \\
(1.4,0,0,1), & y<\sqrt{3}\left(x-\frac{1}{6}\right) \quad \text { (pre-shock) }
\end{array}\right.
$$

The left boundary is the inflow boundary, the right boundary is the outflow boundary, $\left\{0 \leq x<\frac{1}{6}, y=0\right\}$ on the bottom is the boundary with post-shock condition, $\left\{\frac{1}{6}<\right.$ $x \leq 4, y=0\}$ on the bottom is the reflective boundary, and the condition on top boundary follows the motion of the shock. We show the results at $T=0.2$ on the $N_{x}=960, N_{y}=240$ mesh in Figure 2.10. The results are comparable with the results in [92].

No rewinding of computation happens in this test.

Example 2.5.12. We solve the two dimensional problem of shock passing a backward facing corner in the domain $\Omega=[1,13] \times[0,11] \cup[0,1] \times[6,11]$, with the initial

(a) Density on $[0,3] \times[0,1]$

(b) 30 equally spaced contour lines from 1.394 to 23.083 for density

Figure 2.10: Results of Example 2.5.11 at $T=0.2$ on $N_{x}=960, N_{y}=240$ mesh.
condition

$$
\left(\rho_{0}, u_{0}, v_{0}, p_{0}\right)=\left\{\begin{array}{lll}
\left(\rho_{*}, u_{*}, v_{*}, p_{*}\right), & x<0.5 & \text { (post-shock) } \\
(1.4,0,0,1), & x>0.5 & \text { (pre-shock) }
\end{array}\right.
$$

where $\left(\rho_{*}, u_{*}, v_{*}, p_{*}\right)=(7.041132906907898,4.07794695481336,0,30.05945)$ are taken such that the shock is right-moving with Mach number 5.09. The boundary $\{x=$ $0,6 \leq y \leq 11\}$ is the inflow boundary, $\{0 \leq x \leq 1, y=6\}$ and $\{x=1,0 \leq y \leq 6\}$ are reflexive boundaries, $\{x=13,0 \leq y \leq 11\}$ and $\{1 \leq x \leq 13, y=0\}$ are outflow boundaries, and the boundary condition on $\{0 \leq x \leq 13, y=11\}$ follows the motion of the shock.

The density and pressure at $T=2.3$ with $\Delta x=\Delta y=\frac{1}{32}$ are presented in Figure 2.11. The results are comparable with the results in [92, 94]

No rewinding of computation happens in this test.

Example 2.5.13. Consider the two-dimensional astrophysical jets problems with very high Mach number. We set the domain $\Omega=[0,0.5] \times[0,0.25]$ with initial condition $\rho_{0}(x, y)=0.5, u_{0}(x, y)=v_{0}(x, y)=0, p_{0}(x, y)=0.4127$. The boundary conditions of the right and top are outflow; the bottom boundary is reflexive; the left boundary is inflow with $(\rho, u, v, p)=(5,800,0,0.4127)$ if $0 \leq y \leq 0.05$, which corresponds to a jet flow of Mach number 2000, while $(\rho, u, v, p)=(0.5,0,0,0.4127)$ otherwise. The ratio of specific heat is $\gamma=5 / 3$.

A combination of the total variation bounded limiter [18] and the flux limiter [98] are used before applying the positivity-preserving limiter in each time stage to reduce the spurious oscillations where the density and pressure are far above zero. We would like to note that, the positivity of density and pressure are preserved during


Figure 2.11: Results of Example 2.5.12 at $T=2.3$.
simulation if only the positivity-preserving limiter is used, however, the simulation blows up very soon without the positivity-preserving limiter. We compute the solution on $N_{x} \times N_{y}=320 \times 160$ grid, and show the density and pressure at $T=5 \times 10^{-4}$ in Figure 2.12.

In this test, there are 1,968,558 times of rewinding of computation, resulting in a total number of 356, 643 time steps. The unusually small CFL number is caused by the TVB limiter adopted, without which there is no rewinding of computation and the CFL number is almost 10 times larger, but the result is oscillatory, though the positivity is preserved. Since the scope of this chapter is on positivity-preserving algorithms, we do not further study more compatible slope limiters for this example here.

(a) Density with $\log$ scale, lower part(b) Pressure with $\log$ scale, lower part flipped from the upper part flipped from the upper part

Figure 2.12: Results of Example 2.5.13 at $T=5 \times 10^{-4}$.

### 2.6 Concluding remarks

In this chapter, we have proposed the third order maximum-principle-satisfying and positivity-preserving discontinuous Galerkin methods for scalar conservation laws
and the Euler equations, respectively, based on the Lax-Wendroff time discretization. The approach here is specified for DG methods with the use of DDG discretization for the second temporal derivative terms. The main contribution of the work is to prove rigorously that, under suitable CFL conditions, the cell average of the unmodulated LWDG scheme at the next time step is bounded, provided the solution stay in the desired bounds at the current time step. The scaling limiters, which were proved not to affect the high order accuracy and mass conservation, can then be used to enforce the bounds for the whole solution at the next time step, hence closing the loop of the bound-preserving LWDG algorithm.

Several possible extensions could be made in future works. For instance, it is of great importance to extend the algorithm to schemes with accuracy higher than third order. It is also meaningful to extend the algorithm from structured grids to unstructured meshes for geometry flexibility. The 3D case of the algorithm will also be studied in the future.

## Chapter Three

## Positivity-preserving discontinuous Galerkin methods for stationary hyperbolic equations

### 3.1 Introduction

In this chapter, we are interested in numerical methods for stationary hyperbolic equations. In the one dimensional space, we consider the variable coefficient and nonlinear stationary hyperbolic equations

$$
\begin{equation*}
(a(x) u)_{x}+\lambda u=f(x), \quad x \in \Omega=[0,1], \tag{3.1}
\end{equation*}
$$

where $a(x)$ does not change sign and, without loss of generality $a(x)>0$, and

$$
\begin{equation*}
(a(u) u)_{x}+\lambda u=f(x), \quad x \in \Omega=[0,1], \tag{3.2}
\end{equation*}
$$

where $a(u)$ does not change sign and, without loss of generality $a(u)>0$. Here $\lambda \geq 0$ is a constant. In two and three dimensional spaces, we consider the constant coefficient stationary hyperbolic equations

$$
\begin{equation*}
a u_{x}+b u_{y}+\lambda u=f(x, y), \quad(x, y) \in \Omega=[0,1]^{2}, \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
a u_{x}+b u_{y}+c u_{z}+\lambda u=f(x, y, z), \quad(x, y, z) \in \Omega=[0,1]^{3}, \tag{3.4}
\end{equation*}
$$

respectively, where $\lambda \geq 0$ is a constant and, without loss of generality, we assume $a, b, c>0$.

The stationary hyperbolic equations (3.1)-(3.4) have wide applications in steadystate transport problems. Moreover, the equations form the building block of the linear radiative transfer equation (RTE), which is an integro-differential equation that describes the distribution of radiative intensity in a medium, based on the
discrete-ordinate method (DOM) $[24,37]$ and iterative procedure on the source terms, see $[90,46]$ for more details.

The discontinuous Galerkin (DG) method is one of the most popular numerical methods to solve hyperbolic equations, for its advantages in obtaining high order accuracy, flexibility for complex geometry and easiness to be parallelized. In 1973, Reed and Hill [62] proposed the first DG scheme to solve the linear steady-state RTE for neutron transport problems. It was later developed into Runge-Kutta discontinuous Galerkin (RKDG) methods by Cockburn et al. in a series of papers $[17,16,14,13,18]$ to solve time-dependent hyperbolic equations such as the Burgers equation, Euler equations, and shallow water equations, etc. In this chapter, we will adopt the classic DG method to solve the stationary hyperbolic equations.

For stationary hyperbolic equations, it is well-known that their physical solutions satisfy the positivity-preserving property, i.e. the solutions are nonnegative, provided the corresponding boundary conditions and source terms are nonnegative. When designing numerical methods, one naturally wants to maintain the positivity-preserving property on the numerical solution, since negative values are not only physically unacceptable, but also may cause severe robustness issues in the simulations, especially when coupled with other physical systems.

There have been intensive studies on positivity-preserving DG methods. In 2010, the genuinely maximum-principle-satisfying DG method was proposed by Zhang et al. in [93] for time-dependent scalar hyperbolic equations. The method is called positivity-preserving when the lower bound in the maximum-principle is zero, which is the case in our problems. The general framework of the positivity-preserving method is composed of two parts. The first part is to obtain the solution at the next time step with nonnegative cell averages from the original, unlimited DG scheme,
probably under certain step-size conditions. Once the cell averages of solution are guaranteed nonnegative, the scaling limiter in [93], which maintains the high order accuracy and mass conservation, is applied to modify the solution such that the entire solution becomes nonnegative. Based on this simple but powerful framework, positivity-preserving and maximum-principle-satisfying DG methods for timedependent problems have been rapidly developed later, e.g. for the Euler equations [94, 95], Navier-Stokes equations [92, 44], shallow water equations[82, 81], convectiondiffusion equations [96, 83], and compressible miscible displacements [29], among others.

In 2016, Yuan et al. [90] proposed a high order positivity-preserving DG method for constant coefficient stationary hyperbolic equations. Taking the one dimensional case as an example, their algorithm is as follows: Firstly, they proved a fundamental result that the numerical solution $u(x)$ solved from the unmodulated DG method satisfies $\max \left\{\bar{u}_{K}, u_{K}\left(x_{c}\right)\right\} \geq 0$ on every cell $K$ of the mesh, where $\bar{u}_{K}$ is the cell average on $K$, and $x_{c}$ is the right end point (the downwind point) of $K$. They then modify the solution $u_{K}(x)$ on cell $K$ based on the principle that, if $\bar{u}_{K} \geq 0$, the conservative scaling limiter [93]

$$
\begin{equation*}
\tilde{u}_{K}(x)=\theta\left(u_{K}(x)-\bar{u}_{K}\right)+\bar{u}_{K}, \text { where } \theta=\min \left\{\frac{\bar{u}_{K}}{\bar{u}_{K}-\min _{K} u_{K}(x)}, 1\right\} \tag{3.5}
\end{equation*}
$$

is applied, otherwise a non-conservative rotational limiter [90] centered at $x_{c}$ is used. Their algorithm can maintain positivity without affecting high order accuracy, however, since the cell average $\bar{u}_{K}$ can be changed by the rotation, the algorithm is not conservative in general, which is also true when the algorithm is extended to two-dimensional rectangular [90] or triangular [91] meshes. In 2018, Ling et al. [46] improved the result by rigorously proving that the solution of the unmodulated DG method in one dimension actually satisfies $\bar{u}_{K} \geq 0$ for all $K$. Therefore the scaling
limiter (3.5) can always be used, which yields a high order conservative positivitypreserving DG method. In their work, a special test function $\xi$ that recovers cell averages $\bar{u}_{K}$ from the left hand side of the DG scheme was proved to be nonnegative, which implies $\bar{u}_{K} \geq 0$ since the source term and boundary terms on the right hand side of the DG scheme are both nonnegative, see more details in [46]. Unfortunately, direct extension to two dimensions fails due to the fact that such test function $\xi$ is no longer nonnegative over the cell in rectangular meshes, even for second order DG method with $P^{1}$ or $Q^{1}$ spaces. Instead, the authors obtained a second order positivity-preserving conservative scheme on rectangular meshes by augmenting the $P^{1}$ finite element space, but the extension of this approach to higher space dimensions or to higher order schemes was not carried out in [46] and is highly nontrivial.

In this chapter, we further investigate high order conservative positivity-preserving DG method for stationary hyperbolic equations. We put our effort on proving the positivity of cell averages of the scheme so that the conservative scaling limiter (3.5) can be applied directly to maintain high order accuracy and positivity. The main difficulty is that the unmodulated DG method fails in positivity-preserving for cell averages in all the equations we consider in this chapter, which will be illustrated by concrete examples in later sections. To resolve this difficulty, we modify the original DG method by adopting appropriate quadrature rules to replace the exact integrals in the schemes, which is a common practice in the implementation of DG schemes, not only because the exact integral is often difficult to obtain, but also for the purpose of achieving specific properties, e.g. maximum-principle-satisfying [93] or entropy stability [10]. The quadrature rules adopted in the schemes are easy to implement and can be directly extended to high dimensions. More importantly, we will show that the cell averages of the DG schemes with such quadrature rules are positive, by proving the positivity of the test function that recovers the cell average
from the left hand side of the schemes.

The rest of the chapter is organized as follows. In Section 3.2, we propose the conservative positivity-preserving method in the one dimensional space by introducing the desired quadrature rules in the DG formulation, which do not evaluate the integrals in the DG scheme exactly. We give an example to explain why such quadratures are necessary, and rigorously prove the positivity-preserving property of our method. In Section 3.3, we propose the positivity-preserving DG methods for two and three space dimensions, based on direct extensions from the 1D algorithm. We detail the implementation of the positivity-preserving scaling limiter (3.5) and summarize the complete positivity-preserving algorithm in Section 3.4. The good performance of the schemes are demonstrated by ample numerical experiments in Section 3.5. Due to the inaccurate quadrature, the order of convergence is suboptimal in two and three space dimensions, but we observe optimal convergence in all one dimensional tests. Finally, we end in Section 3.6 with concluding remarks.

### 3.2 Numerical algorithm in one space dimension

In this section, we construct high order conservative positivity-preserving DG methods for stationary hyperbolic equations (3.1) and (3.2) in the one dimensional space. The schemes can be arbitrarily high order for the case of (3.1) with $\lambda=0$, but for the other cases we are only able to prove the positivity-preserving property for $P^{1}$ and $P^{2}$ (second and third order) DG schemes.

### 3.2.1 Notations

We take the partition $0=x_{\frac{1}{2}}<x_{\frac{3}{2}}<\cdots<x_{N+\frac{1}{2}}=1$ on $\Omega=[0,1]$, and denote the $j$-th cell by $I_{j}=\left[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}\right]$, with the cell size $\Delta x_{j}=x_{j+\frac{1}{2}}-x_{j-\frac{1}{2}}$ and the cell center $x_{j}=\frac{1}{2}\left(x_{j-\frac{1}{2}}+x_{j+\frac{1}{2}}\right)$ for $j=1,2, \ldots, N$.

The finite element space of $P^{k}$-DG scheme is defined as

$$
\begin{equation*}
V_{h}^{k}=\left\{v \in L^{2}([0,1]):\left.v\right|_{I_{j}} \in P^{k}\left(I_{j}\right), j=1,2, \ldots, N\right\}, \tag{3.6}
\end{equation*}
$$

where $P^{k}(I)$ is the polynomial space of order no greater than $k$ on $I$. For $v \in V_{h}^{k}$, we define the cell average $\bar{v}_{j}=\frac{1}{\Delta x_{j}} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} v(x) d x$ on $I_{j}$. Moreover, we denote by $v_{j+\frac{1}{2}}^{-}$ and $v_{j+\frac{1}{2}}^{+}$the left and right limits of $v$ at $x_{j+\frac{1}{2}}$, respectively, i.e. $v_{j+\frac{1}{2}}^{ \pm}=v\left(x_{j+\frac{1}{2}} \pm 0\right)$.

For the purpose of positivity-preserving, we adopt the Gauss-Legendre quadrature rule of $k$ points to evaluate volume integrals in the $P^{k}$ - DG scheme, and denote this quadrature by $f_{I_{j}} v(x) d x=\Delta x_{j} \sum_{\alpha=1}^{k} \hat{\omega}_{\alpha} v\left(\hat{x}_{\alpha}\right)$, where $\left\{\hat{x}_{\alpha}, \alpha=1, \ldots, k\right\}$ are the quadrature points on $I_{j}$ and $\left\{\hat{\omega}_{\alpha}, \alpha=1, \ldots, k\right\}$ are the quadrature weights satisfying $\sum_{\alpha=1}^{k} \hat{\omega}_{\alpha}=1$.

### 3.2.2 Variable coefficient stationary hyperbolic equation in one space dimension

Consider the variable coefficient stationary hyperbolic equation (3.1) with $f(x) \geq 0$ in $\Omega$. As mentioned before, without loss of generality we assume $a(x)>0$ and the corresponding boundary condition $u(0)=u_{0} \geq 0$. The case $a(x)<0$ with the boundary condition $u(1)=u_{0} \geq 0$ can be obtained by the change of variable
$x^{\prime}=1-x$.

Firstly, we give an example to show that the original DG scheme with exact integrals may produce negative cell averages, even when the upwind boundary condition and the source term are both positive. The original $P^{k}$-DG scheme of the equation (3.1) is to seek $u \in V_{h}^{k}$, s.t. $\forall w \in V_{h}^{k}$,

$$
\begin{equation*}
-\int_{I_{j}}\left(a(x) u w_{x}-\lambda u w\right) d x+a\left(x_{j+\frac{1}{2}}\right) u_{j+\frac{1}{2}}^{-} w_{j+\frac{1}{2}}^{-}=a\left(x_{j-\frac{1}{2}}\right) u_{j-\frac{1}{2}}^{-} w_{j-\frac{1}{2}}^{+}+\int_{I_{j}} f w d x, \tag{3.7}
\end{equation*}
$$

for $j=1,2, \ldots, N$, where we let $u_{\frac{1}{2}}^{-}=u_{0}$. We adopt the $P^{1}$-DG scheme and take $a(x)=1+x, \lambda=0$ and $u_{0}>0$. It is easy to check that $\xi(x)=\frac{6+5 \Delta x_{1}}{6+8 \Delta x_{1}+2 \Delta x_{1}^{2}}-$ $\frac{3 x}{\Delta x_{1}\left(3+\Delta x_{1}\right)}$ is the unique function in $P^{1}\left(I_{1}\right)$ such that $-\int_{I_{1}} a(x) v \xi_{x} d x+a\left(x_{\frac{3}{2}}\right) v_{\frac{3}{2}}^{-} \xi_{\frac{3}{2}}^{-}=$ $\bar{v}_{1}$ for all $v \in V_{h}^{1}$, and $\xi\left(x_{\frac{3}{2}}\right)=-\frac{\Delta x_{1}}{2\left(3+4 \Delta x_{1}+\Delta x_{1}^{2}\right)}<0$. By taking the test function $w=\xi$ (where we extend $w=0$ outside $I_{1}$ ) in the scheme, we can construct $f(x) \geq 0$ that takes large values around $x_{\frac{3}{2}}$ such that $\bar{u}_{1}=a(0) u_{0} \xi\left(x_{\frac{1}{2}}\right)+\int_{I_{1}} f \xi d x<0$. One can check that if we adopt $P^{2}, P^{3}, P^{4}, P^{5}$-DG schemes and take $a(x)=1+x^{2}, a(x)=$ $1+x^{3}, a(x)=1+x^{4}, a(x)=1+x^{5}$, respectively, negative cell averages may also appear following the same lines, see the details in Appendix B.2.

However, we are going to show that the positivity-preserving property can be achieved simply by replacing the exact integrals in the scheme by the Gauss-Legendre quadratures of $k$ points. The positivity-preserving $P^{k}$-DG scheme of (3.1) is to seek $u \in V_{h}^{k}$, s.t. $\forall w \in V_{h}^{k}$,

$$
\begin{equation*}
-f_{I_{j}}\left(a(x) u w_{x}-\lambda u w\right) d x+a\left(x_{j+\frac{1}{2}}\right) u_{j+\frac{1}{2}}^{-} w_{j+\frac{1}{2}}^{-}=a\left(x_{j-\frac{1}{2}}\right) u_{j-\frac{1}{2}}^{-} w_{j-\frac{1}{2}}^{+}+f_{I_{j}} f w d x, \tag{3.8}
\end{equation*}
$$

for $j=1,2, \ldots, N$.

Cockburn et al. have proved in [13] that a sufficient condition for the quadra-
ture in $P^{k}$-DG scheme to attain optimal convergence is to have algebraic degree of accuracy $2 k$. Though this condition is not satisfied by the quadrature in (3.8), we observe optimal order of convergence in all one dimensional tests.

Based on the framework of [93], we only need to put our effort on proving the positivity of cell averages of the scheme (3.8), then the scaling limiter (3.5) can be used to achieve positivity of the entire solution without losing mass conservation and accuracy. Same as in [46], it suffices to prove the positivity of the test function $\xi \in V_{h}^{k}$ that recovers the cell average of the solution from the left hand side of the scheme (3.8).

We assume that $a(x) \in C^{k}\left(I_{j}\right), j=1,2, \ldots, N$, in the $P^{k}$-DG scheme to make sense of some norms to be used. We first consider the case $\lambda=0$ and give the main result as follows.

Lemma 3.2.1. Define $\xi(x)=\frac{1}{\Delta x_{j}} \int_{x}^{x_{j+\frac{1}{2}}} \mathcal{L}\left[\frac{1}{a(t)}\right] d t$ for $x \in I_{j}$, where $\mathcal{L}[\cdot]$ is the Lagrange interpolation operator at the Gauss-Legendre points $\left\{\hat{x}_{\alpha}\right\}_{\alpha=1}^{k}$, then $\xi$ is the unique function in $P^{k}\left(I_{j}\right)$ that satisfies

$$
\begin{equation*}
-\oint_{I_{j}} a(x) v \xi_{x} d x+a\left(x_{j+\frac{1}{2}}\right) v_{j+\frac{1}{2}}^{-} \xi_{j+\frac{1}{2}}^{-}=\bar{v}_{j}, \quad \forall v \in P^{k}\left(I_{j}\right) . \tag{3.9}
\end{equation*}
$$

Moreover, for $k=1, \xi \geq 0$ on $I_{j}$; for $k \geq 2, \xi \geq 0$ on $I_{j}$ if the mesh size satisfies

$$
\begin{equation*}
\Delta x_{j} \leq\left(\frac{(2 k)!}{k!\|a(x)\|_{L^{\infty}\left(I_{j}\right)}\left\|\frac{d^{k}}{d x^{k}}\left(\frac{1}{a(x)}\right)\right\|_{L^{\infty}\left(I_{j}\right)}}\right)^{\frac{1}{k}} \tag{3.10}
\end{equation*}
$$

Proof. By definition, $\xi \in P^{k}\left(I_{j}\right), \xi_{x}(x)=-\frac{1}{\Delta x_{j}} \mathcal{L}\left[\frac{1}{a(t)}\right](x)$, and $\xi_{j+\frac{1}{2}}^{-}=0$. Therefore,
it follows from direct computation that, $\forall v \in P^{k}\left(I_{j}\right)$,

$$
\begin{aligned}
& -f_{I_{j}} a(x) v \xi_{x} d x+a\left(x_{j+\frac{1}{2}}\right) v_{j+\frac{1}{2}}^{-} \xi_{j+\frac{1}{2}}^{-} \\
= & \sum_{\alpha=1}^{k} \hat{\omega}_{\alpha} a\left(\hat{x}_{\alpha}\right) v\left(\hat{x}_{\alpha}\right) \mathcal{L}\left[\frac{1}{a(t)}\right]\left(\hat{x}_{\alpha}\right)+0 \\
= & \sum_{\alpha=1}^{k} \hat{\omega}_{\alpha} v\left(\hat{x}_{\alpha}\right)=\bar{v}_{j},
\end{aligned}
$$

where the last equality holds because the $k$-point Gauss-Legendre quadrature is exact for integrals of polynomials of order at most $k$.

As for the uniqueness, we consider the corresponding homogeneous linear problem: Find $\eta \in P^{k}\left(I_{j}\right)$, s.t.

$$
-f_{I_{j}} a(x) v \eta_{x} d x+a\left(x_{j+\frac{1}{2}}\right) v_{j+\frac{1}{2}}^{-} \eta_{j+\frac{1}{2}}^{-}=0, \quad \forall v \in P^{k}\left(I_{j}\right) .
$$

If we take $v$ as the $k+1$ Lagrange basis at $\hat{x}_{1}, \hat{x}_{2}, \ldots, \hat{x}_{k}, x_{j+\frac{1}{2}}$, the above linear problem is converted to the system of linear equations

$$
\left\{\begin{array}{l}
\eta_{x}\left(\hat{x}_{\alpha}\right)=0, \quad \alpha=1,2, \ldots, k \\
\eta\left(x_{j+\frac{1}{2}}\right)=0
\end{array}\right.
$$

Since $\eta_{x} \in P^{k-1}\left(I_{j}\right)$, we have $\eta_{x} \equiv 0$ from the uniqueness of Lagrange interpolation, which implies $\eta \equiv 0$ since $\eta\left(x_{j+\frac{1}{2}}\right)=0$. Therefore, the function satisfying (3.9) is unique in $P^{k}\left(I_{j}\right)$.

To show the positivity of $\xi$, it suffices to prove its integrand $\mathcal{L}\left[\frac{1}{a(x)}\right] \geq 0$ on $I_{j}$. When $k=1$, this is clear because the Lagrange interpolant $\mathcal{L}\left[\frac{1}{a(x)}\right]=\frac{1}{a\left(\hat{x}_{1}\right)}$ is a constant. When $k \geq 2$, we need the error formula[6] of the Lagrange polynomial for
$g(x) \in C^{k}\left(I_{j}\right)$ interpolating at $\hat{x}_{1}, \ldots, \hat{x}_{k}$,

$$
g(x)-\mathcal{L}[g](x)=\frac{g^{(k)}(\zeta(x))}{k!}\left(x-\hat{x}_{1}\right)\left(x-\hat{x}_{2}\right) \cdots\left(x-\hat{x}_{k}\right),
$$

where $\zeta(x) \in I_{j}$ is generally unknown. Moreover, let us recall that the standard $k$-th order Legendre polynomial satisfies $\left|P_{k}(r)\right| \leq 1$ for $r \in[-1,1]$, and has the explicit formula

$$
P_{k}(r)=\frac{(2 k)!}{2^{k}(k!)^{2}}\left(r-\hat{r}_{1}\right)\left(r-\hat{r}_{2}\right) \cdots\left(r-\hat{r}_{k}\right),
$$

where $\hat{r}_{1}, \hat{r}_{2}, \ldots, \hat{r}_{k}$ are the roots of the $k$-th order Legendre polynomial. The properties of the Legendre polynomials imply $\left|\frac{1}{k!}\left(x-\hat{x}_{1}\right)\left(x-\hat{x}_{2}\right) \cdots\left(x-\hat{x}_{k}\right)\right|=\frac{\left(\Delta x_{j}\right)^{k} k!}{(2 k)!}$ $\left|P_{k}\left(\frac{x-\frac{1}{2}\left(x_{j-\frac{1}{2}}+x_{j+\frac{1}{2}}\right)}{\Delta x_{j} / 2}\right)\right| \leq \frac{\left(\Delta x_{j}\right)^{k} k!}{(2 k)!}$. Therefore, we have the lower bound estimates for $\mathcal{L}\left[\frac{1}{a(x)}\right]$ on $I_{j}$ as follows,

$$
\begin{aligned}
\mathcal{L}\left[\frac{1}{a(t)}\right](x) & =\frac{1}{a(x)}-\left.\frac{d^{k}}{d x^{k}}\left(\frac{1}{a(x)}\right)\right|_{x=\zeta} \cdot \frac{1}{k!}\left(x-\hat{x}_{1}\right)\left(x-\hat{x}_{2}\right) \cdots\left(x-\hat{x}_{k}\right) \\
& \geq \frac{1}{\|a(x)\|_{L^{\infty}\left(I_{j}\right)}}-\frac{\left(\Delta x_{j}\right)^{k} k!}{(2 k)!}\left\|\frac{d^{k}}{d x^{k}}\left(\frac{1}{a(x)}\right)\right\|_{L^{\infty}\left(I_{j}\right)} \\
& \geq 0, \quad \forall x \in I_{j},
\end{aligned}
$$

under the condition $\Delta x_{j} \leq\left(\frac{(2 k)!}{k!\|a(x)\|_{L^{\infty}\left(I_{j}\right)} \| d^{k}\left(\frac{1}{d x^{k}}\left(\frac{1}{a(x)}\right) \|_{L^{\infty}\left(I_{j}\right)}\right.}\right)^{\frac{1}{k}}$ on the mesh size.
Remark 3.2.1. The condition (3.10) is drawn from the requirement that the Lagrange interpolation $\mathcal{L}\left[\frac{1}{a(x)}\right]$ being nonnegative on $I_{j}$. Since we have assumed the smoothness of $a(x)$, which implies $\frac{1}{a(x)}$ is smooth and lower bounded away from zero, the mesh size condition should not be severe. Indeed, since we merely need the integration $\int_{x}^{x_{j+\frac{1}{2}}} \mathcal{L}\left[\frac{1}{a(t)}\right] d t \geq 0, x \in I_{j}$, to guarantee the positivity of $\xi$, the actual condition needed on the mesh size may be even more relaxed.

Based on the lemma above, if we assume the inflow condition $u_{j-\frac{1}{2}}^{-} \geq 0$, we can
immediately obtain the positivity of $\bar{u}_{j}$ by taking the test function $w=\xi$ (extend $\xi=0$ outside $I_{j}$ ) in the scheme (3.8) and using the fact that the source term $f$ and coefficient $a(x)$ are positive. We can therefore obtain the result for the positivitypreserving property of the scheme (3.8) with $\lambda=0$ as follows.

Theorem 3.2.2. For the variable coefficient stationary hyperbolic equation (3.1) with $\lambda=0$, if the source term and inflow conditions from upstream cells (including the inflow condition on the first cell) are positive, then the cell averages of the scheme (3.8) are positive, under the mesh size condition in Lemma 3.2.1.

We then consider the case $\lambda>0$ and give the main result as follows.

Lemma 3.2.3. Define the functions

$$
\xi_{1}(x)=\frac{2\left(x_{j+\frac{1}{2}}-x\right)}{\Delta x_{j}\left(2 a\left(\hat{x}_{1}\right)+\lambda \Delta x_{j}\right)}, \quad x \in I_{j},
$$

and

$$
\xi_{2}(x)=\frac{6\left(x_{j+\frac{1}{2}}-x\right)\left(\tilde{\lambda}\left(x-x_{j-\frac{1}{2}}\right)+a\left(\hat{x}_{1}\right)+a\left(\hat{x}_{2}\right)\right)}{\Delta x_{j}\left(12 a\left(\hat{x}_{1}\right) a\left(\hat{x}_{2}\right)+3 \Delta x_{j} \lambda\left(a\left(\hat{x}_{1}\right)+a\left(\hat{x}_{2}\right)\right)+\Delta x_{j}^{2} \lambda^{2}\right)}, \quad x \in I_{j},
$$

where $\tilde{\lambda}=\lambda+\frac{\sqrt{3}\left(a\left(\hat{x}_{1}\right)-a\left(\hat{x}_{2}\right)\right)}{\Delta x_{j}}$, for $P^{1}-D G$ and $P^{2}-D G$ schemes, respectively, then $\xi_{1}$ and $\xi_{2}$ are the unique functions in $P^{k}\left(I_{j}\right)$ that satisfies

$$
\begin{equation*}
-f_{I_{j}}\left(a(x) v \xi_{x}-\lambda v \xi\right) d x+a\left(x_{j+\frac{1}{2}}\right) v_{j+\frac{1}{2}}^{-} \xi_{j+\frac{1}{2}}^{-}=\bar{v}_{j}, \quad \forall v \in P^{k}\left(I_{j}\right), \tag{3.11}
\end{equation*}
$$

for $k=1$ and $k=2$, respectively.

Moreover, $\xi_{1} \geq 0$ on $I_{j} ; \xi_{2} \geq 0$ on $I_{j}$ if $\lambda \geq p_{j}(a)$, or otherwise $\Delta x_{j} \leq$
$\frac{2 \min _{x \in I_{j}} a(x)}{p_{j}(a)-\lambda}$, where $p_{j}(\cdot)$ is the one-sided Lipschitz seminorm [5] defined as

$$
p_{j}(v)=\sup _{x, y \in I_{j}, x \neq y}\left(\frac{v(x)-v(y)}{x-y}\right)_{+}, \text {where } z_{+}=\max (0, z) \text {. }
$$

Proof. It is easy to check by solving the linear equation/system that $\xi_{1}(x)$ and $\xi_{2}(x)$ are the unique solutions of the linear problem (3.11) for $k=1$ and $k=2$, respectively.

It is also clear that $\xi_{1}(x) \geq 0$ on $I_{j}$, since $a(x), \lambda>0$ by assumption.

As for $k=2$, the positivity of $\xi_{2}(x)$ is always the same to its factor $\tilde{\lambda}\left(x-x_{j-\frac{1}{2}}\right)+$ $a\left(\hat{x}_{1}\right)+a\left(\hat{x}_{2}\right)$. Note that $\tilde{\lambda}=\lambda-\frac{a\left(\hat{x}_{1}\right)-a\left(\hat{x}_{2}\right)}{\hat{x}_{1}-\hat{x}_{2}} \geq \lambda-p_{j}(a)$, thereby $\tilde{\lambda}\left(x-x_{j-\frac{1}{2}}\right)+$ $a\left(\hat{x}_{1}\right)+a\left(\hat{x}_{2}\right) \geq a\left(\hat{x}_{1}\right)+a\left(\hat{x}_{2}\right) \geq 0$ if $\lambda \geq p_{j}(a)$, or $\tilde{\lambda}\left(x-x_{j-\frac{1}{2}}\right)+a\left(\hat{x}_{1}\right)+a\left(\hat{x}_{2}\right) \geq$ $a\left(\hat{x}_{1}\right)+a\left(\hat{x}_{2}\right)-\left(p_{j}(a)-\lambda\right) \Delta x_{j} \geq 0$ if $\lambda<p_{j}(a)$. Both cases indicate that $\xi_{2}(x) \geq 0$ on $I_{j}$.

Following the same arguments as before, we can immediately get the positivity of $\bar{u}_{j}$ if we assume the positivity of the inflow condition and the source term. We can therefore obtain the result for the positivity-preserving property of the scheme (3.8) with $\lambda>0$ (in fact it also applies to the case of $\lambda=0$ ) as follows.

Theorem 3.2.4. For the variable coefficient stationary hyperbolic equation (3.1) with $\lambda>0$, if the source term and the inflow conditions from upstream cells (including the inflow condition on the first cell) are positive, then the cell averages of the scheme (3.8) are positive, under the conditions in Lemma 3.2.3.

Remark 3.2.2. We are only able to prove the positivity-preserving property for $P^{k}{ }_{-}$ $D G$ methods with $k=1$ and $k=2$ here. For the cases $k \geq 3$, the positivity of test function $\xi$ satisfying (3.11) is too complicated to be analyzed generally. However,
we have investigated these cases for some special $a(x)$ and the results are promising, which are shown in Appendix B.2.

### 3.2.3 Nonlinear stationary hyperbolic equation in one space dimension

Consider the nonlinear stationary hyperbolic equation (3.2) with $f \geq 0$ in $\Omega$. We assume $a(u) \geq c>0, \frac{d(a(u) u)}{d u}>0$ for all $u$, and the boundary condition $u(0) \geq 0$.

Formally, we still have the same positivity-preserving results as in the variable coefficient case if we adopt the scheme: seek $u \in V_{h}^{k}$, s.t. $\forall w \in V_{h}^{k}$,

$$
\begin{equation*}
-f_{I_{j}}\left(a(u) u w_{x}-\lambda u w\right) d x+a\left(u_{j+\frac{1}{2}}^{-}\right) u_{j+\frac{1}{2}}^{-} w_{j+\frac{1}{2}}^{-}=a\left(u_{j-\frac{1}{2}}^{-}\right) u_{j-\frac{1}{2}}^{-} w_{j-\frac{1}{2}}^{+}+\oint_{I_{j}} f w d x \tag{3.12}
\end{equation*}
$$

for $j=1,2, \ldots, N$, since $a(u)$ in the scheme can be regarded as $a(u(x))$ in the variable coefficient case. However, because $u(x)$ is unknown, the mesh size conditions established before for positivity-preserving is unavailable for $k \geq 2$. To resolve this difficulty, we give a $P^{2}$-DG scheme which is positivity-preserving on arbitrary meshes: seek $u \in V_{h}^{2}$, s.t. $\forall w \in V_{h}^{2}$,

$$
\begin{equation*}
-f_{I_{j}}\left(a(u) u w_{x}-\lambda u w\right) d x+a\left(u_{j+\frac{1}{2}}^{-}\right) u_{j+\frac{1}{2}}^{-} w_{j+\frac{1}{2}}^{-}=a\left(u_{j-\frac{1}{2}}^{-}\right) u_{j-\frac{1}{2}}^{-} w_{j-\frac{1}{2}}^{+}+f_{I_{j}} f w d x, \tag{3.13}
\end{equation*}
$$

for $j=1,2, \ldots, N$, where $f_{I_{j}}$ denotes the Simpson's quadrature rule.

We give the main result for the $P^{2}$-DG scheme (3.13) as follows.

Lemma 3.2.5. Let $u(x)$ be the solution of the scheme (3.13) and define the function
$\xi(x)=\frac{6\left(x_{j+\frac{1}{2}}-x\right)\left(\tilde{\lambda}\left(x-x_{j-\frac{1}{2}}\right)+a\left(u\left(\hat{x}_{1}\right)\right)+a\left(u\left(\hat{x}_{2}\right)\right)\right)}{\Delta x_{j}\left(12 a\left(u\left(\hat{x}_{1}\right)\right) a\left(u\left(\hat{x}_{2}\right)\right)+3 \Delta x_{j} \lambda\left(a\left(u\left(\hat{x}_{1}\right)\right)+a\left(u\left(\hat{x}_{2}\right)\right)\right)+\Delta x_{j}^{2} \lambda^{2}\right)}, \quad x \in I_{j}$,
where $\tilde{\lambda}=\lambda+\frac{\sqrt{3}\left(a\left(u\left(\hat{x}_{1}\right)\right)-a\left(u\left(\hat{x}_{2}\right)\right)\right)}{\Delta x_{j}}$, then $\xi \in P^{2}\left(I_{j}\right)$ satisfies

$$
\begin{equation*}
-f_{I_{j}}\left(a(u) v \xi_{x}-\lambda v \xi\right) d x+a\left(u_{j+\frac{1}{2}}^{-}\right) v_{j+\frac{1}{2}}^{-} \xi_{j+\frac{1}{2}}^{-}=\bar{v}_{j}, \quad \forall v \in P^{2}\left(I_{j}\right) \tag{3.15}
\end{equation*}
$$

Moreover, $\xi \geq 0$ at the points $\left\{x_{j-\frac{1}{2}}, x_{j}, x_{j+\frac{1}{2}}\right\}$.

Proof. It can be verified by direct computations similar to the proofs before.

Following the same arguments as in the variable coefficient case, we immediately get the positivity of $\bar{u}_{j}$, if we assume the positivity of inflow condition and source term. Though the expression of $\xi$ in (3.14) contains the unknown solution $u$, it is not a problem since we actually do not use $\xi$ in the implementation of the positivitypreserving algorithm. We can therefore obtain the result for the positivity-preserving property of the schemes (3.12) for $k=1$ and (3.13) for $k=2$ as follows.

Theorem 3.2.6. For the nonlinear stationary hyperbolic equation (3.2), if the source term and inflow conditions from upstream cells (including the inflow condition on the first cell) are positive, then the cell averages of the schemes (3.12) for $k=1$ and (3.13) for $k=2$ are positive on arbitrary meshes.

### 3.3 Numerical algorithm in two and three space dimensions

In this section, we construct high order conservative positivity-preserving DG schemes for constant coefficient stationary hyperbolic equations (3.3) and (3.4) in two and three dimensions, respectively. The schemes are direct extensions from the algorithm in one space dimension. We are only able to give rigorous proofs of positivitypreserving for limited cases but numerical computation shows strong evidence that the schemes are positivity-preserving for $Q^{k}$-DG for arbitrary $k$ in two dimensions, and for odd $k=1,3,5,7, \ldots$ in three dimensions.

### 3.3.1 Notations

We take the partition $0=x_{\frac{1}{2}}<x_{\frac{3}{2}}<\cdots<x_{N_{x}+\frac{1}{2}}=1,0=y_{\frac{1}{2}}<y_{\frac{3}{2}}<\cdots<$ $y_{N_{y}+\frac{1}{2}}=1$, and $0=z_{\frac{1}{2}}<z_{\frac{3}{2}}<\cdots<z_{N_{z}+\frac{1}{2}}=1$ in the $x, y$ and $z$ directions, respectively, and define the mesh sizes $\Delta x_{i}=x_{i+\frac{1}{2}}-x_{i-\frac{1}{2}}, i=1, \ldots, N_{x}, \Delta y_{j}=$ $y_{j+\frac{1}{2}}-y_{j-\frac{1}{2}}, j=1, \ldots, N_{y}$, and $\Delta z_{l}=z_{l+\frac{1}{2}}-z_{l-\frac{1}{2}}, l=1, \ldots, N_{z}$, with cell centers $x_{i}=$ $\frac{1}{2}\left(x_{i-\frac{1}{2}}+x_{i+\frac{1}{2}}\right), i=1, \ldots, N_{x}, y_{j}=\frac{1}{2}\left(y_{j-\frac{1}{2}}+y_{j+\frac{1}{2}}\right), j=1, \ldots, N_{y}$, and $z_{l}=\frac{1}{2}\left(z_{l-\frac{1}{2}}+\right.$ $\left.z_{l+\frac{1}{2}}\right), l=1, \ldots, N_{z}$. Moreover, we denote by $K_{i, j}=\left[x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}\right] \times\left[y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}\right], i=$ $1, \ldots, N_{x}, j=1, \ldots, N_{y}$ the cells in the two dimensional domain $\Omega=[0,1]^{2}$, and $K_{i, j, l}=\left[x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}\right] \times\left[y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}\right] \times\left[z_{l-\frac{1}{2}}, z_{l+\frac{1}{2}}\right], i=1, \ldots, N_{x}, j=1, \ldots, N_{y}, l=$ $1, \ldots, N_{z}$ the cells in the three dimensional domain $\Omega=[0,1]^{3}$.

The finite element spaces of the $Q^{k}$-DG scheme are defined as

$$
\begin{equation*}
V_{h}^{k}=\left\{v \in L^{2}\left([0,1]^{2}\right):\left.v\right|_{K_{i, j}} \in Q^{k}\left(K_{i, j}\right), i=1, \ldots, N_{x}, j=1, \ldots, N_{y}\right\}, \tag{3.16}
\end{equation*}
$$

and
$V_{h}^{k}=\left\{v \in L^{2}\left([0,1]^{3}\right):\left.v\right|_{K_{i, j, l}} \in Q^{k}\left(K_{i, j, l}\right), i=1, \ldots, N_{x}, j=1, \ldots, N_{y}, l=1, \ldots, N_{z}\right\}$,
in two and three dimensional domains, respectively, where $Q^{k}(K)$ is the tensor product polynomial space of order no greater than $k$ on the cell $K$. For $v \in V_{h}^{k}$, we denote the cell average by $\bar{v}_{i, j}$ on $K_{i, j}$, and $\bar{v}_{i, j, l}$ on $K_{i, j, l}$. In two space dimensions, we define the left/right and lower/upper limits of $v$ on the vertical and horizontal cell interfaces by $v\left(x_{i+\frac{1}{2}}^{ \pm}, y\right)=v\left(x_{i+\frac{1}{2}} \pm 0, y\right)$ and $v\left(x, y_{j+\frac{1}{2}}^{ \pm}\right)=v\left(x, y_{j+\frac{1}{2}} \pm 0\right)$, respectively. In three space dimensions, the limits on cell interfaces are defined similarly.

We let $\left\{\hat{r}_{\alpha}, \hat{\omega}_{\alpha}\right\}_{\alpha=1}^{k}$ and $\left\{\tilde{r}_{\alpha}, \tilde{\omega}_{\alpha}\right\}_{\alpha=1}^{k+1}$ be the Gauss-Legendre quadrature rules with $k$ and $k+1$ quadrature points on $[-1,1]$, respectively. As in the previous section, we use the notation $f$ to denote the approximate integration via the $k$-point GaussLegendre quadrature. If not otherwise stated, the usual integral notation $\int$ stands for the exact integral, which can be evaluated by the $k+1$ point Gauss-Legendre quadrature in the $Q^{k}$-DG scheme for the constant coefficient problems. Finally, we denote by $\left\{\ell_{i}(x), i=1, \ldots, k\right\}$ the Lagrange interpolation basis at $\left\{\hat{r}_{\alpha}\right\}_{\alpha=1}^{k}$ with $\ell_{i}\left(\hat{r}_{\alpha}\right)=\delta_{i, \alpha}$, and by $\ell_{i}^{\prime}(x)$ the derivative of $\ell_{i}(x)$.

### 3.3.2 Constant coefficient stationary hyperbolic equation in two space dimensions

Consider the constant coefficients stationary hyperbolic equation (3.3) with $f(x, y) \geq$ 0 in $\Omega$. As mentioned before, without loss of generality, we may assume $a, b>0$, because the other cases can be obtained by the change of variables $x^{\prime}=1-x$ and/or $y^{\prime}=1-y$. The corresponding boundary conditions are given by $u(0, y)=$ $g_{1}(y), u(x, 0)=g_{2}(x)$, where $g_{1}, g_{2} \geq 0$.

Firstly, we would like to remark that the original DG methods are not positivitypreserving for the cell averages in general, even for the $P^{1}$-DG or $Q^{1}$-DG schemes. One can refer to the counterexamples constructed in [46].

The positivity-preserving $Q^{k}$-DG scheme of (3.3) is to seek $u \in V_{h}^{k}$ s.t. $\forall w \in V_{h}^{k}$,

$$
\begin{align*}
& -f_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} f_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}}\left(a u w_{x}+b u w_{y}-\lambda u w\right) d x d y \\
& +\int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} a u\left(x_{i+\frac{1}{2}}^{-}, y\right) w\left(x_{i+\frac{1}{2}}^{-}, y\right) d y+\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} b u\left(x, y_{j+\frac{1}{2}}^{-}\right) w\left(x, y_{j+\frac{1}{2}}^{-}\right) d x  \tag{3.18}\\
& =\int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} a u\left(x_{i-\frac{1}{2}}^{-}, y\right) w\left(x_{i-\frac{1}{2}}^{+}, y\right) d y+\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} b u\left(x, y_{j-\frac{1}{2}}^{-}\right) w\left(x, y_{j-\frac{1}{2}}^{+}\right) d x \\
& +f_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} f_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} f w d x d y
\end{align*}
$$

for $i=1, \ldots, N_{x}, j=1, \ldots, N_{y}$. If $x_{i-\frac{1}{2}}=0$, we let $u\left(x_{i-\frac{1}{2}}^{-}, y\right)=g_{1}(y)$, similarly if $y_{j-\frac{1}{2}}=0$, we let $u\left(x, y_{j-\frac{1}{2}}^{-}\right)=g_{2}(x)$. The quadrature adopted in (3.18) does not satisfy the condition for optimal convergence established in [13], which results in sub-optimal convergence as we will show in the numerical tests.

Without loss of generality, we only consider scheme (3.18) on the reference cell
$K=[-1,1] \times[-1,1]$, as any cell $K_{i, j}=\left[x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}\right] \times\left[y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}\right]$ can be transferred to $K$ by changing of coordinates which only rescales $a, b, \lambda, f$ without altering their signs. We give the main result as follows.

Lemma 3.3.1. Define $\xi(x, y ; a, b, \lambda)=(1-x)(1-y) \eta(x, y ; a, b, \lambda)$ for $(x, y) \in$ $[-1,1]^{2}$, where $\eta(x, y ; a, b, \lambda)=\sum_{i, j=1}^{k} \eta_{i j}(a, b, \lambda) \ell_{i}(x) \ell_{j}(y)$, and $\left\{\eta_{i j}(a, b, \lambda)\right\}_{i, j=1}^{k}$ is the solution of the linear system

$$
\begin{align*}
\sum_{i, j=1}^{k} & \left(a\left(\left(1-\hat{r}_{\alpha}\right)\left(1-\hat{r}_{\beta}\right) \ell_{i}^{\prime}\left(\hat{r}_{\alpha}\right) \delta_{\beta, j}-\left(1-\hat{r}_{\beta}\right) \delta_{\alpha, i} \delta_{\beta, j}\right)\right. \\
& +b\left(\left(1-\hat{r}_{\alpha}\right)\left(1-\hat{r}_{\beta}\right) \ell_{j}^{\prime}\left(\hat{r}_{\beta}\right) \delta_{\alpha, i}-\left(1-\hat{r}_{\alpha}\right) \delta_{\alpha, i} \delta_{\beta, j}\right)  \tag{3.19}\\
& \left.\quad-\lambda\left(1-\hat{r}_{\alpha}\right)\left(1-\hat{r}_{\beta}\right) \delta_{\alpha, i} \delta_{\beta, j}\right) \eta_{i j}=-\frac{1}{4}, \quad \alpha, \beta=1,2, \ldots, k
\end{align*}
$$

then $\xi(x, y ; a, b, \lambda) \in Q^{k}\left([-1,1]^{2}\right)$ satisfies

$$
\begin{align*}
& -f_{-1}^{1} f_{-1}^{1}\left(a v \xi_{x}+b v \xi_{y}-\lambda v \xi\right) d x d y+\int_{-1}^{1} a v(1, y) \xi(1, y) d y+\int_{-1}^{1} b v(x, 1) \xi(x, 1) d x \\
& =\frac{1}{4} \int_{-1}^{1} \int_{-1}^{1} v d x d y \tag{3.20}
\end{align*}
$$

for any $v \in Q^{k}\left([-1,1]^{2}\right)$.

Moreover, for $k=1,2$, we have $\xi(x, y ; a, b, \lambda) \geq 0$ on $[-1,1]^{2} ;$ for $k=3$, we can show $\xi\left(\hat{r}_{\alpha}, \hat{r}_{\beta} ; a, b, 0\right) \geq 0, \alpha, \beta=1,2,3$ and $\xi\left(-1, \tilde{r}_{\alpha} ; a, b, 0\right), \xi\left(\tilde{r}_{\alpha},-1 ; a, b, 0\right) \geq 0$, $\alpha=1,2,3,4$.

Proof. By definition of $\xi(x, y)$, we can compute that $\xi_{x}(x, y)=(1-x)(1-y) \sum_{i, j=1}^{k} \eta_{i j}$ $\ell_{i}^{\prime}(x) \ell_{j}(y)-(1-y) \sum_{i, j=1}^{k} \eta_{i j} \ell_{i}(x) \ell_{j}(y)$ and $\xi_{y}(x, y)=(1-x)(1-y) \sum_{i, j=1}^{k} \eta_{i j} \ell_{i}(x) \ell_{j}^{\prime}(y)-$ $(1-x) \sum_{i, j=1}^{k} \eta_{i j} \ell_{i}(x) \ell_{j}(y)$, thereby it can be checked that $\left\{\eta_{i j}\right\}_{i, j=1}^{k}$ is the solution
of the linear system (3.19) if and only if $\xi$ satisfies

$$
a \xi_{x}\left(\hat{r}_{\alpha}, \hat{r}_{\beta}\right)+b \xi_{y}\left(\hat{r}_{\alpha}, \hat{r}_{\beta}\right)-\lambda \xi\left(\hat{r}_{\alpha}, \hat{r}_{\beta}\right)=-\frac{1}{4}, \quad \alpha, \beta=1,2, \ldots, k .
$$

Moreover, we have $\xi(1, y)=\xi(x, 1)=0$ from the definition. Therefore, it follows from direct computation that

$$
\begin{aligned}
& -f_{-1}^{1} f_{-1}^{1}\left(a v \xi_{x}+b v \xi_{y}-\lambda v \xi\right) d x d y+\int_{-1}^{1} a v(1, y) \xi(1, y) d y+\int_{-1}^{1} b v(x, 1) \xi(x, 1) d x \\
= & -4 \sum_{\alpha, \beta=1}^{k} \hat{\omega}_{\alpha} \hat{\omega}_{\beta} v\left(\hat{r}_{\alpha}, \hat{r}_{\beta}\right)\left(a \xi_{x}\left(\hat{r}_{\alpha}, \hat{r}_{\beta}\right)+b \xi_{y}\left(\hat{r}_{\alpha}, \hat{r}_{\beta}\right)-\lambda \xi\left(\hat{r}_{\alpha}, \hat{r}_{\beta}\right)\right)+0+0 \\
= & \sum_{\alpha, \beta=1}^{k} \hat{\omega}_{\alpha} \hat{\omega}_{\beta} v\left(\hat{r}_{\alpha}, \hat{r}_{\beta}\right)=\frac{1}{4} \int_{-1}^{1} \int_{-1}^{1} v d x d y, \quad \forall v \in Q^{k}\left([-1,1]^{2}\right),
\end{aligned}
$$

where the last equality follows from the fact that the tensor product of $k$-point Gauss-Legendre quadrature is accurate for $v \in Q^{k}\left([-1,1]^{2}\right)$.

It remains to show the positivity of $\xi$, or equivalently $\eta$.

When $k=1$, by solving the linear equation (3.19), we have $\eta(x, y ; a, b, \lambda)=$ $\frac{1}{4(a+b+\lambda)}>0$.

When $k=2$, by solving the linear system (3.19), we have $\eta(x, y ; a, b, \lambda)=$ $C^{-1}\left(6 a^{3}+15 a^{2} b+15 a b^{2}+6 b^{3}+9 a^{2} \lambda+17 a b \lambda+9 b^{2} \lambda+5 a \lambda^{2}+5 b \lambda^{2}+\lambda^{3}+3 a^{2} b x+\right.$ $9 a b^{2} x+6 b^{3} x+3 a^{2} \lambda x+9 a b \lambda x+9 b^{2} \lambda x+3 a \lambda^{2} x+5 b \lambda^{2} x+\lambda^{3} x+6 a^{3} y+9 a^{2} b y+$ $3 a b^{2} y+9 a^{2} \lambda y+9 a b \lambda y+3 b^{2} \lambda y+5 a \lambda^{2} y+3 b \lambda^{2} y+\lambda^{3} y+9 a^{2} b x y+9 a b^{2} x y+3 a^{2} \lambda x y+$ $\left.9 a b \lambda x y+3 b^{2} \lambda x y+3 a \lambda^{2} x y+3 b \lambda^{2} x y+\lambda^{3} x y\right)$, where $C=\frac{16}{9}\left(3 a^{2}+3 a b+3 b^{2}+3 a \lambda+\right.$ $\left.3 b \lambda+\lambda^{2}\right)\left(3 a^{2}+6 a b+3 b^{2}+3 a \lambda+3 b \lambda+\lambda^{2}\right)>0$. Since $\eta \in Q^{1}\left([-1,1]^{2}\right)$ and $\eta(-1,-1)=C^{-1}\left(12 a^{2} b+12 a b^{2}+8 a b \lambda\right)>0, \eta(-1,1)=C^{-1}\left(12 a^{3}+12 a^{2} b+12 a^{2} \lambda+\right.$ $\left.8 a b \lambda+4 a \lambda^{2}\right)>0, \eta(1,-1)=C^{-1}\left(12 a b^{2}+12 b^{3}+8 a b \lambda+12 b^{2} \lambda+4 b \lambda^{2}\right)>0, \eta(1,1)=$
$C^{-1}\left(12 a^{3}+36 a^{2} b+36 a b^{2}+12 b^{3}+24 a^{2} \lambda+44 a b \lambda+24 b^{2} \lambda+16 a \lambda^{2}+16 b \lambda^{2}+4 \lambda^{3}\right)>0$, we have $\eta(x, y ; a, b, \lambda)>0$ for $(x, y) \in[-1,1]^{2}$.

Now we consider the case $k=3$ with $\lambda=0$. Firstly, we note that from the definition, $\xi(x, y ; a, b, \lambda)=C \xi(x, y ; C a, C b, C \lambda)$ and $\eta(x, y ; a, b, \lambda)=C \eta(x, y ; C a, C b, C \lambda)$, $\forall C>0$. Therefore it suffices to investigate the case $a=1, b>0$ since $\xi(x, y ; a, b, 0)=$ $\frac{1}{a} \xi\left(x, y ; 1, \frac{b}{a}, 0\right)$. By solving the linear system (3.19), we get $\eta_{i j}(1, b, 0)=\frac{P_{i j}(b)}{Q(b)}, i, j=$ $1,2,3$, where $P_{i j}(b)$ and $Q(b)$ are polynomials defined as:

$$
\begin{aligned}
& P_{11}(b)= 2\left(5(5-\sqrt{15})+5(17-4 \sqrt{15}) b+(195-31 \sqrt{15}) b^{2}+(240-38 \sqrt{15}) b^{3}\right. \\
&\left.+(195-31 \sqrt{15}) b^{4}+5(17-4 \sqrt{15}) b^{5}+5(-5+\sqrt{15}) b^{6}\right) \\
& P_{12}(b)= 20+(95+3 \sqrt{15}) b+180 b^{2}+14(15-\sqrt{15}) b^{3}+(195-29 \sqrt{15}) b^{4} \\
&+25(5-\sqrt{15}) b^{5}+10(5-\sqrt{15}) b^{6} \\
& P_{13}(b)= 2\left(5(5+\sqrt{15})+5(8+\sqrt{15}) b+(45+\sqrt{15}) b^{2}+30 b^{3}+(45-\sqrt{15}) b^{4}\right. \\
&\left.+5(8-\sqrt{15}) b^{5}+5(5-\sqrt{15}) b^{6}\right) \\
& P_{21}(b)= 10(5-\sqrt{15})+25(5-\sqrt{15}) b+(195-29 \sqrt{15}) b^{2}+14(15-\sqrt{15}) b^{3} \\
&+180 b^{4}+(95+3 \sqrt{15}) b^{5}+20 b^{6} \\
& P_{22}(b)= 20+95 b+198 b^{2}+249 b^{3}+198 b^{4}+95 b^{5}+20 b^{6} \\
& P_{23}(b)= 10(5+\sqrt{15})+25(5+\sqrt{15}) b+(195+29 \sqrt{15}) b^{2}+14(15+\sqrt{15}) b^{3} \\
&+180 b^{4}+(95-3 \sqrt{15}) b^{5}+20 b^{6} \\
& P_{31}(b)= 2\left(5(5-\sqrt{15})+5(8-\sqrt{15}) b+(45-\sqrt{15}) b^{2}+30 b^{3}+(45+\sqrt{15}) b^{4}\right. \\
&\left.+5(8+\sqrt{15}) b^{5}+5(5+\sqrt{15}) b^{6}\right) \\
& P_{32}(b)=20+(95-3 \sqrt{15}) b+180 b^{2}+14(15+\sqrt{15}) b^{3}+(195+29 \sqrt{15}) b^{4} \\
&+25(5+\sqrt{15}) b^{5}+10(5+\sqrt{15}) b^{6} \\
& P_{33}(b)=2\left(5(5+\sqrt{15})+5(17+4 \sqrt{15}) b+(195+31 \sqrt{15}) b^{2}+(240+38 \sqrt{15}) b^{3}\right. \\
&\left.+(195+31 \sqrt{15}) b^{4}+5(17+4 \sqrt{15}) b^{5}+5(5+\sqrt{15}) b^{6}\right)
\end{aligned}
$$

$$
Q(b)=16(1+b)\left(5+15 b+27 b^{2}+31 b^{3}+27 b^{4}+15 b^{5}+5 b^{6}\right)
$$

One can observe that all coefficients in the above polynomials are positive. Therefore, we have $\eta\left(\hat{r}_{\alpha}, \hat{r}_{\beta} ; a, b, 0\right)=\frac{1}{a} \eta\left(\hat{r}_{\alpha}, \hat{r}_{\beta} ; 1, \frac{b}{a}, 0\right)=\frac{1}{a} \frac{P_{\alpha, \beta}(b / a)}{Q(b / a)}>0$, for $\alpha, \beta=1,2,3$. Further more, since $\eta(x, y ; 1, b, 0)=\sum_{i, j=1}^{3} \eta_{i j}(1, b, 0) \ell_{i}(x) \ell_{j}(y)=\frac{\sum_{i, j=1}^{3} P_{i j}(b) \ell_{i}(x) \ell_{j}(y)}{Q(b)}$, the values of $\eta$ at the quadrature points $\left\{\left(-1, \tilde{r}_{\alpha}\right), \alpha=1,2,3,4\right\}$ and $\left\{\left(\tilde{r}_{\alpha},-1\right), \alpha=\right.$ $1,2,3,4\}$ are also rational functions of $b$. By direct computation, one can check that the coefficients of these rational functions are all positive, which implies the positivity of $\eta(x, y ; a, b, 0)$ at these points. We omit the details of computation since it is straightforward but lengthy.

Remark 3.3.1. By the Cramer's rule, we always have $\eta_{i j}(1, b, 0)=\frac{P_{i j}(b)}{Q(b)}$, where $P_{i j}(b)$ and $Q(b)$ are polynomials, $i, j=1,2, \ldots, k$, for general $k$. However, Mathematica is unable to afford the symbolic calculation for $k>3$. We sample some values of $b$ and solve the corresponding values of $P_{i, j}(b)$ and $Q(b)$ numerically. By interpolation, we recover the expressions of $P_{i, j}(b)$ and $Q(b)$, and find that all coefficients of them are nonnegative for $k=4$. Unfortunately, even numerical computation are difficult for the case $k \geq 5$.

Based on the lemma above, if we assume the positivity of the inflow conditions $u\left(x_{i-\frac{1}{2}}^{-}, y\right)$ and $u\left(x, y_{j-\frac{1}{2}}^{-}\right)$, we can prove the positivity of $\bar{u}_{i, j}$ by taking the test function $w=\xi$ (extend $\xi=0$ outside $K_{i, j}$ ) in the scheme (3.18) and using the fact that the source term $f$ and coefficients $a, b$ are positive. We can therefore obtain the result for the positivity-preserving property of the scheme (3.18) as follows.

Theorem 3.3.2. For the constant coefficient stationary hyperbolic equation (3.3), if the source term and inflow conditions from upstream cells (including the inflow conditions on inflow boundary cells) are positive, then the cell averages of the scheme (3.18) are positive for the $Q^{1}, Q^{2}-D G$ schemes with $\lambda \geq 0$, and $Q^{3}-D G$ scheme with
$\lambda=0$.

Though we are not able to give rigorous proofs for the positivity-preserving property of the scheme (3.18) with $k=3, \lambda>0$ or $k>3, \lambda \geq 0$ due to the difficulty of symbolically solving the large linear system (3.19), we can still investigate these cases numerically.

For any given values of $a, b, \lambda$, we can always solve for $\left\{\eta_{i j}\right\}_{i, j=1}^{k}$ numerically from the linear system (3.19) to obtain the values of $\eta$ at the quadrature points $\left\{\left(\hat{r}_{\alpha}, \hat{r}_{\beta}\right)\right\}_{\alpha, \beta=1}^{k},\left\{\left(-1, \tilde{r}_{\alpha}\right)\right\}_{\alpha=1}^{k+1}$ and $\left\{\left(\tilde{r}_{\alpha},-1\right)\right\}_{\alpha=1}^{k+1}$ used on the right hand side of (3.18). The scheme is positivity-preserving if $\eta$ is positive at all these quadrature points. Moreover, we can take advantage of the relationship $\eta(x, y ; a, b, \lambda)=C \eta(x, y ; C a, C b, C \lambda)$, $\forall C>0$, to reduce the computation. If $\lambda \geq \max \{a, b\}$, we use $\eta(x, y ; a, b, \lambda)=$ $\frac{1}{\lambda} \eta\left(x, y ; \frac{a}{\lambda}, \frac{b}{\lambda}, 1\right)$; otherwise we assume $a \geq \max \{b, \lambda\}$ without loss of generality and use $\eta(x, y ; a, b, \lambda)=\frac{1}{a} \eta\left(x, y ; 1, \frac{b}{a}, \frac{\lambda}{a}\right)$. Therefore, we only need to numerically investigate the positivity of $\eta$ in the two cases $0 \leq a, b \leq 1, \lambda=1$ and $a=1,0 \leq b, \lambda \leq 1$.

We define

$$
\begin{aligned}
& \eta_{1}(k)=\min _{0 \leq a, b \leq 1} \min _{1 \leq \alpha \leq k+1}\left\{\eta\left(-1, \tilde{r}_{\alpha} ; a, b, 1\right), \eta\left(\tilde{r}_{\alpha},-1 ; a, b, 1\right)\right\} \\
& \eta_{2}(k)=\min _{0 \leq b, \lambda \leq 1} \min _{1 \leq \alpha \leq k+1}\left\{\eta\left(-1, \tilde{r}_{\alpha} ; 1, b, \lambda\right), \eta\left(\tilde{r}_{\alpha},-1 ; 1, b, \lambda\right)\right\} \\
& \eta_{3}(k)=\min _{0 \leq a, b \leq 1} \min _{1 \leq \alpha, \beta \leq k} \eta\left(\hat{r}_{\alpha}, \hat{r}_{\beta} ; a, b, 1\right) \\
& \eta_{4}(k)=\min _{0 \leq b, \lambda \leq 1} \min _{1 \leq \alpha, \beta \leq k} \eta\left(\hat{r}_{\alpha}, \hat{r}_{\beta} ; 1, b, \lambda\right)
\end{aligned}
$$

and equally space $1000 \times 1000$ points of $(a, b)$ or $(b, \lambda)$ on $[0,1] \times[0,1]$ to approximate $\min _{0 \leq a, b \leq 1}$ and $\min _{0 \leq b, \lambda \leq 1}$, and give the approximate values $\tilde{\eta}_{i}(k), i=$ $1,2,3,4$ in Table 3.1 and Table 3.2 for odd and even $k$, respectively. From the tables, we can observe that the minimum value of $\eta$ at the quadrature points is
zero (machine epsilon) on boundaries when $k$ is even, and strictly positive in all other cases. Moreover, we visualize a particular case $\lambda=0$, and plot $h_{1}^{k}(b)=$ $\min _{1 \leq \alpha \leq k+1}\left\{\eta\left(-1, \tilde{r}_{\alpha} ; 1, b, 0\right), \eta\left(\tilde{r}_{\alpha},-1 ; 1, b, 0\right)\right\}, h_{2}^{k}(b)=\min _{1 \leq \alpha, \beta \leq k} \eta\left(\hat{r}_{\alpha}, \hat{r}_{\beta} ; 1, b, 0\right)$ for $b \in[0,1]$ in the Figure 3.1, from which we can observe the same pattern as shown in the tables.

| $k$ | 3 | 5 | 7 | 9 | 11 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tilde{\eta}_{1}$ | $4.75 \mathrm{E}-02$ | $4.59 \mathrm{E}-02$ | $4.65 \mathrm{E}-02$ | $4.73 \mathrm{E}-02$ | $4.80 \mathrm{E}-02$ | $4.86 \mathrm{E}-02$ |
| $\tilde{\eta}_{2}$ | $4.75 \mathrm{E}-02$ | $4.59 \mathrm{E}-02$ | $4.65 \mathrm{E}-02$ | $4.73 \mathrm{E}-02$ | $4.80 \mathrm{E}-02$ | $4.86 \mathrm{E}-02$ |
| $\tilde{\eta}_{3}$ | $5.67 \mathrm{E}-02$ | $5.17 \mathrm{E}-02$ | $5.01 \mathrm{E}-02$ | $4.93 \mathrm{E}-02$ | $4.90 \mathrm{E}-02$ | $4.88 \mathrm{E}-02$ |
| $\tilde{\eta}_{4}$ | $5.67 \mathrm{E}-02$ | $5.17 \mathrm{E}-02$ | $5.01 \mathrm{E}-02$ | $4.93 \mathrm{E}-02$ | $4.90 \mathrm{E}-02$ | $4.88 \mathrm{E}-02$ |
| $k$ | 15 | 17 | 19 | - | - | - |
| $\tilde{\eta}_{1}$ | $4.91 \mathrm{E}-02$ | $4.93 \mathrm{E}-02$ | $4.92 \mathrm{E}-02$ | - | - | - |
| $\tilde{\eta}_{2}$ | $4.91 \mathrm{E}-02$ | $4.93 \mathrm{E}-02$ | $4.92 \mathrm{E}-02$ | - | - | - |
| $\tilde{\eta}_{3}$ | $4.86 \mathrm{E}-02$ | $4.85 \mathrm{E}-02$ | $4.85 \mathrm{E}-02$ | - | - | - |
| $\tilde{\eta}_{4}$ | $4.86 \mathrm{E}-02$ | $4.85 \mathrm{E}-02$ | $4.85 \mathrm{E}-02$ | - | - | - |

Table 3.1: $\quad \tilde{\eta}_{i}(k), i=1,2,3,4$ with odd $k$

| $k$ | 4 | 6 | 8 | 10 | 12 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tilde{\eta}_{1}$ | $-1.11 \mathrm{E}-15$ | $-1.78 \mathrm{E}-15$ | $-2.66 \mathrm{E}-15$ | $-4.44 \mathrm{E}-15$ | $-5.33 \mathrm{E}-15$ | $-3.02 \mathrm{E}-14$ |
| $\tilde{\eta}_{2}$ | $-2.22 \mathrm{E}-16$ | $-2.78 \mathrm{E}-16$ | $-3.89 \mathrm{E}-16$ | $-2.36 \mathrm{E}-16$ | $-4.72 \mathrm{E}-16$ | $-1.05 \mathrm{E}-15$ |
| $\tilde{\eta}_{3}$ | $5.98 \mathrm{E}-02$ | $5.64 \mathrm{E}-02$ | $5.51 \mathrm{E}-02$ | $5.44 \mathrm{E}-02$ | $5.40 \mathrm{E}-02$ | $5.37 \mathrm{E}-02$ |
| $\tilde{\eta}_{4}$ | $5.98 \mathrm{E}-02$ | $5.64 \mathrm{E}-02$ | $5.51 \mathrm{E}-02$ | $5.44 \mathrm{E}-02$ | $5.40 \mathrm{E}-02$ | $5.37 \mathrm{E}-02$ |
| $k$ | 16 | 18 | 20 | - | - | - |
| $\tilde{\eta}_{1}$ | $-2.84 \mathrm{E}-14$ | $-5.68 \mathrm{E}-14$ | $-3.20 \mathrm{E}-14$ | - | - | - |
| $\tilde{\eta}_{2}$ | $-7.77 \mathrm{E}-16$ | $-1.16 \mathrm{E}-15$ | $-7.22 \mathrm{E}-16$ | - | - | - |
| $\tilde{\eta}_{3}$ | $5.33 \mathrm{E}-02$ | $5.29 \mathrm{E}-02$ | $5.27 \mathrm{E}-02$ | - | - | - |
| $\tilde{\eta}_{4}$ | $5.33 \mathrm{E}-02$ | $5.29 \mathrm{E}-02$ | $5.27 \mathrm{E}-02$ | - | - | - |

Table 3.2: $\quad \tilde{\eta}_{i}(k), i=1,2,3,4$ with even $k$


Figure 3.1: $h_{1}^{k}(b)$ and $h_{2}^{k}(b)$ for different $k, 1000$ points equally spaced on $[0,1]$

### 3.3.3 Constant coefficient stationary hyperbolic equation in three space dimensions

Consider the constant coefficient stationary hyperbolic equation (3.4) with $f(x, y, z) \geq$ 0 in $\Omega$. Without loss of generality, we assume $a, b, c>0$. The corresponding boundary conditions are given by $u(0, y, z)=g_{1}(y, z), u(x, 0, z)=g_{2}(x, z)$ and $u(x, y, 0)=g_{3}(x, y)$, where $g_{1}, g_{2}, g_{3} \geq 0$.

The positivity-preserving $Q^{k}$-DG scheme of (3.4) is to seek $u \in V_{h}^{k}$, where $k$ is odd, s.t. $\forall w \in V_{h}^{k}$

$$
\begin{align*}
& -f_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} f_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} f_{z_{l-\frac{1}{2}}}^{z_{l+\frac{1}{2}}}\left(a u w_{x}+b u w_{y}+c u w_{z}-\lambda u w\right) d x d y d z \\
& +\int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \int_{z_{l-\frac{1}{2}}}^{z_{l+\frac{1}{2}}} a u\left(x_{i+\frac{1}{2}}^{-}, y, z\right) w\left(x_{i+\frac{1}{2}}^{-}, y, z\right) d y d z \\
& +\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{z_{l-\frac{1}{2}}}^{z_{l+\frac{1}{2}}} b u\left(x, y_{j+\frac{1}{2}}^{-}, z\right) w\left(x, y_{j+\frac{1}{2}}^{-}, z\right) d x d z \\
& +\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} c u\left(x, y, z_{l+\frac{1}{2}}^{-}\right) w\left(x, y, z_{l+\frac{1}{2}}^{-}\right) d x d y  \tag{3.21}\\
& =\int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \int_{z_{l-\frac{1}{2}}}^{z_{l+\frac{1}{2}}} a u\left(x_{i-\frac{1}{2}}^{-}, y, z\right) w\left(x_{i-\frac{1}{2}}^{+}, y, z\right) d y d z \\
& +\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{z_{l+\frac{1}{2}}}^{z_{l+\frac{1}{2}}} b u\left(x, y_{j-\frac{1}{2}}^{-}, z\right) w\left(x, y_{j-\frac{1}{2}}^{+}, z\right) d x d z \\
& +\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} c u\left(x, y, z_{l-\frac{1}{2}}^{-}\right) w\left(x, y, z_{l-\frac{1}{2}}^{+}\right) d x d y \\
& +f_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} f_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} f_{z_{l-\frac{1}{2}}}^{z_{l+\frac{1}{2}}} f w d x d y d z,
\end{align*}
$$

for $i=1, \ldots, N_{x}, j=1, \ldots, N_{y}, l=1, \ldots, N_{z}$. If $x_{i-\frac{1}{2}}=0$, we let $u\left(x_{i-\frac{1}{2}}^{-}, y, z\right)=$ $g_{1}(y, z)$, similarly, if $y_{j-\frac{1}{2}}=0$ or $z_{l-\frac{1}{2}}=0$, we let $u\left(x, y_{j-\frac{1}{2}}^{-}, z\right)=g_{2}(x, z)$ or $u\left(x, y, z_{l-\frac{1}{2}}^{-}\right)=g_{3}(x, y)$, respectively. The sub-optimal convergence is observed in
numerical experiments due to the inaccurate quadrature rule adopted in the scheme.

Without loss of generality, we only consider the scheme (3.21) on the reference cell $K=[-1,1]^{3}$, as any cell $K_{i, j, l}$ can be transferred to $K$ by changing of coordinates with only rescales $a, b, c, \lambda, f$ without altering their signs. We give the main results as follows.

Lemma 3.3.3. Define $\xi(x, y, z ; a, b, c, \lambda)=(1-x)(1-y)(1-z) \eta(x, y, z ; a, b, c, \lambda)$, where $\eta(x, y, z ; a, b, c, \lambda)=\sum_{i, j, l=1}^{k} \eta_{i j l}(a, b, c, \lambda) \ell_{i}(x) \ell_{j}(y) \ell_{l}(z)$, and $\left\{\eta_{i j l}(a, b, c, \lambda)\right\}_{i, j, l=1}^{k}$ is the solution of the linear system

$$
\begin{align*}
\sum_{i, j, l=1}^{k} & \left(a\left(\left(1-\hat{r}_{\alpha}\right)\left(1-\hat{r}_{\beta}\right)\left(1-\hat{r}_{\gamma}\right) \ell_{i}^{\prime}\left(x_{\alpha}\right) \delta_{\beta, j} \delta_{\gamma, l}-\left(1-\hat{r}_{\beta}\right)\left(1-\hat{r}_{\gamma}\right) \delta_{\alpha, i} \delta_{\beta, j} \delta_{\gamma, l}\right)\right. \\
& +b\left(\left(1-\hat{r}_{\alpha}\right)\left(1-\hat{r}_{\beta}\right)\left(1-\hat{r}_{\gamma}\right) \ell_{j}^{\prime}\left(x_{\beta}\right) \delta_{\alpha, i} \delta_{\gamma, l}-\left(1-\hat{r}_{\alpha}\right)\left(1-\hat{r}_{\gamma}\right) \delta_{\alpha, i} \delta_{\beta, j} \delta_{\gamma, l}\right) \\
& +c\left(\left(1-\hat{r}_{\alpha}\right)\left(1-\hat{r}_{\beta}\right)\left(1-\hat{r}_{\gamma}\right) \ell_{l}^{\prime}\left(x_{\gamma}\right) \delta_{\alpha, i} \delta_{\beta, j}-\left(1-\hat{r}_{\alpha}\right)\left(1-\hat{r}_{\beta}\right) \delta_{\alpha, i} \delta_{\beta, j} \delta_{\gamma, l}\right)  \tag{3.22}\\
& \left.-\lambda\left(1-\hat{r}_{\alpha}\right)\left(1-\hat{r}_{\beta}\right)\left(1-\hat{r}_{\gamma}\right) \delta_{\alpha, i} \delta_{\beta, j} \delta_{\gamma, l}\right) \eta_{i j l} \\
& =-\frac{1}{8}, \quad \alpha, \beta, \gamma=1,2, \ldots, k,
\end{align*}
$$

then $\xi(x, y, z ; a, b, c, \lambda) \in Q^{k}\left([-1,1]^{3}\right)$ satisfies

$$
\begin{align*}
& -f_{-1}^{1} f_{-1}^{1} f_{-1}^{1}\left(a v \xi_{x}+b v \xi_{y}+c v \xi_{z}-\lambda v \xi\right) d x d y d z \\
& +\int_{-1}^{1} \int_{-1}^{1} a v(1, y, z) \xi(1, y, z) d y d z+\int_{-1}^{1} \int_{-1}^{1} b v(x, 1, z) \xi(x, 1, z) d x d z  \tag{3.23}\\
& +\int_{-1}^{1} \int_{-1}^{1} c v(x, y, 1) \xi(x, y, 1) d x d y=\frac{1}{8} \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} v d x d y
\end{align*}
$$

for any $v \in Q^{k}\left([-1,1]^{3}\right)$.

Moreover, for $k=1$, we have $\xi(x, y, z ; a, b, c, \lambda) \geq 0$ for $(x, y) \in[-1,1]^{3}$.

Proof. By definition of $\xi(x, y, z)$, we can compute that $\xi_{x}(x, y, z)=(1-x)(1-y)(1-$
z) $\sum_{i, j, l=1}^{k} \eta_{i j l} \ell_{i}^{\prime}(x) \ell_{j}(y) \ell_{l}(z)-(1-y)(1-z) \sum_{i, j, l=1}^{k} \eta_{i j l} \ell_{i}(x) \ell_{j}(y) \ell_{l}(z), \xi_{y}(x, y, z)=$ $(1-x)(1-y)(1-z) \sum_{i, j, l=1}^{k} \eta_{i j l} \ell_{i}(x) \ell_{j}^{\prime}(y) \ell_{l}(z)-(1-x)(1-z) \sum_{i, j, l=1}^{k} \eta_{i j l} \ell_{i}(x) \ell_{j}(y) \ell_{l}(z)$, and $\xi_{z}(x, y, z)=(1-x)(1-y)(1-z) \sum_{i, j, l=1}^{k} \eta_{i j l} \ell_{i}(x) \ell_{j}(y) \ell_{l}^{\prime}(z)-(1-x)(1-$ y) $\sum_{i, j, l=1}^{k} \eta_{i j l} \ell_{i}(x) \ell_{j}(y) \ell_{l}(z)$, thereby it is easy to check that $\left\{\eta_{i j l}\right\}_{i, j, l=1}^{k}$ is the solution of the linear system (3.22) if and only if $\xi$ satisfies
$a \xi_{x}\left(\hat{r}_{\alpha}, \hat{r}_{\beta}, \hat{r}_{\gamma}\right)+b \xi_{y}\left(\hat{r}_{\alpha}, \hat{r}_{\beta}, \hat{r}_{\gamma}\right)+c \xi_{z}\left(\hat{r}_{\alpha}, \hat{r}_{\beta}, \hat{r}_{\gamma}\right)-\lambda \xi\left(\hat{r}_{\alpha}, \hat{r}_{\beta}, \hat{r}_{\gamma}\right)=-\frac{1}{8}, \quad \alpha, \beta, \gamma=1,2, \ldots, k$.

Moreover, $\xi(1, y, z)=\xi(x, 1, z)=\xi(x, y, 1)=0$ from the definition. Therefore, it follows from direct computation that (3.23) holds. When $k=1$, we can solve $\xi$ from (3.22) to obtain $\xi(x, y, z)=\frac{1}{8(a+b+c+\lambda)}(1-x)(1-y)(1-z) \geq 0$ in $[-1,1]^{3}$.

Based on the above lemma, we can obtain the result for the positivity-preserving property of the scheme (3.21) as follows.

Theorem 3.3.4. For the constant coefficient stationary hyperbolic equation (3.4), if the source term and inflow conditions from upstream cells (including the inflow conditions on inflow boundary cells) are positive, then the cell averages of the scheme (3.21) are positive for the $Q^{1}-D G$ scheme.

We are of course not satisfied with only $Q^{1}$-DG positivity-preserving scheme, which has first order convergence rate by numerical experiments. Similar to the two dimensional case, we numerically investigate the positivity of $\eta(x, y, z)$ at the quadrature points used on the right hand side of (3.21) for larger $k$. It suffices to consider two cases: $0 \leq a, b, c \leq 1, \lambda=1$ and $a=1,0 \leq b, c, \lambda \leq 1$ because of the property $\xi(x, y, z ; a, b, c, \lambda)=C \xi(x, y, z ; C a, C b, C c, C \lambda), \forall C>0$ and the symmetry in $x, y, z$ directions.

We define

$$
\begin{aligned}
\eta_{1}(k)= & \min _{0 \leq a, b, c \leq 1} \min _{1 \leq \alpha, \beta \leq k+1}\left\{\eta\left(-1, \hat{r}_{\alpha}, \hat{r}_{\beta} ; a, b, c, 1\right), \eta\left(\hat{r}_{\alpha},-1, \hat{r}_{\beta} ; a, b, c, 1\right),\right. \\
& \left.\eta\left(\hat{r}_{\alpha}, \hat{r}_{\beta},-1 ; a, b, c, 1\right)\right\}, \\
\eta_{2}(k)= & \min _{0 \leq b, c, \lambda \leq 1} \min _{1 \leq \alpha, \beta \leq k+1}\left\{\eta\left(-1, \hat{r}_{\alpha}, \hat{r}_{\beta} ; 1, b, c, \lambda\right), \eta\left(\hat{r}_{\alpha},-1, \hat{r}_{\beta} ; 1, b, c, \lambda\right),\right. \\
& \left.\eta\left(\hat{r}_{\alpha}, \hat{r}_{\beta},-1 ; 1, b, c, \lambda\right)\right\}, \\
\eta_{3}(k)= & \min _{0 \leq a, b, c \leq 1} \min _{1 \leq \alpha, \beta, \gamma \leq k} \eta\left(\hat{r}_{\alpha}, \hat{r}_{\beta}, \hat{r}_{\gamma} ; a, b, c, 1\right), \\
\eta_{4}(k)= & \min _{0 \leq b, c, \lambda \leq 1 \leq 1 \leq \alpha, \beta, \gamma \leq k} \eta\left(\hat{r}_{\alpha}, \hat{r}_{\beta}, \hat{r}_{\gamma} ; 1, b, c, \lambda\right)
\end{aligned}
$$

and equally space $100 \times 100 \times 100$ points for $k=2,3,4,30 \times 30 \times 30$ points for $k=5,6, \ldots, 10$, of $(a, b, c)$ or $(b, c, \lambda)$ on $[0,1]^{3}$ to approximate $\min _{0 \leq a, b, c \leq 1}$ and $\min _{0 \leq b, c, \lambda \leq 1}$. We give the approximate values $\tilde{\eta}_{i}(k), i=1,2,3,4$ in Table 3.3. From the table, we can observe that the minimum value of $\eta$ at quadrature points is negative on boundaries when $k$ is even, and strictly positive in all other cases, which suggest that we should use odd $k$ for the purpose of positivity-preserving.

| $k$ | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tilde{\eta}_{1}$ | $-4.44 \mathrm{E}-16$ | $1.04 \mathrm{E}-02$ | $-4.00 \mathrm{E}-15$ | $9.75 \mathrm{E}-03$ | $-1.60 \mathrm{E}-14$ | $1.00 \mathrm{E}-02$ |
| $\tilde{\eta}_{2}$ | $-3.97 \mathrm{E}-06$ | $1.04 \mathrm{E}-02$ | $-1.63 \mathrm{E}-03$ | $9.75 \mathrm{E}-03$ | $-6.15 \mathrm{E}-03$ | $1.00 \mathrm{E}-02$ |
| $\tilde{\eta}_{3}$ | $2.61 \mathrm{E}-02$ | $1.39 \mathrm{E}-02$ | $1.61 \mathrm{E}-02$ | $1.20 \mathrm{E}-02$ | $1.43 \mathrm{E}-02$ | $1.14 \mathrm{E}-02$ |
| $\tilde{\eta}_{4}$ | $2.61 \mathrm{E}-02$ | $1.39 \mathrm{E}-02$ | $1.61 \mathrm{E}-02$ | $1.20 \mathrm{E}-02$ | $1.43 \mathrm{E}-02$ | $1.14 \mathrm{E}-02$ |
| $k$ | 8 | 9 | 10 | - | - | - |
| $\tilde{\eta}_{1}$ | $-1.70 \mathrm{E}-03$ | $1.04 \mathrm{E}-02$ | $-6.05 \mathrm{E}-03$ | - | - | - |
| $\tilde{\eta}_{2}$ | $-1.25 \mathrm{E}-02$ | $1.04 \mathrm{E}-02$ | $-2.01 \mathrm{E}-02$ | - | - | - |
| $\tilde{\eta}_{3}$ | $1.38 \mathrm{E}-02$ | $1.18 \mathrm{E}-02$ | $1.36 \mathrm{E}-02$ | - | - | - |
| $\tilde{\eta}_{4}$ | $1.38 \mathrm{E}-02$ | $1.18 \mathrm{E}-02$ | $1.36 \mathrm{E}-02$ | - | - | - |

Table 3.3: $\quad \tilde{\eta}_{i}(k), i=1,2,3,4$

### 3.4 Implementation of the algorithms

In this section, we summarize the results obtained in the previous sections and illustrate the implementation of the positivity-preserving algorithms.

Firstly, we introduce a robust version of the positivity-preserving limiter (3.5) used in practice. We set a small threshold $\epsilon>0$, e.g. $\epsilon=10^{-14}$, and denote by $S$ the set of points where we want to preserve the positivity of function values. The set $S$ must include the quadrature points used on the inflow boundaries in the schemes for the purpose of positivity-preserving. To be more precise, $S$ must include the point $x_{i+\frac{1}{2}}$ on $I_{i}$ in one space dimension, the points $\left\{\left(x_{i+\frac{1}{2}}, \tilde{y}_{\alpha}\right)\right\}_{\alpha=1}^{k+1},\left\{\left(\tilde{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right\}_{\alpha=1}^{k+1}$ on $K_{i, j}$ in two space dimensions, and the points $\left\{\left(x_{i+\frac{1}{2}}, \tilde{y}_{\alpha}, \tilde{z}_{\beta}\right)\right\}_{\alpha, \beta=1}^{k+1},\left\{\left(\tilde{x}_{\alpha}, y_{j+\frac{1}{2}}, \tilde{z}_{\beta}\right)\right\}_{\alpha, \beta=1}^{k+1}$, $\left\{\left(\tilde{x}_{\alpha}, \tilde{y}_{\beta}, z_{l+\frac{1}{2}}\right)\right\}_{\alpha, \beta=1}^{k+1}$ on $K_{i, j, l}$ in three space dimensions, where $\tilde{x}_{\alpha}=x_{i}+\frac{1}{2} \Delta x_{i} \tilde{r}_{\alpha}$, $\tilde{y}_{\alpha}=y_{j}+\frac{1}{2} \Delta y_{j} \tilde{r}_{\alpha}, \tilde{z}_{\alpha}=z_{l}+\frac{1}{2} \Delta z_{l} \tilde{r}_{\alpha}, \alpha=1,2, \ldots, k+1$ are the $(k+1)$-point GaussLegendre quadrature points in different directions. On a cell $K$ with the cell average $\bar{u}_{K} \geq 0$, if $\bar{u}_{K} \leq \epsilon$, we take the modified solution $\tilde{u}_{K}(\mathbf{x}) \equiv \bar{u}_{K}$, otherwise, we take the modified solution as

$$
\begin{equation*}
\tilde{u}_{K}(\mathbf{x})=\theta\left(u_{K}(\mathbf{x})-\bar{u}_{K}\right)+\bar{u}_{K}, \text { where } \theta=\min \left\{\frac{\bar{u}_{K}-\epsilon}{\bar{u}_{K}-\min _{\mathbf{x} \in S} u_{K}(\mathbf{x})}, 1\right\} \tag{3.24}
\end{equation*}
$$

where $\mathbf{x}$ denotes the coordinates in one, two or three space dimensions.

In one dimensional space, we compute the solution $u_{i}$ on cell $I_{i}$ based on the solution $\tilde{u}_{i-1}$ with $\tilde{u}_{i-1}(x) \geq 0, x \in S$. Once $u_{i}$ is obtained from the scheme with $\bar{u}_{i} \geq 0$, we apply the above limiter to obtain a modified solution $\tilde{u}_{i}$, which will be used in the computation on the next cell.

Similarly, in two dimensional space, we compute the solution $u_{i, j}$ on cell $K_{i, j}$ based on the solution $\tilde{u}_{i-1, j}, \tilde{u}_{i, j-1}$ with $\tilde{u}_{i-1, j}(x, y), \tilde{u}_{i, j-1}(x, y) \geq 0,(x, y) \in S$. Once $u_{i, j}$ is obtained, we apply the above limiter to obtain the modified solution $\tilde{u}_{i, j}$, which will be used in later computations. In three dimensional space, we compute the solution $u_{i, j, l}$ on cell $K_{i, j, l}$ based on the solution $\tilde{u}_{i-1, j, l}, \tilde{u}_{i, j-1, l}, \tilde{u}_{i, j, l-1}$ with $\tilde{u}_{i-1, j, l}(x, y, z), \tilde{u}_{i, j-1, l}(x, y, z), \tilde{u}_{i, j, l-1}(x, y, z) \geq 0,(x, y, z) \in S$. Once $u_{i, j, l}$ is obtained, we apply the above limiter to obtain the modified solution $\tilde{u}_{i, j, l}$ and use it in the later computations.

We would like to remark that, under certain mesh size conditions, the positivity of the solution at the interfaces $x_{j+\frac{1}{2}}^{-}, j=1,2, \ldots, N$ in one dimensional space is automatically maintained even without the positivity-preserving limiter, i.e. $u_{j+\frac{1}{2}}^{-} \geq$ $0, j=1,2, \ldots, N$ provided $f, u_{0} \geq 0$. This fact allows us to apply the positivitypreserving limiter simultaneously for all cells after the DG solution has been obtained for all cells. The detailed theorem and its proof are given in Appendix B.1.

### 3.5 Numerical tests

In this section, we perform numerical experiments to show the good performance of the positivity-preserving methods established in the previous sections. Many of the examples are taken from $[90,46,91]$. We take the set $S$ in the positivity-preserving limiter of the Section 3.4 as the union of the necessary points introduced therein and 100 equally spaced points on 1 D cells, or $50 \times 50$ equally spaced points on 2 D cells, or $20 \times 20 \times 20$ equally spaced points on 3 D cells. If not otherwise stated, we use uniform meshes with mesh sizes satisfying the conditions of positivity-preserving established in the previous sections.

Example 3.5.1. We solve the equation (3.1) with $a(x)=\frac{1}{2+\sin (4 \pi x)}, \lambda=0$ and $f(x)=x^{2}$ on the domain $\Omega=[0,1]$. The boundary condition is given by $u(0)=0$ and the exact solution is $u(x)=\frac{2}{3} x^{3}+\frac{1}{3} \sin (4 \pi x) x^{3}$. We compute the solution based on the positivity-preserving scheme (3.8) and give the errors, order of convergence, and data about positivity in Tables 3.4 and 3.5 for the cases without and with the limiter, respectively. From the tables, we can see that the orders of convergence are optimal, and the negative values of the solution of the scheme without limiter are eliminated by the positivity-preserving limiter.

| $k$ | $N$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $\min u_{h}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 20 | $1.78 \mathrm{E}-03$ | - | $2.89 \mathrm{E}-02$ | - | $-8.71 \mathrm{E}-06$ |
|  | 40 | $4.41 \mathrm{E}-04$ | 2.01 | $7.27 \mathrm{E}-03$ | 1.99 | $-5.96 \mathrm{E}-07$ |
|  | 80 | $1.10 \mathrm{E}-04$ | 2.00 | $1.83 \mathrm{E}-03$ | 1.99 | $-3.81 \mathrm{E}-08$ |
|  | 160 | $2.75 \mathrm{E}-05$ | 2.00 | $4.57 \mathrm{E}-04$ | 2.00 | $-2.39 \mathrm{E}-09$ |
|  | 320 | $6.88 \mathrm{E}-06$ | 2.00 | $1.14 \mathrm{E}-04$ | 2.00 | $-1.50 \mathrm{E}-10$ |
| 2 | 20 | $8.34 \mathrm{E}-05$ | - | $1.53 \mathrm{E}-03$ | - | $-3.46 \mathrm{E}-06$ |
|  | 40 | $1.06 \mathrm{E}-05$ | 2.98 | $2.10 \mathrm{E}-04$ | 2.86 | $-4.17 \mathrm{E}-07$ |
|  | 80 | $1.32 \mathrm{E}-06$ | 3.01 | $2.91 \mathrm{E}-05$ | 2.85 | $-5.24 \mathrm{E}-08$ |
|  | 160 | $1.64 \mathrm{E}-07$ | 3.00 | $3.81 \mathrm{E}-06$ | 2.93 | $-6.63 \mathrm{E}-09$ |
|  | 320 | $2.05 \mathrm{E}-08$ | 3.00 | $4.86 \mathrm{E}-07$ | 2.97 | $-8.38 \mathrm{E}-10$ |
| 3 | 20 | $4.42 \mathrm{E}-06$ | - | $1.15 \mathrm{E}-04$ | - | $-9.64 \mathrm{E}-07$ |
|  | 40 | $2.76 \mathrm{E}-07$ | 4.00 | $7.31 \mathrm{E}-06$ | 3.98 | $-7.63 \mathrm{E}-08$ |
|  | 80 | $1.72 \mathrm{E}-08$ | 4.01 | $4.57 \mathrm{E}-07$ | 4.00 | $-5.03 \mathrm{E}-09$ |
|  | 160 | $1.07 \mathrm{E}-09$ | 4.00 | $2.86 \mathrm{E}-08$ | 4.00 | $-3.18 \mathrm{E}-10$ |
|  | 320 | $6.70 \mathrm{E}-11$ | 4.00 | $1.79 \mathrm{E}-09$ | 4.00 | $-2.00 \mathrm{E}-11$ |
| 4 | 20 | $1.36 \mathrm{E}-07$ | - | $3.41 \mathrm{E}-06$ | - | $-6.96 \mathrm{E}-08$ |
|  | 40 | $4.23 \mathrm{E}-09$ | 5.01 | $1.09 \mathrm{E}-07$ | 4.97 | $-1.14 \mathrm{E}-09$ |
|  | 80 | $1.34 \mathrm{E}-10$ | 4.98 | $3.39 \mathrm{E}-09$ | 5.00 | $-1.80 \mathrm{E}-11$ |
|  | 160 | $4.17 \mathrm{E}-12$ | 5.00 | $1.06 \mathrm{E}-10$ | 5.00 | $-2.81 \mathrm{E}-13$ |
|  | 320 | $1.30 \mathrm{E}-13$ | 5.00 | $3.32 \mathrm{E}-12$ | 5.00 | $-4.40 \mathrm{E}-15$ |

Table 3.4: Results of Example 3.5.1 without limiter

Example 3.5.2. We solve the equation (3.1) with $a(x)=1, \lambda=6000$ and $f(x)=$ $\lambda\left(\frac{1}{9} \cos ^{4}(x)+\epsilon\right)-\frac{4}{9} \cos ^{3}(x) \sin (x)$ on the domain $\Omega=[0, \pi]$. We take $\epsilon=10^{-14}$ such that the source term is nonnegative. The boundary condition is given by $u(0)=\frac{1}{9}+\epsilon$ and the exact solution is $u(x)=\frac{1}{9} \cos ^{4}(x)+\epsilon$. This example has been tested in

| $k$ | $N$ | $L^{1}$ error | order | $L^{\infty}$ error | order | Limited cells (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 20 | $1.78 \mathrm{E}-03$ | - | $2.89 \mathrm{E}-02$ | - | 5.00 |
|  | 40 | $4.41 \mathrm{E}-04$ | 2.01 | $7.27 \mathrm{E}-03$ | 1.99 | 2.50 |
|  | 80 | $1.10 \mathrm{E}-04$ | 2.00 | $1.83 \mathrm{E}-03$ | 1.99 | 1.25 |
|  | 160 | $2.75 \mathrm{E}-05$ | 2.00 | $4.57 \mathrm{E}-04$ | 2.00 | 0.63 |
|  | 320 | $6.88 \mathrm{E}-06$ | 2.00 | $1.14 \mathrm{E}-04$ | 2.00 | 0.31 |
| 2 | 20 | $8.41 \mathrm{E}-05$ | - | $1.52 \mathrm{E}-03$ | - | 5.00 |
|  | 40 | $1.07 \mathrm{E}-05$ | 2.97 | $2.10 \mathrm{E}-04$ | 2.85 | 2.50 |
|  | 80 | $1.34 \mathrm{E}-06$ | 3.00 | $2.92 \mathrm{E}-05$ | 2.85 | 1.25 |
|  | 160 | $1.67 \mathrm{E}-07$ | 3.00 | $3.82 \mathrm{E}-06$ | 2.93 | 0.63 |
|  | 320 | $2.09 \mathrm{E}-08$ | 3.00 | $4.88 \mathrm{E}-07$ | 2.97 | 0.31 |
| 3 | 20 | $5.45 \mathrm{E}-06$ | - | $1.13 \mathrm{E}-04$ | - | 5.00 |
|  | 40 | $3.84 \mathrm{E}-07$ | 3.83 | $7.17 \mathrm{E}-06$ | 3.98 | 2.50 |
|  | 80 | $2.52 \mathrm{E}-08$ | 3.93 | $4.46 \mathrm{E}-07$ | 4.01 | 1.25 |
|  | 160 | $1.61 \mathrm{E}-09$ | 3.97 | $2.79 \mathrm{E}-08$ | 4.00 | 0.63 |
|  | 320 | $1.02 \mathrm{E}-10$ | 3.99 | $1.74 \mathrm{E}-09$ | 4.00 | 0.31 |
| 4 | 20 | $2.35 \mathrm{E}-07$ | - | $3.50 \mathrm{E}-06$ | - | 5.00 |
|  | 40 | $5.81 \mathrm{E}-09$ | 5.33 | $1.10 \mathrm{E}-07$ | 4.99 | 2.50 |
|  | 80 | $1.54 \mathrm{E}-10$ | 5.23 | $3.42 \mathrm{E}-09$ | 5.01 | 1.25 |
|  | 160 | $4.44 \mathrm{E}-12$ | 5.12 | $1.07 \mathrm{E}-10$ | 5.00 | 0.63 |
|  | 320 | $1.47 \mathrm{E}-13$ | 4.92 | $3.34 \mathrm{E}-12$ | 5.00 | 0.31 |

Table 3.5: Results of Example 3.5.1 with limiter
[46] with a rigorously proved high order conservative positivity-preserving method. However, since the inaccurate integral is adopted in our scheme, the results of our algorithm will be different. We collect the numerical errors, orders of convergence, and data about positivity in Tables 3.6 and 3.7 for the schemes (3.8) without and with the limiter, respectively, from which we can observe the optimal convergence, and the negative values of the solution being eliminated by the positivity-preserving limiter.

| $k$ | $N$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $\min u_{h}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 20 | $2.14 \mathrm{E}-03$ | - | $2.64 \mathrm{E}-03$ | - | $-1.33 \mathrm{E}-03$ |
|  | 40 | $4.66 \mathrm{E}-04$ | 2.20 | $6.76 \mathrm{E}-04$ | 1.96 | $-2.90 \mathrm{E}-04$ |
|  | 80 | $7.94 \mathrm{E}-05$ | 2.55 | $1.70 \mathrm{E}-04$ | 2.00 | $-4.34 \mathrm{E}-05$ |
|  | 160 | $1.15 \mathrm{E}-05$ | 2.78 | $4.21 \mathrm{E}-05$ | 2.01 | $-1.41 \mathrm{E}-06$ |
|  | 320 | $2.41 \mathrm{E}-06$ | 2.26 | $1.04 \mathrm{E}-05$ | 2.02 | $-1.20 \mathrm{E}-10$ |
|  | 640 | $5.94 \mathrm{E}-07$ | 2.02 | $2.51 \mathrm{E}-06$ | 2.05 | $-1.66 \mathrm{E}-11$ |
| 2 | 20 | $3.40 \mathrm{E}-04$ | - | $4.59 \mathrm{E}-04$ | - | $-2.68 \mathrm{E}-04$ |
|  | 40 | $6.79 \mathrm{E}-05$ | 2.32 | $1.04 \mathrm{E}-04$ | 2.15 | $-4.43 \mathrm{E}-05$ |
|  | 80 | $1.00 \mathrm{E}-05$ | 2.76 | $1.86 \mathrm{E}-05$ | 2.48 | $-8.12 \mathrm{E}-08$ |
|  | 160 | $1.25 \mathrm{E}-06$ | 3.00 | $2.12 \mathrm{E}-06$ | 3.13 | $-3.03 \mathrm{E}-07$ |
|  | 320 | $9.42 \mathrm{E}-08$ | 3.72 | $1.55 \mathrm{E}-07$ | 3.78 | $-8.65 \mathrm{E}-09$ |
|  | 640 | $6.07 \mathrm{E}-09$ | 3.96 | $9.80 \mathrm{E}-09$ | 3.98 | $-1.52 \mathrm{E}-10$ |

Table 3.6: Results of Example 3.5.2 without limiter

| $k$ | $N$ | $L^{1}$ error | order | $L^{\infty}$ error | order | Limited cells (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 20 | $1.20 \mathrm{E}-03$ | - | $2.64 \mathrm{E}-03$ | - | 10.00 |
|  | 40 | $2.97 \mathrm{E}-04$ | 2.02 | $6.76 \mathrm{E}-04$ | 1.96 | 5.00 |
|  | 80 | $6.59 \mathrm{E}-05$ | 2.17 | $1.70 \mathrm{E}-04$ | 2.00 | 2.50 |
|  | 160 | $1.14 \mathrm{E}-05$ | 2.53 | $4.21 \mathrm{E}-05$ | 2.01 | 1.25 |
|  | 320 | $2.41 \mathrm{E}-06$ | 2.24 | $1.04 \mathrm{E}-05$ | 2.02 | 0.31 |
|  | 640 | $5.94 \mathrm{E}-07$ | 2.02 | $2.51 \mathrm{E}-06$ | 2.05 | 0.16 |
| 2 | 20 | $2.41 \mathrm{E}-04$ | - | $4.59 \mathrm{E}-04$ | - | 15.00 |
|  | 40 | $5.56 \mathrm{E}-05$ | 2.11 | $1.04 \mathrm{E}-04$ | 2.15 | 7.50 |
|  | 80 | $9.98 \mathrm{E}-06$ | 2.48 | $1.86 \mathrm{E}-05$ | 2.48 | 2.50 |
|  | 160 | $1.24 \mathrm{E}-06$ | 3.01 | $2.12 \mathrm{E}-06$ | 3.13 | 1.88 |
|  | 320 | $9.41 \mathrm{E}-08$ | 3.72 | $1.55 \mathrm{E}-07$ | 3.78 | 0.94 |
|  | 640 | $6.07 \mathrm{E}-09$ | 3.95 | $9.80 \mathrm{E}-09$ | 3.98 | 0.31 |

Table 3.7: Results of Example 3.5.2 with limiter

Example 3.5.3. We solve the equation (3.1) with $a(x)=1+x, \lambda=10000$ and $f(x)=(\lambda+1)\left(\frac{1}{9} \cos ^{4}(x)+\epsilon\right)-(1+x)\left(\frac{4}{9} \cos ^{3}(x) \sin (x)\right)$ on the domain $\Omega=[0,2 \pi]$. We take $\epsilon=2 \times 10^{-14}$ such that the source term is nonnegative. The boundary condition is given by $u(0)=\frac{1}{9}+\epsilon$ and the exact solution is $u(x)=\frac{1}{9} \cos ^{4}(x)+\epsilon$. We compute the solution using the scheme (3.8) and give the numerical errors, orders of convergence, and data about positivity in Tables 3.8 and 3.9 for the case without and with the limiter, respectively. From the tables, we can see that the orders of convergence are optimal, and that negative values appear without limiter and the positivity is maintained under the modification of the limiter.

| $k$ | $N$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $\min u_{h}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 20 | $8.35 \mathrm{E}-03$ | - | $1.07 \mathrm{E}-02$ | - | $-3.03 \mathrm{E}-03$ |
|  | 40 | $1.76 \mathrm{E}-03$ | 2.25 | $2.83 \mathrm{E}-03$ | 1.93 | $-5.01 \mathrm{E}-04$ |
|  | 80 | $4.10 \mathrm{E}-04$ | 2.10 | $7.02 \mathrm{E}-04$ | 2.01 | $-1.10 \mathrm{E}-04$ |
|  | 160 | $9.38 \mathrm{E}-05$ | 2.13 | $1.73 \mathrm{E}-04$ | 2.02 | $-1.60 \mathrm{E}-05$ |
|  | 320 | $2.15 \mathrm{E}-05$ | 2.13 | $4.28 \mathrm{E}-05$ | 2.02 | $-4.49 \mathrm{E}-07$ |
|  | 640 | $5.19 \mathrm{E}-06$ | 2.05 | $1.05 \mathrm{E}-05$ | 2.02 | $-3.21 \mathrm{E}-10$ |
| 2 | 20 | $1.62 \mathrm{E}-03$ | - | $1.26 \mathrm{E}-03$ | - | $-4.51 \mathrm{E}-04$ |
|  | 40 | $3.73 \mathrm{E}-04$ | 2.11 | $2.89 \mathrm{E}-04$ | 2.12 | $-1.03 \mathrm{E}-04$ |
|  | 80 | $7.96 \mathrm{E}-05$ | 2.23 | $7.02 \mathrm{E}-05$ | 2.04 | $-1.62 \mathrm{E}-05$ |
|  | 160 | $1.29 \mathrm{E}-05$ | 2.62 | $1.32 \mathrm{E}-05$ | 2.41 | $-1.19 \mathrm{E}-06$ |
|  | 320 | $1.35 \mathrm{E}-06$ | 3.26 | $1.85 \mathrm{E}-06$ | 2.83 | $-1.45 \mathrm{E}-07$ |
|  | 640 | $1.03 \mathrm{E}-07$ | 3.71 | $1.66 \mathrm{E}-07$ | 3.48 | $-3.78 \mathrm{E}-09$ |

Table 3.8: Results of Example 3.5.3 without limiter

Example 3.5.4. We solve the equation (3.2) with $a(u)=u^{2}+0.01, \lambda=5$ and $f(x)=$ $-8 \sin (x) \cos ^{7}(x)\left(3\left(\cos ^{8}(x)+\epsilon\right)^{2}+0.01\right)+\lambda\left(\cos ^{8}(x)+\epsilon\right)$ on the domain $\Omega=[0, \pi]$. We take $\epsilon=10^{-14}$ such that the source term is nonnegative. The boundary condition is given by $u(0)=1+\epsilon$ and the exact solution is $u(x)=\cos ^{8}(x)+\epsilon$. We give the errors, orders of convergence, and data about positivity in Tables 3.10 and 3.11 for the scheme (3.12) with $k=1$ and scheme (3.13) with $k=2$ in the case without and with the limiter, respectively, with the same conclusion about accuracy and positivitypreserving as before.

| $k$ | $N$ | $L^{1}$ error | order | $L^{\infty}$ error | order | Limited cells (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 20 | $6.44 \mathrm{E}-03$ | - | $1.07 \mathrm{E}-02$ | - | 10.00 |
|  | 40 | $1.53 \mathrm{E}-03$ | 2.08 | $2.83 \mathrm{E}-03$ | 1.93 | 5.00 |
|  | 80 | $3.75 \mathrm{E}-04$ | 2.03 | $7.02 \mathrm{E}-04$ | 2.01 | 3.75 |
|  | 160 | $9.12 \mathrm{E}-05$ | 2.04 | $1.73 \mathrm{E}-04$ | 2.02 | 1.88 |
|  | 320 | $2.15 \mathrm{E}-05$ | 2.09 | $4.28 \mathrm{E}-05$ | 2.02 | 0.94 |
|  | 640 | $5.19 \mathrm{E}-06$ | 2.05 | $1.05 \mathrm{E}-05$ | 2.02 | 0.31 |
| 2 | 20 | $1.44 \mathrm{E}-03$ | - | $1.37 \mathrm{E}-03$ | - | 20.00 |
|  | 40 | $3.36 \mathrm{E}-04$ | 2.10 | $3.25 \mathrm{E}-04$ | 2.07 | 10.00 |
|  | 80 | $7.62 \mathrm{E}-05$ | 2.14 | $7.37 \mathrm{E}-05$ | 2.14 | 6.25 |
|  | 160 | $1.29 \mathrm{E}-05$ | 2.56 | $1.32 \mathrm{E}-05$ | 2.49 | 3.13 |
|  | 320 | $1.35 \mathrm{E}-06$ | 3.26 | $1.85 \mathrm{E}-06$ | 2.83 | 1.56 |
|  | 640 | $1.03 \mathrm{E}-07$ | 3.71 | $1.66 \mathrm{E}-07$ | 3.48 | 0.78 |

Table 3.9: Results of Example 3.5.3 with limiter

| $k$ | $N$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $\min u_{h}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 20 | $1.20 \mathrm{E}-01$ | - | $1.28 \mathrm{E}-01$ | - | $-1.17 \mathrm{E}-01$ |
|  | 40 | $8.11 \mathrm{E}-03$ | 3.89 | $1.86 \mathrm{E}-02$ | 2.78 | $-2.97 \mathrm{E}-03$ |
|  | 80 | $1.55 \mathrm{E}-03$ | 2.39 | $4.39 \mathrm{E}-03$ | 2.08 | $-2.03 \mathrm{E}-07$ |
|  | 160 | $3.87 \mathrm{E}-04$ | 2.01 | $1.09 \mathrm{E}-03$ | 2.02 | $-1.04 \mathrm{E}-13$ |
|  | 320 | $9.66 \mathrm{E}-05$ | 2.00 | $2.71 \mathrm{E}-04$ | 2.00 | $8.96 \mathrm{E}-15$ |
|  | 640 | $2.41 \mathrm{E}-05$ | 2.00 | $6.76 \mathrm{E}-05$ | 2.00 | $9.86 \mathrm{E}-15$ |
| 2 | 20 | $8.56 \mathrm{E}-02$ | - | $1.76 \mathrm{E}-01$ | - | $-7.20 \mathrm{E}-02$ |
|  | 40 | $1.16 \mathrm{E}-02$ | 2.88 | $4.47 \mathrm{E}-02$ | 1.98 | $-1.44 \mathrm{E}-02$ |
|  | 80 | $9.28 \mathrm{E}-04$ | 3.65 | $4.78 \mathrm{E}-03$ | 3.22 | $-9.60 \mathrm{E}-05$ |
|  | 160 | $8.20 \mathrm{E}-05$ | 3.50 | $4.31 \mathrm{E}-04$ | 3.47 | $-4.44 \mathrm{E}-09$ |
|  | 320 | $8.27 \mathrm{E}-06$ | 3.31 | $4.41 \mathrm{E}-05$ | 3.29 | $-7.82 \mathrm{E}-14$ |
|  | 640 | $9.25 \mathrm{E}-07$ | 3.16 | $4.89 \mathrm{E}-06$ | 3.17 | $9.98 \mathrm{E}-15$ |

Table 3.10: Results of Example 3.5.4 without limiter

| $k$ | $N$ | $L^{1}$ error | order | $L^{\infty}$ error | order | Limited cells (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 20 | $3.85 \mathrm{E}-02$ | - | $1.28 \mathrm{E}-01$ | - | 15.00 |
|  | 40 | $7.02 \mathrm{E}-03$ | 2.46 | $1.86 \mathrm{E}-02$ | 2.78 | 12.50 |
|  | 80 | $1.55 \mathrm{E}-03$ | 2.18 | $4.39 \mathrm{E}-03$ | 2.08 | 3.75 |
|  | 160 | $3.87 \mathrm{E}-04$ | 2.01 | $1.09 \mathrm{E}-03$ | 2.02 | 1.25 |
|  | 320 | $9.66 \mathrm{E}-05$ | 2.00 | $2.71 \mathrm{E}-04$ | 2.00 | 0.00 |
|  | 640 | $2.41 \mathrm{E}-05$ | 2.00 | $6.76 \mathrm{E}-05$ | 2.00 | 0.00 |
| 2 | 20 | $1.89 \mathrm{E}-02$ | - | $7.65 \mathrm{E}-02$ | - | 50.00 |
|  | 40 | $6.35 \mathrm{E}-03$ | 1.58 | $4.26 \mathrm{E}-02$ | 0.85 | 37.50 |
|  | 80 | $9.15 \mathrm{E}-04$ | 2.80 | $4.78 \mathrm{E}-03$ | 3.15 | 18.75 |
|  | 160 | $8.20 \mathrm{E}-05$ | 3.48 | $4.31 \mathrm{E}-04$ | 3.47 | 6.25 |
|  | 320 | $8.27 \mathrm{E}-06$ | 3.31 | $4.41 \mathrm{E}-05$ | 3.29 | 1.25 |
|  | 640 | $9.25 \mathrm{E}-07$ | 3.16 | $4.89 \mathrm{E}-06$ | 3.17 | 0.00 |

Table 3.11: Results of Example 3.5.4 with limiter

Example 3.5.5. We solve the equation (3.3) with $a=0.7, b=0.3, \lambda=1.0$ and $f=0$ on the domain $\Omega=[0,1] \times[0,1]$. The boundary conditions are given by $u(x, 0)=0$ for $0 \leq x \leq 1$ and $u(0, y)=\sin ^{6}(\pi y)$ for $0 \leq y \leq 1$. It is easy to check that the exact solution of the problem is

$$
u(x, y)= \begin{cases}0, & y<\frac{b}{a} x \\ \sin ^{6}\left(\pi\left(y-\frac{b}{a} x\right)\right) e^{-\frac{\lambda}{a} x} & y \geq \frac{b}{a} x\end{cases}
$$

We compute the solution based on the scheme (3.18) with $k=1,2,3,4,5$. The errors, orders of convergence and data about positivity are given in Tables 3.12 and 3.13 for the cases without and with positivity-preserving limiter, respectively, from which the sub-optimal convergence can be observed. Moreover, we plot the results of the scheme with the limiter for $k=1,2,3,4$ on the $40 \times 40$ mesh in Figure 3.2, in which we put white dots on those cells where negative values appear before the limiting process.

Example 3.5.6. We solve the equation (3.3) with $a=0.6, b=0.4, \lambda=0$ and $f=0$ on the domain $\Omega=[0,1]^{2}$. The boundary condition is given by $u(x, 0)=1$ for

| $k$ | $N_{x} \times N_{y}$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $\min u_{h}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $10 \times 10$ | $1.87 \mathrm{E}-02$ | - | $2.96 \mathrm{E}-01$ | - | $-1.01 \mathrm{E}-01$ |
|  | $20 \times 20$ | $6.04 \mathrm{E}-03$ | 1.63 | $1.08 \mathrm{E}-01$ | 1.46 | $-6.43 \mathrm{E}-03$ |
|  | $40 \times 40$ | $2.45 \mathrm{E}-03$ | 1.30 | $4.80 \mathrm{E}-02$ | 1.16 | $-2.42 \mathrm{E}-04$ |
|  | $80 \times 80$ | $1.14 \mathrm{E}-03$ | 1.11 | $2.36 \mathrm{E}-02$ | 1.02 | $-4.50 \mathrm{E}-06$ |
|  | $160 \times 160$ | $5.56 \mathrm{E}-04$ | 1.03 | $1.18 \mathrm{E}-02$ | 1.00 | $-7.34 \mathrm{E}-08$ |
|  | $320 \times 320$ | $2.77 \mathrm{E}-04$ | 1.01 | $5.89 \mathrm{E}-03$ | 0.99 | $-1.16 \mathrm{E}-09$ |
| 2 | $10 \times 10$ | $1.70 \mathrm{E}-03$ | - | $3.97 \mathrm{E}-02$ | - | $-8.78 \mathrm{E}-03$ |
|  | $20 \times 20$ | $3.77 \mathrm{E}-04$ | 2.17 | $1.27 \mathrm{E}-02$ | 1.65 | $-2.37 \mathrm{E}-03$ |
|  | $40 \times 40$ | $9.11 \mathrm{E}-05$ | 2.05 | $3.48 \mathrm{E}-03$ | 1.86 | $-1.70 \mathrm{E}-04$ |
|  | $80 \times 80$ | $2.27 \mathrm{E}-05$ | 2.01 | $9.17 \mathrm{E}-04$ | 1.93 | $-2.53 \mathrm{E}-06$ |
|  | $160 \times 160$ | $5.68 \mathrm{E}-06$ | 2.00 | $2.35 \mathrm{E}-04$ | 1.97 | $-1.14 \mathrm{E}-07$ |
|  | $320 \times 320$ | $1.42 \mathrm{E}-06$ | 2.00 | $5.95 \mathrm{E}-05$ | 1.98 | $-2.89 \mathrm{E}-09$ |
| 3 | $10 \times 10$ | $1.45 \mathrm{E}-04$ | - | $4.56 \mathrm{E}-03$ | - | $-6.59 \mathrm{E}-04$ |
|  | $20 \times 20$ | $1.49 \mathrm{E}-05$ | 3.29 | $4.76 \mathrm{E}-04$ | 3.26 | $-4.35 \mathrm{E}-05$ |
|  | $40 \times 40$ | $1.70 \mathrm{E}-06$ | 3.13 | $6.13 \mathrm{E}-05$ | 2.96 | $-7.75 \mathrm{E}-07$ |
|  | $80 \times 80$ | $2.06 \mathrm{E}-07$ | 3.04 | $7.78 \mathrm{E}-06$ | 2.98 | $-1.22 \mathrm{E}-08$ |
|  | $160 \times 160$ | $2.56 \mathrm{E}-08$ | 3.01 | $9.80 \mathrm{E}-07$ | 2.99 | $-1.92 \mathrm{E}-10$ |
|  | $320 \times 320$ | $3.19 \mathrm{E}-09$ | 3.00 | $1.23 \mathrm{E}-07$ | 2.99 | $-3.01 \mathrm{E}-12$ |
| 4 | $10 \times 10$ | $1.23 \mathrm{E}-05$ | - | $4.28 \mathrm{E}-04$ | - | $-7.15 \mathrm{E}-05$ |
|  | $20 \times 20$ | $6.95 \mathrm{E}-07$ | 4.14 | $3.63 \mathrm{E}-05$ | 3.56 | $-2.49 \mathrm{E}-06$ |
|  | $40 \times 40$ | $4.13 \mathrm{E}-08$ | 4.07 | $2.55 \mathrm{E}-06$ | 3.83 | $-4.55 \mathrm{E}-08$ |
|  | $80 \times 80$ | $2.53 \mathrm{E}-09$ | 4.03 | $1.68 \mathrm{E}-07$ | 3.93 | $-7.49 \mathrm{E}-10$ |
|  | $160 \times 160$ | $1.57 \mathrm{E}-10$ | 4.01 | $1.07 \mathrm{E}-08$ | 3.97 | $-1.19 \mathrm{E}-11$ |
|  | $320 \times 320$ | $9.77 \mathrm{E}-12$ | 4.00 | $6.77 \mathrm{E}-10$ | 3.99 | $-1.87 \mathrm{E}-13$ |

Table 3.12: Results of Example 3.5.5 without limiter

| $k$ | $N_{x} \times N_{y}$ | $L^{1}$ error | order | $L^{\infty}$ error | order | Limited cells (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $10 \times 10$ | $1.98 \mathrm{E}-02$ | - | $3.17 \mathrm{E}-01$ | - | 36.00 |
|  | $20 \times 20$ | $6.13 \mathrm{E}-03$ | 1.69 | $1.08 \mathrm{E}-01$ | 1.56 | 21.25 |
|  | $40 \times 40$ | $2.45 \mathrm{E}-03$ | 1.32 | $4.80 \mathrm{E}-02$ | 1.16 | 14.69 |
|  | $80 \times 80$ | $1.14 \mathrm{E}-03$ | 1.11 | $2.36 \mathrm{E}-02$ | 1.02 | 5.27 |
|  | $160 \times 160$ | $5.56 \mathrm{E}-04$ | 1.03 | $1.18 \mathrm{E}-02$ | 1.00 | 1.21 |
|  | $320 \times 320$ | $2.77 \mathrm{E}-04$ | 1.01 | $5.89 \mathrm{E}-03$ | 0.99 | 0.23 |
| 2 | $10 \times 10$ | $2.34 \mathrm{E}-03$ | - | $3.92 \mathrm{E}-02$ | - | 49.00 |
|  | $20 \times 20$ | $3.91 \mathrm{E}-04$ | 2.58 | $1.27 \mathrm{E}-02$ | 1.63 | 37.25 |
|  | $40 \times 40$ | $9.12 \mathrm{E}-05$ | 2.10 | $3.48 \mathrm{E}-03$ | 1.86 | 25.50 |
|  | $80 \times 80$ | $2.27 \mathrm{E}-05$ | 2.01 | $9.17 \mathrm{E}-04$ | 1.93 | 13.34 |
|  | $160 \times 160$ | $5.68 \mathrm{E}-06$ | 2.00 | $2.35 \mathrm{E}-04$ | 1.97 | 6.25 |
|  | $320 \times 320$ | $1.42 \mathrm{E}-06$ | 2.00 | $5.95 \mathrm{E}-05$ | 1.98 | 3.43 |
| 3 | $10 \times 10$ | $2.69 \mathrm{E}-04$ | - | $5.18 \mathrm{E}-03$ | - | 27.00 |
|  | $20 \times 20$ | $1.80 \mathrm{E}-05$ | 3.90 | $5.01 \mathrm{E}-04$ | 3.37 | 13.25 |
|  | $40 \times 40$ | $1.72 \mathrm{E}-06$ | 3.39 | $6.13 \mathrm{E}-05$ | 3.03 | 5.81 |
|  | $80 \times 80$ | $2.06 \mathrm{E}-07$ | 3.06 | $7.78 \mathrm{E}-06$ | 2.98 | 3.97 |
|  | $160 \times 160$ | $2.56 \mathrm{E}-08$ | 3.01 | $9.80 \mathrm{E}-07$ | 2.99 | 2.95 |
|  | $320 \times 320$ | $3.19 \mathrm{E}-09$ | 3.00 | $1.23 \mathrm{E}-07$ | 2.99 | 2.45 |
| 4 | $10 \times 10$ | $3.29 \mathrm{E}-05$ | - | $8.94 \mathrm{E}-04$ | - | 29.00 |
|  | $20 \times 20$ | $1.01 \mathrm{E}-06$ | 5.03 | $3.81 \mathrm{E}-05$ | 4.55 | 14.00 |
|  | $40 \times 40$ | $4.37 \mathrm{E}-08$ | 4.53 | $2.55 \mathrm{E}-06$ | 3.90 | 9.31 |
|  | $80 \times 80$ | $2.55 \mathrm{E}-09$ | 4.10 | $1.68 \mathrm{E}-07$ | 3.93 | 4.20 |
|  | $160 \times 160$ | $1.57 \mathrm{E}-10$ | 4.02 | $1.07 \mathrm{E}-08$ | 3.97 | 2.28 |
|  | $320 \times 320$ | $9.77 \mathrm{E}-12$ | 4.01 | $6.77 \mathrm{E}-10$ | 3.99 | 1.67 |

Table 3.13: Results of Example 3.5.5 with limiter


Figure 3.2: Solutions of Example 3.5.5 with limiter
$0<x \leq 1$ and $u(0, y)=0$ for $0 \leq y \leq 1$. The exact solution of the problem is

$$
u(x, y)= \begin{cases}1, & y<\frac{b}{a} x \\ 0, & y \geq \frac{b}{a} x\end{cases}
$$

This problem can be interpreted as a two-dimensional radiative transfer model in transparent medium, see [46]. We plot the contours of the numerical solution solved from the scheme (3.18) with positivity-preserving limiter for $k=1,2,3,4$ on $40 \times 40$ rectangular mesh in Figure 3.3, where white dots are drawn on the cells with negative values appearing before the limiting process. Moreover, we cut the profile of the solutions along the line $x=0.5$, and compare them with the exact solution and the numerical solution solved without limiter in Figure 3.4, from which we can clearly see that the scheme without limiter produces negative values while the positivity of the solution is maintained with the limiter.

Example 3.5.7. We solve the equation (3.3) with $a=0.6, b=0.4, \lambda=1$ and $f=0$ on the domain $\Omega=[0,1]^{2}$. The boundary condition is given by $u(x, 0)=1$ for $0<x \leq 1$ and $u(0, y)=0$ for $0 \leq y \leq 1$. The exact solution of the problem is

$$
u(x, y)= \begin{cases}e^{-\frac{\lambda}{b} y}, & y<\frac{b}{a} x \\ 0, & y \geq \frac{b}{a} x\end{cases}
$$

The problem can be viewed as a two-dimensional radiative transfer model in purely absorbing medium, see [46]. We plot the contour of the numerical solution solved from the scheme (3.18) with positivity-preserving limiter for $k=1,2,3,4$ on $40 \times 40$ rectangular mesh in Figure 3.5, where white dots are drawn on the cells with negative values appearing before the limiting process. Moreover, we cut the profile of the solution along the line $x=0.5$, and compare them with the exact solutions and the numerical solutions solved without limiter in Figure 3.6, from which we can see the


Figure 3.3: Solutions of Example 3.5.6 with limiter


Figure 3.4: Solutions of Example 3.5.6 cut along $x=0.5$
positivity of solution is attained under the positivity-preserving limiter.


Figure 3.5: Solutions of Example 3.5.7 with limiter

Example 3.5.8. We consider the time-dependent linear problem $u_{t}+u_{x}=0$ on the domain $\Omega=[0,2]$ with boundary condition $u(0)=0$ and discontinuous initial condition

$$
u_{0}(x)= \begin{cases}1, & x \in\left[\frac{1}{4}, \frac{3}{4}\right] \\ 0, & \text { otherwise }\end{cases}
$$

The solution of the problem is $u(x, t)=u_{0}(x-t)$. We use the space-time $D G$ approach that treats the time as an extra dimension, and solve the problem based on the scheme (3.3). The mesh is $80 \times 40$ on the space-time domain $\Omega \times[0, T]$. We plot the numerical solutions at $t=1$ and compare it with the exact solution and the solution solved without limiter in Figure 3.7. From the figures, we can see


Figure 3.6: Solutions of Example 3.5.7 cut along $x=0.5$
the solutions have negative values without the positivity-preserving limiter, while the positivity is maintained after the limiting process.


Figure 3.7: Solutions of Example 3.5.8 at $T=1$
Example 3.5.9. We consider the time-dependent linear problem $u_{t}+a u_{x}+b u_{y}+\lambda u=$ $f$ with $a=0.7, b=0.3, \lambda=0.5$ on the domain $\Omega=[0,1]^{2}$. The initial condition is

$$
u_{0}(x, y)= \begin{cases}0, & y<\frac{b}{a} x \\ \sin ^{6}\left(\pi\left(y-\frac{b}{a} x\right)\right) e^{-2 \lambda x}, & y \geq \frac{b}{a} x\end{cases}
$$

The exact solution of the problem is $u(x, y, t)=u_{0}(x-a t, y-b t) e^{-\lambda t}$. The boundary conditions are given according to the exact solution on the inflow boundaries. We use the space-time $D G$ approach that treats the time as an extra dimension, and solve the problem based on the scheme (3.4) on the space-time domain $\Omega \times T$ with
$T=0.5$. The errors, orders of convergence and data about positivity on the whole space-time domain $\Omega \times[0, T]$ are given in Tables 3.14 and 3.15 for the cases without and with limiter, respectively, from which we can observe sub-optimal convergence and the positivity of solution being maintained by the positivity-preserving limiter.

| $k$ | $N_{x} \times N_{y} \times N_{t}$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $\min u_{h}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $10 \times 10 \times 5$ | $1.17 \mathrm{E}-02$ | - | $8.74 \mathrm{E}-01$ | - | $-4.52 \mathrm{E}-01$ |
|  | $20 \times 20 \times 10$ | $4.80 \mathrm{E}-03$ | 1.29 | $3.61 \mathrm{E}-01$ | 1.27 | $-8.95 \mathrm{E}-02$ |
|  | $40 \times 40 \times 20$ | $2.27 \mathrm{E}-03$ | 1.08 | $1.87 \mathrm{E}-01$ | 0.95 | $-7.47 \mathrm{E}-03$ |
|  | $80 \times 80 \times 40$ | $1.12 \mathrm{E}-03$ | 1.02 | $9.51 \mathrm{E}-02$ | 0.98 | $-2.51 \mathrm{E}-04$ |
|  | $160 \times 160 \times 80$ | $5.55 \mathrm{E}-04$ | 1.01 | $4.80 \mathrm{E}-02$ | 0.99 | $-2.10 \mathrm{E}-05$ |
|  | $320 \times 320 \times 160$ | $2.77 \mathrm{E}-04$ | 1.00 | $2.41 \mathrm{E}-02$ | 0.99 | $-3.49 \mathrm{E}-06$ |
| 3 | $10 \times 10 \times 5$ | $1.19 \mathrm{E}-04$ | - | $1.55 \mathrm{E}-02$ | - | $-2.63 \mathrm{E}-03$ |
|  | $20 \times 20 \times 10$ | $1.29 \mathrm{E}-05$ | 3.20 | $1.82 \mathrm{E}-03$ | 3.09 | $-1.40 \mathrm{E}-04$ |
|  | $40 \times 40 \times 20$ | $1.52 \mathrm{E}-06$ | 3.09 | $2.27 \mathrm{E}-04$ | 3.00 | $-2.63 \mathrm{E}-06$ |
|  | $80 \times 80 \times 40$ | $1.86 \mathrm{E}-07$ | 3.03 | $2.89 \mathrm{E}-05$ | 2.98 | $-4.65 \mathrm{E}-08$ |
|  | $160 \times 160 \times 80$ | $2.31 \mathrm{E}-08$ | 3.01 | $3.66 \mathrm{E}-06$ | 2.98 | $-7.58 \mathrm{E}-10$ |
|  | $320 \times 320 \times 160$ | $2.89 \mathrm{E}-09$ | 3.00 | $4.61 \mathrm{E}-07$ | 2.99 | $-3.68 \mathrm{E}-11$ |
| 5 | $10 \times 10 \times 5$ | $8.73 \mathrm{E}-07$ | - | $1.43 \mathrm{E}-04$ | - | $-5.46 \mathrm{E}-05$ |
|  | $20 \times 20 \times 10$ | $2.47 \mathrm{E}-08$ | 5.14 | $3.71 \mathrm{E}-06$ | 5.27 | $-5.46 \mathrm{E}-07$ |
|  | $40 \times 40 \times 20$ | $7.35 \mathrm{E}-10$ | 5.07 | $1.14 \mathrm{E}-07$ | 5.02 | $-1.11 \mathrm{E}-08$ |
|  | $80 \times 80 \times 40$ | $2.25 \mathrm{E}-11$ | 5.03 | $3.63 \mathrm{E}-09$ | 4.98 | $-2.02 \mathrm{E}-10$ |
|  | $160 \times 160 \times 80$ | $7.01 \mathrm{E}-13$ | 5.01 | $1.15 \mathrm{E}-10$ | 4.98 | $-3.37 \mathrm{E}-12$ |
|  | $320 \times 320 \times 160$ | $2.20 \mathrm{E}-14$ | 4.99 | $3.62 \mathrm{E}-12$ | 4.99 | $-5.44 \mathrm{E}-14$ |

Table 3.14: Results of Example 3.5.9 without limiter

### 3.6 Concluding remarks

In this chapter, we have constructed the high order conservative positivity-preserving DG method for stationary hyperbolic equations, via suitable quadrature rules in the DG framework.

In one space dimension, we propose the conservative positivity-preserving scheme with arbitrary high order for the variable coefficient equation (3.1) with $\lambda=0$, and

| $k$ | $N_{x} \times N_{y}$ | $L^{1}$ error | order | $L^{\infty}$ error | order | Limited cells (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $10 \times 10 \times 5$ | $1.28 \mathrm{E}-02$ | - | $7.43 \mathrm{E}-01$ | - | 78.20 |
|  | $20 \times 20 \times 10$ | $5.11 \mathrm{E}-03$ | 1.33 | $4.81 \mathrm{E}-01$ | 0.63 | 58.20 |
|  | $40 \times 40 \times 20$ | $2.29 \mathrm{E}-03$ | 1.16 | $1.87 \mathrm{E}-01$ | 1.36 | 40.61 |
|  | $80 \times 80 \times 40$ | $1.12 \mathrm{E}-03$ | 1.03 | $9.51 \mathrm{E}-02$ | 0.98 | 29.66 |
|  | $160 \times 160 \times 80$ | $5.55 \mathrm{E}-04$ | 1.01 | $4.80 \mathrm{E}-02$ | 0.99 | 21.89 |
|  | $320 \times 320 \times 160$ | $2.77 \mathrm{E}-04$ | 1.00 | $2.41 \mathrm{E}-02$ | 0.99 | 17.11 |
| 3 | $10 \times 10 \times 5$ | $8.84 \mathrm{E}-04$ | - | $1.02 \mathrm{E}-01$ | - | 48.40 |
|  | $20 \times 20 \times 10$ | $5.36 \mathrm{E}-05$ | 4.04 | $1.85 \mathrm{E}-02$ | 2.46 | 34.55 |
|  | $40 \times 40 \times 20$ | $2.18 \mathrm{E}-06$ | 4.62 | $8.90 \mathrm{E}-04$ | 4.38 | 25.93 |
|  | $80 \times 80 \times 40$ | $1.92 \mathrm{E}-07$ | 3.51 | $2.89 \mathrm{E}-05$ | 4.94 | 22.40 |
|  | $160 \times 160 \times 80$ | $2.32 \mathrm{E}-08$ | 3.05 | $3.66 \mathrm{E}-06$ | 2.98 | 19.09 |
|  | $320 \times 320 \times 160$ | $2.89 \mathrm{E}-09$ | 3.01 | $4.61 \mathrm{E}-07$ | 2.99 | 16.19 |
| 5 | $10 \times 10 \times 5$ | $3.35 \mathrm{E}-04$ | - | $9.43 \mathrm{E}-02$ | - | 42.40 |
|  | $20 \times 20 \times 10$ | $3.02 \mathrm{E}-05$ | 3.47 | $3.03 \mathrm{E}-02$ | 1.64 | 33.68 |
|  | $40 \times 40 \times 20$ | $1.01 \mathrm{E}-06$ | 4.90 | $1.55 \mathrm{E}-03$ | 4.29 | 27.34 |
|  | $80 \times 80 \times 40$ | $1.28 \mathrm{E}-08$ | 6.30 | $3.83 \mathrm{E}-05$ | 5.34 | 22.33 |
|  | $160 \times 160 \times 80$ | $1.24 \mathrm{E}-10$ | 6.69 | $6.96 \mathrm{E}-07$ | 5.78 | 18.93 |
|  | $320 \times 320 \times 160$ | $1.40 \mathrm{E}-12$ | 6.47 | $1.15 \mathrm{E}-08$ | 5.92 | 16.36 |

Table 3.15: Results of Example 3.5.9 with limiter
second and third orders for the variable coefficient equation (3.1) with $\lambda>0$ and nonlinear equation (3.2) with $\lambda \geq 0$, which is a vast extension of the previous works in $[46,90]$ since only constant coefficient equations were addressed therein.

We also propose the conservative positivity-preserving scheme for constant coefficient equations with arbitrary high order in two space dimensions, and arbitrary odd order in three space dimensions, which improves the existing results in [46, 90] that are either non-conservative with high order accuracy or conservative with second order accuracy. We only give rigorous proofs for limited cases but the results of numerical experiments in Section 3.3 for general cases are very promising.

Finally, we would like to mention that, even though we have not discussed it in this chapter, one important application of the positivity-preserving schemes for stationary hyperbolic equations is to radiative transfer equations. One can refer to
[46, 90, 91] for details.

## Chapter Four

On the conservation property of
positivity-preserving discontinuous
Galerkin methods for stationary hyperbolic equations

### 4.1 Introduction

The hyperbolic balance laws are important tools to investigate the phenomenon of flow and transport. In one space dimension, the scalar hyperbolic balance law is typically written in the form of

$$
\begin{equation*}
u_{t}+f(u)_{x}=s \tag{4.1}
\end{equation*}
$$

where $u$ is the balanced quantity, $f$ is the flux function, and $s$ is the source term. In particular, if $s=0$, the equation is called a hyperbolic conservation law and $u$ is the conserved quantity.

Integrated over the spatial interval $\left[x_{1}, x_{2}\right]$, the hyperbolic equation (4.1) is transformed to the conservative formulation satisfied by the average of $u$ on $\left[x_{1}, x_{2}\right]$

$$
\begin{equation*}
\frac{d \bar{u}}{d t}+\frac{1}{\Delta x}\left(f\left(x_{2}\right)-f\left(x_{1}\right)\right)=\bar{s}, \tag{4.2}
\end{equation*}
$$

where $\Delta x=x_{2}-x_{1}, \bar{u}(t)=\frac{1}{\Delta x} \int_{x_{1}}^{x_{2}} u(x, t) d x, f\left(x_{i}\right)=f\left(u\left(x_{i}, t\right)\right), i=1,2$, and $\bar{s}=\frac{1}{\Delta x} \int_{x_{1}}^{x_{2}} s(x, t) d x$.

Drawn from the formulation (4.2), numerous numerical schemes have been designed for the hyperbolic equation (4.1) in the conservative form

$$
\begin{equation*}
\frac{d \bar{u}_{j}}{d t}+\frac{1}{\Delta x_{j}}\left(\hat{f}_{j+\frac{1}{2}}-\hat{f}_{j-\frac{1}{2}}\right)=\bar{s}_{j} \tag{4.3}
\end{equation*}
$$

under the partition $I_{j}=\left[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}\right], j=0, \pm 1, \pm 2, \ldots$, for space, where $\Delta x_{j}=$ $x_{j+\frac{1}{2}}-x_{j-\frac{1}{2}}, \hat{f}_{j \pm \frac{1}{2}}$ are numerical fluxes at $x_{j \pm \frac{1}{2}}, \bar{u}_{j}$ and $\bar{s}_{j}$ are cell averages of the numerical solution and the source term on $I_{j}$, respectively.

Conservation is of great importance for numerical methods for hyperbolic equations, as it is not only a numerical analogy of the theoretical property of hyperbolic balance laws, but more importantly also the Lax-Wendroff theorem [39], which can be briefly stated as follows,

Theorem 4.1.1. Consider a sequence of grids with grid sizes $\Delta x_{l}, \Delta t_{l}$ converging to zero as $l \rightarrow \infty$, and a sequence of numerical solutions $U_{l}(x, t), l=1,2, \ldots$ computed from a consistent and conservative scheme for a hyperbolic equation on these grids. If $U_{l}$ converges boundedly a.e. to a function $u$ as $l \rightarrow \infty$, then $u$ is a weak solution of the hyperbolic equation.

Roughly speaking, conservative schemes guarantee correct shock speed determined by the Rankine-Hugoniot jump condition thanks to the mass conservation. To make it clear, we sum the equation (4.3) over the cells $I_{j}, I_{j+1}, \ldots, I_{j+r}$ to obtain the equation

$$
\begin{equation*}
\frac{d}{d t} \int_{x_{j-\frac{1}{2}}}^{x_{j+r+\frac{1}{2}}} u d x+\left(\hat{f}_{j+r+\frac{1}{2}}-\hat{f}_{j-\frac{1}{2}}\right)=\int_{x_{j-\frac{1}{2}}}^{x_{j+r+\frac{1}{2}}} s d x \tag{4.4}
\end{equation*}
$$

which enforces the correct speed of the shock (if there is a shock in the interval $\left.\left[x_{j-\frac{1}{2}}, x_{j+r+\frac{1}{2}}\right]\right)$ since the total mass $\int_{x_{j-\frac{1}{2}}}^{x_{j+r+\frac{1}{2}}} u d x$ depends on the shock location. On the other hand, non-conservative schemes could produce shocks with totally wrong speed and converge to a spurious solution. A well-known example [41] is the Burgers' equation in the non-conservative form $u_{t}+u u_{x}=0$ discretized by a natural upwinding finite difference scheme $u_{j}^{n+1}=u_{j}^{n}-\frac{\Delta t}{\Delta x} u_{j}^{n}\left(u_{j}^{n}-u_{j-1}^{n}\right)$ with the initial condition $u_{j}^{0}=$ $\mathbf{1}(j<0)$, where $\mathbf{1}(\cdot)$ is the indicator function. It's easy to check that $u_{j}^{n} \equiv u_{j}^{0}, \forall n$ for the scheme, which is wrong as the physical solution $u(x, t)$ with the initial condition $u_{0}(x)=\mathbf{1}(x<0)$ is $u(x, t)=u_{0}\left(x-\frac{1}{2} t\right)$. For deeper discussions about conservative schemes and their significance for time-dependent hyperbolic equations, one can refer
to Chapter 12 in the monograph [41].

The discontinuous Galerkin (DG) method is one of the most popular numerical methods solving hyperbolic equations for its advantages in geometric flexibility, local mass conservation, easiness of parallelization and high order accuracy. The DG method was first proposed in 1973 by Reed et al. [62] to compute the stationary linear transport equation, and first analyzed by Lesaint et al. [40] in 1974. It was later developed into the Runge-Kutta discontinuous Galerkin (RKDG) method in a series of papers by Cockburn et al. [17, 16, 14, 13, 18] for time-dependent nonlinear hyperbolic problems. The classic DG scheme for the hyperbolic equation (4.1) is to find $u \in V$, such that

$$
\begin{equation*}
\int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} u_{t} v d x-\int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} f(u) v_{x} d x+\hat{f}_{j+\frac{1}{2}} v_{j+\frac{1}{2}}^{-}-\hat{f}_{j-\frac{1}{2}} v_{j-\frac{1}{2}}^{+}=\int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} s v d x, \quad \forall v \in V \tag{4.5}
\end{equation*}
$$

for all $j$, where $V$ is a piecewise polynomial space and $v_{j+\frac{1}{2}}^{ \pm}=\lim _{\epsilon \rightarrow 0^{+}} v\left(x_{j+\frac{1}{2}} \pm \epsilon\right)$ denote the right and left limits of $v$ at $x_{j+\frac{1}{2}}$. Taking $v=1$ on $I_{j}$ and zero anywhere else in (4.5), we recover the conservative formulation (4.3) satisfied by cell averages. Therefore, the unmodulated DG scheme is conservative for hyperbolic equations.

However, conservation is not the only issue we need to consider for numerical schemes. It is well-known that the scalar hyperbolic conservation laws satisfy the maximum-principle, e.g. its physical solution satisfies $m \leq u(x, t) \leq M, \forall x \in \mathbb{R}, t>$ 0 , where $m=\min _{x \in \mathbb{R}} u(x, 0)$ and $M=\max _{x \in \mathbb{R}} u(x, 0)$. These results hold also for periodic boundary condition and for compactly supported solutions, as well as in higher dimensions. If $m=0$, the property is also called positivity-preserving. For the hyperbolic balance law (4.1) with $s \geq 0$, the solution is positivity-preserving, provided the initial condition and inflow boundary conditions are nonnegative. It is important to keep the positivity/maximum-principle, besides mass conservation, in
numerical schemes, otherwise the numerical solution is not only physically unacceptable, but also may cause severe robustness issues due to the change of hyperbolicity, or when coupled with other physical systems.

There have been intensive studies on positivity-preserving and maximum-principlesatisfying methods. The genuinely high order maximum-principle-satisfying DG method was proposed in 2010 by Zhang et al. [93] for scalar hyperbolic equations, and is rapidly developed for different problems ever since, e.g. for the Euler equations [94, 95], Navier-Stokes equations [92], shallow water equations [82], convectiondiffusion equations [96, 11], and fluid flow in porous media [29, 12, 88, 28], among others.

The framework of the positivity-preserving DG methods is composed of two parts. The first part is problem-dependent, which is to obtain the solution with provable nonnegative cell averages, probably under certain mesh-size conditions, from the unmodulated DG scheme. Once the cell averages are guaranteed nonnegative, a scaling limiter, which preserves cell averages and does not destroy the original accuracy of the solution [93], [92], is employed such that the entire solution is modified into nonnegative. It is of great importance for the scaling limiter to preserve cell averages for time-dependent problems. We explain the significance of this principle by an example of the positivity-preserving DG method for (4.1) based on the forward Euler or backward Euler time discretization. The equation satisfied by the cell average of the solution on $I_{j}$ is given as follows

$$
\begin{equation*}
\frac{\bar{u}_{j}^{n+1}-\bar{u}_{j}^{n}}{\Delta t}+\frac{1}{\Delta x_{j}}\left(\hat{f}_{j+\frac{1}{2}}^{m}-\hat{f}_{j-\frac{1}{2}}^{m}\right)=\bar{s}_{j}^{m} \tag{4.6}
\end{equation*}
$$

where $n$ denotes the time level $t^{n}$ and $m$ is taken as $n$ or $n+1$ in the forward-Euler or backward-Euler time discretization, respectively. We denote the modified solution by
$\tilde{u}$ to distinguish it from the unmodulated solution $u$. Since $\overline{\tilde{u}}_{j}^{n}=\bar{u}_{j}^{n}$ and $\overline{\tilde{u}}_{j}^{n+1}=\bar{u}_{j}^{n+1}$ from the property of the limiter, we have the same equation satisfied by the modified solution:

$$
\begin{equation*}
\frac{\overline{\tilde{u}}_{j}^{n+1}-\overline{\tilde{u}}_{j}^{n}}{\Delta t}+\frac{1}{\Delta x_{j}}\left(\hat{f}_{j+\frac{1}{2}}^{m}-\hat{f}_{j-\frac{1}{2}}^{m}\right)=\bar{s}_{j}^{m} \tag{4.7}
\end{equation*}
$$

Thus the Lax-Wendroff theorem and a discrete analogy of (4.4) are satisfied by the modified solution $\tilde{u}$ as well, which guarantees the numerical solution (if it converges) converging to a weak solution with the correct shock speed. This is why preserving cell averages is desired in positivity-preserving/maximum-principle satisfying limiters for time-dependent hyperbolic equations.

Besides time-dependent problems, the stationary hyperbolic equations have also attracted the attention of many researchers. The stationary hyperbolic equations have wide applications in steady-state flow and transport problems. Moreover, they are building blocks of the discrete-ordinate method (DOM) for radiative transfer equations (RTE), see $[24,37]$. They are also encountered in implicit timediscretization for time-dependent hyperbolic problems. Similar to the time-dependent problems, the physical solutions of stationary hyperbolic equations are also positivitypreserving, provided the inflow boundary conditions and source terms are nonnegative. There is a series of works on the positivity-preserving DG methods for stationary hyperbolic equations to enhance the stability of numerical algorithms. In 2016, Yuan et al. [90] proposed a rotational limiter based non-conservative positivitypreserving algorithm for constant coefficients stationary hyperbolic equations in one and two space dimensions on structured meshes. Later on, the algorithm is extended to triangular meshes in two space dimensions by Zhang et al. [91] based on a rotational limiter defined on triangles, which is still non-conservative. In 2018, Ling et al. [46] improved the results in [90] in one dimensional space by proving the positivity of cell averages of the unmodulated DG scheme, which results in a high order
conservative positivity-preserving DG method by adopting the scaling limiter [93] from time-dependent problems. However, the unmodulated scheme fails to preserve the positivity of cell averages in two space dimensions [46], thus only a second order conservative positivity-preserving scheme was proposed therein by an augmentation of the DG function space. The above works only focus on equations with constant coefficients, and higher than second order conservative methods are unavailable in two and three space dimensions. In Chapter 3, we developed high order conservative positivity-preserving algorithms for linear variable coefficient and nonlinear stationary hyperbolic equations in one dimension, and constant coefficients equations in two and three dimensions in [86].

Here, we would like to note that, the notion of conservation in the aforementioned works for stationary hyperbolic equations are different from the notion to be clarified in this chapter. The previous notion of conservation in positivity-preserving limiters, coming directly from time-dependent problems to preserve the cell average, is not very suitable for stationary problems.

To show this, we consider the stationary equation

$$
\begin{equation*}
f(u)_{x}+\lambda u=s(x), \tag{4.8}
\end{equation*}
$$

where $f(u)$ is a smooth flux function with unchanged wind direction: $f^{\prime}(u)>0, \forall u$, and $\lambda, s(x) \geq 0$ are nonnegative coefficient and source, respectively. The equation (4.8) could come from the backward Euler discretization of the time-dependent problem (4.1), with the correspondence $u=u^{n}, \lambda=\frac{1}{\Delta t}$ and $s(x)=\frac{1}{\Delta t} u^{n-1}(x)+s\left(x, t^{n}\right)$. The linear stationary hyperbolic equations, with the main applications in RTE [90, 46, 91], will also be discussed in later sections. Throughout the chapter, we always assume the wind direction of flux in hyperbolic equations does not change,
for both nonlinear equations and linear ones, and always use the upwind flux in the DG schemes.

The unmodulated DG scheme with the upwind flux for the equation (4.8) is to find $u \in V$, such that

$$
\begin{equation*}
\int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \lambda u v d x-\int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} f(u) v_{x} d x+f\left(u_{j+\frac{1}{2}}^{-}\right) v_{j+\frac{1}{2}}^{-}-f\left(u_{j-\frac{1}{2}}^{-}\right) v_{j-\frac{1}{2}}^{+}=\int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} s v d x, \quad \forall v \in V \tag{4.9}
\end{equation*}
$$

In the implementation, because of the upwind mechanism of the equation and scheme, we sweep the computation from the left to the right cells, i.e. we obtain the solution $u_{j-1}$ on $I_{j-1}$ before computing $u_{j}$ on $I_{j}$, and then solve $u_{j+1}$ on $I_{j+1}$, and so forth. Same as the time-dependent cases, by taking $v=1$ on $I_{j}$ and zeros on other cells, we obtain the conservation equation satisfied by the cell averages as follows

$$
\lambda \Delta x_{j} \bar{u}_{j}+f\left(u_{j+\frac{1}{2}}^{-}\right)=f\left(u_{j-\frac{1}{2}}^{-}\right)+\Delta x_{j} \bar{s}_{j},
$$

where the right hand side is known when solving $u_{j}$. In the positivity-preserving algorithms, the limiter has been used for $u_{j-1}$ on the upstream cell $I_{j-1}$ when computing $u_{j}$, to provide a physically relevant inflow flux, thus the actual conservation equation satisfied by the cell average on $I_{j}$ is

$$
\begin{equation*}
\lambda \Delta x_{j} \bar{u}_{j}+f\left(u_{j+\frac{1}{2}}^{-}\right)=f\left(\tilde{u}_{j-\frac{1}{2}}^{-}\right)+\Delta x_{j} \bar{s}_{j}, \tag{4.10}
\end{equation*}
$$

where $\tilde{u}_{j-\frac{1}{2}}^{-}=\tilde{u}_{j-1}\left(x_{j-\frac{1}{2}}\right)$ denotes the value of the modified solution on $I_{j-1}$ evaluated at $x_{j-\frac{1}{2}}$.

If the limiter is "conservative" in the sense of preserving cell averages, i.e. $\overline{\tilde{u}}_{j}=\bar{u}_{j}$,
then from (4.10) we have the following equation satisfied by the cell average

$$
\begin{equation*}
\lambda \Delta x_{j} \overline{\tilde{u}}_{j}+f\left(\tilde{u}_{j+\frac{1}{2}}^{-}\right)=f\left(\tilde{u}_{j-\frac{1}{2}}^{-}\right)+\Delta x_{j} \bar{s}_{j}+\left(f\left(\tilde{u}_{j+\frac{1}{2}}^{-}\right)-f\left(u_{j+\frac{1}{2}}^{-}\right)\right), \tag{4.11}
\end{equation*}
$$

Summing the above equations over cells $I_{j}, I_{j+1}, \ldots, I_{j+r}$ yields

$$
\begin{align*}
& \lambda \int_{x_{j-\frac{1}{2}}}^{x_{j+r+\frac{1}{2}}} \tilde{u} d x+f\left(\tilde{u}_{j+r+\frac{1}{2}}^{-}\right)=f\left(\tilde{u}_{j-\frac{1}{2}}^{-}\right)+\int_{x_{j-\frac{1}{2}}}^{x_{j+r+\frac{1}{2}}} s d x+\sum_{i=j}^{j+r}\left(f\left(\tilde{u}_{i+\frac{1}{2}}^{-}\right)-f\left(u_{i+\frac{1}{2}}^{-}\right)\right) \\
& \neq f\left(\tilde{u}_{j-\frac{1}{2}}^{-}\right)+\int_{x_{j-\frac{1}{2}}}^{x_{j+r+\frac{1}{2}}} s d x . \tag{4.12}
\end{align*}
$$

We shall give concrete examples in the numerical section to show that the limiter preserving cell averages for stationary hyperbolic equations could produce solutions with wrong total mass/ shock location, even for the simplest hyperbolic equation $u_{t}+u_{x}=0$ discretized implicitly in time.

On the other hand, if we define the local mass in stationary hyperbolic equations as the sum of the cell average and the outflow flux, and develop limiters such that the modified solution $\tilde{u}$ preserves the local mass on $I_{j}$ in the sense that

$$
\begin{equation*}
\lambda \Delta x_{j} \overline{\tilde{u}}_{j}+f\left(\tilde{u}_{j+\frac{1}{2}}^{-}\right)=\lambda \Delta x_{j} \bar{u}_{j}+f\left(u_{j+\frac{1}{2}}^{-}\right) \tag{4.13}
\end{equation*}
$$

then we have the local conservation formulation

$$
\begin{equation*}
\lambda \Delta x_{j} \overline{\tilde{u}}_{j}+f\left(\tilde{u}_{j+\frac{1}{2}}^{-}\right)=f\left(\tilde{u}_{j-\frac{1}{2}}^{-}\right)+\Delta x_{j} \bar{s}_{j} \tag{4.14}
\end{equation*}
$$

and the global conservation formulation

$$
\begin{equation*}
\lambda \int_{x_{j-\frac{1}{2}}}^{x_{j+r+\frac{1}{2}}} \tilde{u} d x+f\left(\tilde{u}_{j+r+\frac{1}{2}}^{-}\right)=f\left(\tilde{u}_{j-\frac{1}{2}}^{-}\right)+\int_{x_{j-\frac{1}{2}}}^{x_{j+r+\frac{1}{2}}} s d x \tag{4.15}
\end{equation*}
$$

satisfied by the modified solution $\tilde{u}$.

Moreover, we can easily prove the Lax-Wendroff theorem for the modified solution $\tilde{u}$. Indeed, $\forall \phi \in C_{c}^{\infty}(\mathbb{R})$, we can multiply $\phi\left(x_{j}\right)$ on both sides of the equation (4.14), sum the resulting equations over all cells, and use the summation by parts, to obtain

$$
\begin{equation*}
\lambda \sum_{j} \Delta x_{j} \overline{\tilde{u}}_{j} \phi\left(x_{j}\right)+\sum_{j} f\left(\tilde{u}_{j-\frac{1}{2}}^{-}\right)\left(\phi\left(x_{j-1}\right)-\phi\left(x_{j}\right)\right)=\sum_{j} \Delta x_{j} \bar{s}_{j} \phi\left(x_{j}\right) . \tag{4.16}
\end{equation*}
$$

We can rewrite the equation in the integration form as

$$
\begin{align*}
& \lambda \int_{-\infty}^{\infty} \sum_{j} \overline{\tilde{u}}_{j} \phi\left(x_{j}\right) \mathbf{1}\left(x_{j-\frac{1}{2}} \leq x \leq x_{j+\frac{1}{2}}\right) d x-\int_{-\infty}^{\infty} \sum_{j} f\left(\tilde{u}_{j-\frac{1}{2}}^{-}\right) \phi_{x}\left(x_{j-\frac{1}{2}}\right) \mathbf{1}\left(x_{j-1} \leq x \leq x_{j}\right) d x \\
& -\Delta x \int_{-\infty}^{\infty} r(x) d x=\int_{-\infty}^{\infty} \sum_{j} \bar{s}_{j} \phi\left(x_{j}\right) \mathbf{1}\left(x_{j-\frac{1}{2}} \leq x \leq x_{j+\frac{1}{2}}\right) d x \tag{4.17}
\end{align*}
$$

by the Taylor expansion of $\phi(x)$, where $x_{j}=\frac{1}{2}\left(x_{j-\frac{1}{2}}+x_{j+\frac{1}{2}}\right), \Delta x=\max _{j} \Delta x_{j}$, and $r(x)$ is the remainder of the Taylor expansion, which is uniformly bounded and compactly supported for any partition with $\Delta x \leq 1$. If the modified solution $\tilde{u}$ converges to a function $u$ almost everywhere with uniformly bounded total variation as the mesh size refines to zero, then applying the dominated convergence theorem (DCT) for (4.17), we yield

$$
\begin{equation*}
-\int_{-\infty}^{\infty} f(u) \phi_{x} d x+\lambda \int_{-\infty}^{\infty} u \phi d x=\int_{-\infty}^{\infty} s \phi d x \tag{4.18}
\end{equation*}
$$

which is the definition of the weak solution of (4.8).

To this end, we would like to give a remark on the definition (4.13) for conservative limiters. Indeed, it is quite reasonable to preserve the sum of the cell average and outflow fluxes in limiters, as any decrease in cell average caused by limiters should
be remedied to the mass on the downstream cells via increasing the outflow fluxes in the current cell, and vise versa.

As we will see in later sections, based on this novel definition of conservation, the positivity-preserving DG methods for stationary hyperbolic equations are straightforward and their implementations are simple. We only discuss the linear stationary hyperbolic equations in one and two space dimensions, and nonlinear stationary equations in one dimension to save space, but the method can be directly extended to higher dimensions with various meshes and a class of nonlinear hyperbolic systems with eigenvalues being of the same sign. As important applications, the algorithms developed in this chapter can be used in the positivity-preserving algorithm for radiative transfer equations and implicit time discretization for time-dependent hyperbolic problems, see the numerical section and refer to [46] for more details.

The rest of the chapter is organized as follows. In Section 4.2, we establish the positivity-preserving discontinuous Galerkin method for stationary linear hyperbolic equations in one space dimension and construct the conservative limiters with rigorous proofs for the accuracy. We extend the method and limiters to rectangular meshes and triangular meshes in two dimensions in Section 4.3 and Section 4.4, respectively. The positivity-preserving technique for stationary nonlinear hyperbolic equations is studied in Section 4.5, which is focused on one dimension to save space but the method can be extended to higher dimensions directly as in the linear case. In Section 4.6, we give ample numerical tests to demonstrate the accuracy and effectiveness of our positivity-preserving methods for stationary equations as well as the applications in implicit time discretization for time-dependent problems. Finally, we end up with some concluding remarks in Section 4.7.

### 4.2 Linear stationary hyperbolic equations in one dimension

In this section, we study the high order conservative positivity-preserving discontinuous Galerkin method for the linear stationary hyperbolic equation

$$
\begin{equation*}
(a(x) u)_{x}+\lambda u=s(x), \quad x \in \Omega=(0,1) \tag{4.19}
\end{equation*}
$$

with $0<a_{*} \leq a(x) \leq a^{*}$ for some positive constants $a_{*}, a^{*}$, and $\lambda, s(x) \geq 0$. We assign the inflow boundary condition $u(0)=u_{0} \geq 0$ for the equation. The other case $a(x)<0$ with boundary condition $u(1)=u_{0} \geq 0$ can be transformed to this case by the change of variable $x^{\prime}=1-x$ in (4.19), thus we omit the discussion. We assume $\lambda$ is constant for simplicity, as we are mainly concerned with the applications of the model in the discrete-ordinate method (DOM) for radiative transfer equations (RTE) and implicit time-discretization for time-dependent hyperbolic problems, where $\lambda$ is constant for both cases. However, there is not essential difficulty to extend the positivity-preserving technique to the variable case $\lambda(x) \geq 0$.

We adopt the partition $0=x_{\frac{1}{2}}<x_{\frac{3}{2}}<\cdots<x_{N+\frac{1}{2}}=1$ for $\Omega$ and denote the $j$-th cell by $I_{j}=\left[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}\right]$ with the length $\Delta x_{j}=x_{j+\frac{1}{2}}-x_{j-\frac{1}{2}}$, for $j=1,2, \ldots, N$. The function space $V$ of the $P^{k}$-DG scheme is defined as

$$
V=\left\{v \in L^{2}(\Omega):\left.v\right|_{I_{j}} \in P^{k}\left(I_{j}\right), j=1,2, \ldots, N\right\},
$$

where $P^{k}\left(I_{j}\right)$ denotes the space of polynomials of order no greater than $k$ on the cell $I_{j}$. We define the cell average of $v \in V$ on $I_{j}$ as $\bar{v}_{j}=\frac{1}{\Delta x_{j}} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} v(x) d x$, and its left and right limits at the interface $x_{j+\frac{1}{2}}$ as $v_{j+\frac{1}{2}}^{ \pm}=v\left(x_{j+\frac{1}{2}} \pm 0\right)$. Moreover, we denote
by $v_{j}=\left.v\right|_{I_{j}}$ for $v \in V, j=1,2, \ldots, N$, for convenience.

The positivity-preserving $P^{k}$-DG scheme of the equation (4.19) is to find $u \in V$, such that

$$
\begin{align*}
& -\int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} a(x) u v_{x} d x+a\left(x_{j+\frac{1}{2}}\right) u_{j+\frac{1}{2}}^{-} v_{j+\frac{1}{2}}^{-}+\int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \lambda u v d x \\
& =a\left(x_{j-\frac{1}{2}}\right) \tilde{u}_{j-\frac{1}{2}}^{-} v_{j-\frac{1}{2}}^{+}+\int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} s v d x, \quad \forall v \in P^{k}\left(I_{j}\right) \tag{4.20}
\end{align*}
$$

for $j=1,2, \ldots, N$, where we define $u_{\frac{1}{2}}^{-}=u_{0}$. We would like to emphasize that, the calculation of $u_{j}$ is based on the modified solution on the upstream cells, thus we use $\tilde{u}_{j-1}$ on the right hand side of the scheme (4.20). Once $u_{j}$ is solved from the scheme, we employ the positivity-preserving limiter to be introduced later to obtain the modified solution $\tilde{u}_{j}$, and use it in the calculation of $u_{j+1}$, and so forth.

Assume the quadrature rules adopted in the scheme (4.20) is accurate for integrals of $k$-th order polynomials. Taking the test function $v=1$ on $I_{j}$ in the scheme (4.20), we obtain the following equation satisfied by the local mass

$$
\begin{equation*}
\lambda \Delta x_{j} \bar{u}_{j}+a\left(x_{j+\frac{1}{2}}\right) u_{j+\frac{1}{2}}^{-}=a\left(x_{j-\frac{1}{2}}\right) \tilde{u}_{j-\frac{1}{2}}^{-}+\Delta x_{j} \bar{s}_{j}, \tag{4.21}
\end{equation*}
$$

For convenience, we define $\operatorname{LHS}\left(w_{j}\right)=\lambda \Delta x_{j} \bar{w}_{j}+a\left(x_{j+\frac{1}{2}}\right) w_{j+\frac{1}{2}}^{-}$, for $w_{j} \in P^{k}\left(I_{j}\right)$, to be the amount of local mass of $w_{j}$ on $I_{j}$. Since $\tilde{u}_{j-\frac{1}{2}}^{-} \geq 0$ on the right hand side of (4.21), we have $\operatorname{LHS}\left(u_{j}\right) \geq 0$. The conservative limiter should satisfy $\operatorname{LHS}\left(\tilde{u}_{j}\right)=\operatorname{LHS}\left(u_{j}\right)$, where $u_{j}$ and $\tilde{u}_{j}$ are the unmodulated and modified solutions on $I_{j}$, respectively.

There are two types of limiters to be developed throughout the chapter, where
the type-1 limiter requires the DG scheme to use the Gauss-Radau quadrature rule of $k+1$ points for numerical integration and only guarantees the positivity of modified solution at the Gauss-Radau points (in other parts, it can be negative), while the type-2 limiter does not. We denote the Gauss-Radau points on $I_{j}$ by $\hat{x}_{\alpha}, \alpha=1,2, \ldots, k+1$ with $\hat{x}_{k+1}=x_{j+\frac{1}{2}}$, and the corresponding weights by $\hat{\omega}_{\alpha}, \alpha=$ $1,2, \ldots, k+1$ with $\sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha}=1$.

The type- 1 limiter for $u_{j}$ is defined as follows:

$$
\begin{equation*}
\tilde{u}_{j}(x)=\theta_{j} \hat{u}_{j}(x), \quad \hat{u}_{j}(x)=\sum_{\alpha=1}^{k+1} u_{j}^{+}\left(\hat{x}_{\alpha}\right) \ell_{\alpha}(x), \tag{4.22}
\end{equation*}
$$

where $z^{+}=\max \{z, 0\}$ is the positive part of a real number $z, \ell_{\alpha}(x)$ is the Lagrange basis at the Gauss-Radau points $\left\{\hat{x}_{\beta}\right\}_{\beta=1}^{k+1}$ with $\ell_{\alpha}\left(\hat{x}_{\beta}\right)=\delta_{\alpha, \beta}$, and $\theta_{j}=\frac{\operatorname{LHS}\left(u_{j}\right)}{\operatorname{LHS}\left(\hat{u}_{j}\right)} \in$ $[0,1]$. Note that the integral in $\operatorname{LHS}(\cdot)$ is evaluated by the Gauss-Radau quadrature, thus $0 \leq L H S\left(u_{j}\right) \leq L H S\left(\hat{u}_{j}\right)$. In the case $\operatorname{LHS}\left(u_{j}\right)=\operatorname{LHS}\left(\hat{u}_{j}\right)=0$, we take $\theta_{j}=1$. In practice, this case can be avoided by taking $\theta_{j}=\frac{L H S\left(u_{j}\right)+\varepsilon}{\operatorname{LHS}\left(\hat{u}_{j}\right)+\varepsilon}$, where $\varepsilon$ is a very small positive number, e.g. $\varepsilon=10^{-16}$.

It is clear that the limiter (4.22) is conservative in the sense that $\operatorname{LHS}\left(\tilde{u}_{j}\right)=$ $\operatorname{LHS}\left(u_{j}\right)$, and $\tilde{u}_{j} \geq 0$ at the Gauss-Radau points $\left\{\hat{x}_{\alpha}\right\}_{\alpha=1}^{k+1}$. More importantly, we have the result of accuracy for the limiter as follows:

Lemma 4.2.1. Consider the solution $u_{j}$ of the scheme (4.20) with accuracy $O\left(\Delta x_{j}^{k+1}\right)$. If $\lambda=0$, the error introduced by the limiter (4.22) is $\left\|\tilde{u}_{j}-u_{j}\right\|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}^{k+1}\right)$. If $\lambda>0$, the error introduced by the limiter (4.22) is $\left\|\tilde{u}_{j}-u_{j}\right\|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}^{k}\right)$, but the error is optimal at the downstream point, i.e. $\left|\tilde{u}_{j+\frac{1}{2}}^{-}-u_{j+\frac{1}{2}}^{-}\right|=O\left(\Delta x_{j}^{k+1}\right)$.

Proof. We can decompose the error as

$$
\begin{equation*}
e=u_{j}-\tilde{u}_{j}=\left(u_{j}-\hat{u}_{j}\right)+\left(\hat{u}_{j}-\tilde{u}_{j}\right)=e_{1}+e_{2} \tag{4.23}
\end{equation*}
$$

For $e_{1}=u_{j}-\hat{u}_{j}$, we have the estimate

$$
\begin{align*}
\left|e_{1}(x)\right| & =\left|\hat{u}_{j}(x)-u_{j}(x)\right| \\
& =\left|\sum_{\alpha=1}^{k+1} u_{j}^{+}\left(\hat{x}_{\alpha}\right) \ell_{\alpha}(x)-\sum_{\alpha=1}^{k+1} u_{j}\left(\hat{x}_{\alpha}\right) \ell_{\alpha}(x)\right| \\
& =\left|\sum_{\alpha=1}^{k+1} u_{j}^{-}\left(\hat{x}_{\alpha}\right) \ell_{\alpha}(x)\right|  \tag{4.24}\\
& \leq \sum_{\alpha=1}^{k+1}\left|\ell_{\alpha}(x)\right| \cdot \max _{1 \leq \alpha \leq k+1} u_{j}^{-}\left(\hat{x}_{\alpha}\right) \\
& \leq \Lambda_{k} \cdot O\left(\Delta x_{j}^{k+1}\right)=O\left(\Delta x_{j}^{k+1}\right), \quad \forall x \in I_{j}
\end{align*}
$$

where $z^{-}=-\min \{z, 0\}$ denotes the negative part of a real number $z$ and $\Lambda_{k}=$ $\max _{x \in I_{j}} \sum_{\alpha=1}^{k+1}\left|\ell_{\alpha}(x)\right|$ is the Lebesgue constant. Note that $u_{j}^{-}\left(\hat{x}_{\alpha}\right)=O\left(\Delta x_{j}^{k+1}\right), \alpha=$ $1, \ldots, k+1$, since the exact solution is nonnegative. Therefore $\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}^{k+1}\right)$.

For $e_{2}$, we have $e_{2}=\hat{u}_{j}-\tilde{u}_{j}=\left(1-\theta_{j}\right) \hat{u}_{j}$. If $\lambda=0$, we have $e_{2} \equiv 0$ since $\theta_{j}=1$, which follows from the observation that $u_{j+\frac{1}{2}}^{-}=\hat{u}_{j+\frac{1}{2}}^{-} \geq 0$ due to (4.20), (4.21). If $\lambda>0$, we have the estimate for $e_{2}(x)$ as follows,

$$
\begin{align*}
\left|e_{2}(x)\right| & =\left(1-\theta_{j}\right)\left|\hat{u}_{j}(x)\right|=\left(1-\frac{L H S\left(u_{j}\right)}{\operatorname{LHS}\left(\hat{u}_{j}\right)}\right)\left|\hat{u}_{j}(x)\right|=\frac{L H S\left(\hat{u}_{j}-u_{j}\right)}{\operatorname{LHS}\left(\hat{u}_{j}\right)}\left|\hat{u}_{j}(x)\right| \\
& =\frac{\lambda \Delta x_{j}\left(\overline{\hat{u}}_{j}-\bar{u}_{j}\right)+a\left(x_{j+\frac{1}{2}}\right)\left(\hat{u}_{j+\frac{1}{2}}^{-}-u_{j+\frac{1}{2}}^{-}\right)}{\lambda \Delta x_{j} \overline{\hat{u}}_{j}+a\left(x_{j+\frac{1}{2}}\right) \hat{u}_{j+\frac{1}{2}}^{-}}\left|\hat{u}_{j}(x)\right| \\
& \left.\left.\leq \frac{\lambda \Delta x_{j}| | e_{1}\left\|_{L^{\infty}\left(I_{j}\right)}+a\left(x_{j+\frac{1}{2}}\right)| | e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}}{\lambda \Delta x_{j} \overline{\hat{u}}_{j}+a\left(x_{j+\frac{1}{2}}\right) \hat{u}_{j+\frac{1}{2}}^{-}} \right\rvert\, x\right) \mid \tag{4.25}
\end{align*} .
$$

In particular, at the Gauss-Radau points, we have the following estimates from (4.25),

$$
\begin{align*}
\left|e_{2}\left(\hat{x}_{\beta}\right)\right| & \leq \frac{\lambda \Delta x_{j}\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}+a\left(x_{j+\frac{1}{2}}\right)\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}}{\lambda \Delta x_{j} \hat{\bar{u}}_{j}} \hat{u}_{j}\left(\hat{x}_{\beta}\right) \\
& =\frac{\lambda \Delta x_{j}\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}+a\left(x_{j+\frac{1}{2}}\right)\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}}{\lambda \Delta x_{j} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} \hat{u}_{j}\left(\hat{x}_{\alpha}\right)}\left(\hat{x}_{\beta}\right) \\
& \leq \frac{\lambda \Delta x_{j}\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}+a\left(x_{j+\frac{1}{2}}\right)\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}}{\lambda \Delta x_{j} \hat{\omega}_{\beta} \hat{u}_{j}\left(\hat{x}_{\beta}\right)}\left(\hat{x}_{\beta}\right)  \tag{4.26}\\
& \leq\left(\hat{\omega}_{\beta}^{-1}+\frac{a^{*}}{\lambda \hat{\omega}_{\beta} \Delta x_{j}}\right)\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)} \\
& =O\left(\Delta x_{j}^{k}\right), \quad \text { for } \beta=1,2, \ldots, k+1,
\end{align*}
$$

thus,

$$
\begin{align*}
\left|e_{2}(x)\right|= & \left|\sum_{\alpha=1}^{k+1} e_{2}\left(\hat{x}_{\alpha}\right) \ell_{\alpha}(x)\right| \leq \sum_{\alpha=1}^{k+1}\left|\ell_{\alpha}(x)\right| \cdot \max _{1 \leq \alpha \leq k+1}\left|e_{2}\left(\hat{x}_{\alpha}\right)\right|  \tag{4.27}\\
& \leq \Lambda_{k} \cdot O\left(\Delta x_{j}^{k}\right)=O\left(\Delta x_{j}^{k}\right), \quad \forall x \in I_{j}
\end{align*}
$$

i.e. $\left\|e_{2}\right\|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}^{k}\right)$.

In particular, at the downstream point $x_{j+\frac{1}{2}}$, it follows from (4.25) that

$$
\begin{align*}
\left|e_{2}\left(x_{j+\frac{1}{2}}\right)\right| \leq & \frac{\lambda \Delta x_{j}\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}+a\left(x_{j+\frac{1}{2}}\right)\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}}{\lambda \Delta x_{j} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} \hat{u}_{j}\left(\hat{x}_{\alpha}\right)+a\left(x_{j+\frac{1}{2}}\right) \hat{u}_{j+\frac{1}{2}}^{-}} \hat{u}_{j+\frac{1}{2}}^{-} \\
= & \frac{\lambda \Delta x_{j}\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}}{\lambda \Delta x_{j} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} \hat{u}_{j}\left(\hat{x}_{\alpha}\right)+a\left(x_{j+\frac{1}{2}}\right) \hat{u}_{j+\frac{1}{2}}^{-}} \hat{u}_{j+\frac{1}{2}}^{-} \\
& +\frac{a\left(x_{j+\frac{1}{2}}\right)\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}}{\lambda \Delta x_{j} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} \hat{u}_{j}\left(\hat{x}_{\alpha}\right)+a\left(x_{j+\frac{1}{2}}\right) \hat{u}_{j+\frac{1}{2}}^{-}} \hat{u}_{j+\frac{1}{2}}^{-}  \tag{4.28}\\
\leq & \frac{\Delta x_{j}\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}}{\Delta x_{j} \hat{\omega}_{k+1} \hat{u}_{j+\frac{1}{2}}^{-}} \hat{u}_{j+\frac{1}{2}}^{-}+\frac{a\left(x_{j+\frac{1}{2}}\right)\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}}{a\left(x_{\left.j+\frac{1}{2}\right)} \hat{u}_{j+\frac{1}{2}}^{-}\right.} \hat{u}_{j+\frac{1}{2}}^{-} \\
\leq & \left(1+\hat{\omega}_{k+1}^{-1}\right)\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}^{k+1}\right) .
\end{align*}
$$

Gathering all results above and using the triangle inequalities, we finish the proof of Lemma 4.2.1.

We would like to note that, the error estimates in Lemma 4.2.1 is sharp and the result cannot be improved by any conservative limiters, which can be illustrated by a concrete example given as follows.

Example 4.2.1. We assume $\lambda>0$. Consider the numerical approximation $u_{j}(x)=$ $x_{j+\frac{1}{2}}-x-\Delta x_{j}^{k+1}$ of the exact solution $u_{j}^{\text {exact }}(x)=x_{j+\frac{1}{2}}-x$ on the cell $I_{j}=$ $\left[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}\right]$. The modified solution $\tilde{u}_{j}$ of any conservative limiters should satisfy $\lambda \Delta x_{j} \overline{\tilde{u}}_{j}+a\left(x_{j+\frac{1}{2}}\right) \tilde{u}_{j+\frac{1}{2}}^{-}=\lambda \Delta x_{j} \bar{u}_{j}+a\left(x_{j+\frac{1}{2}}\right) u_{j+\frac{1}{2}}^{-}$. Since $u_{j+\frac{1}{2}}^{-}=-\Delta x_{j}^{k+1}$ and $\tilde{u}_{j+\frac{1}{2}}^{-} \geq$ 0 , we have $\bar{u}_{j}-\overline{\tilde{u}}_{j}=\frac{a\left(x_{j+\frac{1}{2}}\right)}{\lambda \Delta x_{j}}\left(\tilde{u}_{j+\frac{1}{2}}^{-}-u_{j+\frac{1}{2}}^{-}\right) \geq \frac{a\left(x_{j+\frac{1}{2}}\right)}{\lambda \Delta x_{j}}\left(0-\left(-\Delta x_{j}^{k+1}\right)\right)=a\left(x_{j+\frac{1}{2}}\right) \lambda^{-1} \Delta x_{j}^{k}$, which implies that $\tilde{u}_{j}$ is at most $k$-th order accurate.

The type-1 limiter only preserves the positivity of modified solutions at the GaussRadau points and we must use the Gauss-Radau quadrature to evaluate integrals in the scheme (4.20), which may not be satisfactory in some applications. We now introduce the type-2 limiter, which is positivity-preserving on the whole cell or at any desired points, and exempts the requirement on quadrature rules.

The type-2 limiter is defined as follows,

$$
\begin{equation*}
\tilde{u}_{j}(x)=\theta_{j} \hat{u}_{j}(x), \quad \hat{u}_{j}(x)=u_{j}(x)+\epsilon_{j}, \tag{4.29}
\end{equation*}
$$

where $\epsilon_{j}=-\min \left\{\min _{x \in S} u_{j}(x), 0\right\}, S \subset I_{j}$ is the set of points where we want to preserve the positivity of the solution, and $\theta_{j}=\frac{L H S\left(u_{j}\right)}{\operatorname{LHS}\left(\hat{u}_{j}\right)} \in[0,1]$.

It is clear that the limiter (4.29) is conservative in the sense that $\operatorname{LHS}\left(\tilde{u}_{j}\right)=$ $\operatorname{LHS}\left(u_{j}\right)$ and $\tilde{u}_{j} \geq 0$ on $S$. More importantly, we have the accuracy result for the
limiter as follows:

Lemma 4.2.2. Consider the solution $u_{j}$ of the scheme (4.20) with accuracy $O\left(\Delta x_{j}^{k+1}\right)$. If $\lambda=0$, the error introduced by the limiter (4.29) is $\left\|\tilde{u}_{j}-u_{j}\right\|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}\right)$. If $\lambda>0$, the error introduced by the limiter (4.29) is $\left\|\tilde{u}_{j}-u_{j}\right\|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}^{k}\right)$. Nevertheless, at the downstream point, the errors in both cases are optimal, i.e. $\left|\tilde{u}_{j+\frac{1}{2}}^{-}-u_{j+\frac{1}{2}}^{-}\right|=O\left(\Delta x_{j}^{k+1}\right)$.

Proof. For simplicity, we assume $S=I_{j}$. We have the same decomposition $e=$ $u_{j}-\tilde{u}_{j}=\left(u_{j}-\hat{u}_{j}\right)+\left(\hat{u}_{j}-\tilde{u}_{j}\right)=e_{1}+e_{2}$ for the error as (4.23).

It is clear that $\left\|e_{1}\right\|_{L^{\infty}\left(I_{j}\right)}=\left\|u_{j}-\hat{u}_{j}\right\|_{L^{\infty}\left(I_{j}\right)}=\epsilon_{j}=O\left(\Delta x_{j}^{k+1}\right)$ by the definitions. For $e_{2}$, we have $e_{2}=\hat{u}_{j}-\tilde{u}_{j}=\left(1-\theta_{j}\right) \hat{u}_{j}$. If $\lambda=0$, we have $\left\|e_{2}\right\|_{L^{\infty}\left(I_{j}\right)}=(1-$ $\left.\theta_{j}\right)\left\|\hat{u}_{j}\right\|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}\right)$, since $\left\|\hat{u}_{j}\right\|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}\right)$ if $\theta_{j}<1$. If $\lambda>0$, we have the estimates for $e_{2}$ exactly the same as (4.25), (4.26), (4.27), and end up with the result $\left\|e_{2}\right\|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}^{k}\right)$.

At the downstream point $x_{j+\frac{1}{2}}$, the estimate for $e_{2}$ is exactly the same as (4.28), thereby $\left|e_{2}\left(x_{j+\frac{1}{2}}\right)\right|=O\left(\Delta x_{j}^{k+1}\right)$.

Gathering all results above and using the triangle inequalities, we finish the proof of Lemma 4.2.2.

The estimates in Lemma (4.2.2) is sharp, i.e. it could happen that $\| \tilde{u}_{j}-$ $u_{j} \|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}\right)$ if $\lambda=0$, which can be illustrated by the following example.

Example 4.2.2. We assume $\lambda=0$. Consider the exact solution $u_{j}^{\text {exact }}$ on $I_{j}$ with $u_{j}^{\text {exact }}\left(\hat{x}_{\alpha}\right)=\Delta x_{j}$ for $1 \leq \alpha \leq k-1$ and $u_{j}^{\text {exact }}\left(\hat{x}_{\alpha}\right)=0$ for $\alpha=k, k+1$, and its numerical approximation $u_{j}=\sum_{\alpha=1}^{k+1} u_{j}^{\text {exact }}\left(\hat{x}_{\alpha}\right) \ell_{\alpha}(x)-\Delta x_{j}^{k+1} \ell_{k}(x)$. It is clear that
$u_{j}$ is flattened to $\tilde{u}_{j} \equiv 0$ by the limiter (4.29), which is only of the accuracy $O(\Delta x)$.
Remark 4.2.1. The above discussions are based on the assumption that $\lambda$ is a constant. However, in the backward Euler discretization for time-dependent problems, $\lambda$ is of the order $\frac{1}{\Delta t}$, as demonstrated in the introduction. If we take the common CFL condition $\Delta t \propto \Delta x$ in this case, the accuracy of both the type-1 and type-2 limiters is optimal, which is clear from the estimates in the proofs. The same conclusion applies to later sections.

Since the accuracy of both type-1 and type-2 limiters is optimal at the downstream points of cells, the possible non-optimal errors introduced by the limiters do not propagate to downstream cells, which makes the limited positivity-preserving DG solution having the optimal order of accuracy in the sense of downstream points of cells.

Collecting the Lemma 4.2.1 and 4.2.2, we attain the following theorem for the positivity-preserving DG method of the equation (4.19).

Theorem 4.2.3. For the linear stationary hyperbolic equation (4.19), if the source term and inflow boundary condition are nonnegative, then the solution of the scheme (4.20) modified by the limiter (4.22) or (4.29) is nonnegative, with the local accuracy established in Lemma 4.2.1 and 4.2.2, respectively.

### 4.3 Linear stationary hyperbolic equations in two dimensions on rectangular meshes

In this section, we study the high order conservative positivity-preserving discontinuous Galerkin method in two space dimensions on rectangular meshes for the linear stationary hyperbolic equation

$$
\begin{equation*}
(a(x, y) u)_{x}+(b(x, y) u)_{y}+\lambda u=s(x, y), \quad(x, y) \in \Omega=(0,1)^{2}, \tag{4.30}
\end{equation*}
$$

with $0<a_{*} \leq a(x, y) \leq a^{*}$ and $0<b_{*} \leq b(x, y) \leq b^{*}$ for some positive constants $a_{*}, a^{*}, b_{*}, b^{*}$, and $\lambda, s(x, y) \geq 0$. We assign the inflow boundary conditions $u(x, 0)=$ $g_{1}(x) \geq 0$ and $u(0, y)=g_{2}(y) \geq 0$ for the equation. The cases $a(x, y)<0$ and/or $b(x, y)<0$ can be transformed to this case by the change of variables $x^{\prime}=1-x$ and/or $y^{\prime}=1-y$, thus we omit the discussion.

We partition the domain $\Omega$ by $0 \leq x_{\frac{1}{2}}<x_{\frac{3}{2}}<\ldots<x_{N_{x}+\frac{1}{2}}=1$ and $0 \leq$ $y_{\frac{1}{2}}<y_{\frac{3}{2}}<\ldots<y_{N_{y}+\frac{1}{2}}=1$ in $x$ and $y$ directions, respectively, and denote by $K_{i, j}=I_{i} \times J_{j}=\left[x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}\right] \times\left[y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}\right]$ the cells in $\Omega$ with the area $\left|K_{i, j}\right|=\Delta x_{i} \Delta y_{j}$, where $\Delta x_{i}=x_{i+\frac{1}{2}}-x_{i-\frac{1}{2}}, \Delta y_{j}=y_{j+\frac{1}{2}}-y_{j-\frac{1}{2}}, i=1,2, \ldots N_{x}, j=1,2, \ldots, N_{y}$. Moreover, we assume the meshes are regular in the refinement, i.e. $\max _{i, j}\left\{\Delta x_{i}, \Delta y_{j}\right\} \leq$ $\rho \min _{i, j}\left\{\Delta x_{i}, \Delta y_{j}\right\}$ for some constant $\rho$ that is independent of mesh sizes, and denote by $h=\min _{i, j}\left\{\Delta x_{i}, \Delta y_{j}\right\}$. The function space $V$ of the $Q^{k}$-DG scheme is defined as

$$
V=\left\{v \in L^{2}(\Omega):\left.v\right|_{K_{i, j}} \in Q^{k}\left(K_{i, j}\right), i=1,2, \ldots, N_{x}, j=1,2, \ldots, N_{y}\right\},
$$

where $Q^{k}(K)$ denotes the space of tensor products of polynomials of order no greater than $k$ on the cell $K$.

Similar to the one space dimension, we define the cell average of $v \in V$ on $K_{i, j}$ as $\bar{v}_{i, j}=\frac{1}{\Delta x_{i} \Delta y_{j}} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} v(x, y) d x d y$, and its left/right and lower/upper limits on the vertical and horizontal cell interfaces by $v\left(x_{i+\frac{1}{2}}^{ \pm}, y\right)=\lim _{\epsilon \rightarrow 0^{+}} v\left(x_{i+\frac{1}{2}} \pm \epsilon, y\right)$ and $v\left(x, y_{j+\frac{1}{2}}^{ \pm}\right)=\lim _{\epsilon \rightarrow 0^{+}} v\left(x, y_{j+\frac{1}{2}} \pm \epsilon\right)$, respectively. Moreover, we denote by $v_{i, j}=\left.v\right|_{K_{i, j}}$ for $v \in V, i=1,2, \ldots, N_{x}, j=1,2, \ldots, N_{y}$.

The positivity-preserving $Q^{k}$-DG scheme of the equation (4.30) on rectangular meshes is to find $u \in V$, such that

$$
\begin{align*}
& -\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}}\left(a u v_{x}+b u v_{y}-\lambda u v\right) d x d y \\
& +\int_{y_{j-\frac{1}{2}}^{2}}^{y_{j+\frac{1}{2}}} a u\left(x_{i+\frac{1}{2}}^{-}, y\right) v\left(x_{i+\frac{1}{2}}^{-}, y\right) d y+\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} b u\left(x, y_{j+\frac{1}{2}}^{-}\right) v\left(x, y_{j+\frac{1}{2}}^{-}\right) d x \\
& =\int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} a \tilde{u}\left(x_{i-\frac{1}{2}}^{-}, y\right) v\left(x_{i-\frac{1}{2}}^{+}, y\right) d y+\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} b \tilde{u}\left(x, y_{j-\frac{1}{2}}^{-}\right) v\left(x, y_{j-\frac{1}{2}}^{+}\right) d x  \tag{4.31}\\
& +\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} s v d x d y, \quad \forall v \in Q^{k}\left(K_{i, j}\right),
\end{align*}
$$

for $i=1,2, \ldots, N_{x}, j=1,2, \ldots, N_{y}$, where we define $u\left(x, y_{\frac{1}{2}}^{-}\right)=\mathcal{I}\left(g_{1}\right)(x)$ and $u\left(x_{\frac{1}{2}}^{-}, y\right)=\mathcal{I}\left(g_{2}\right)(y)$ on the inflow boundaries, with $\mathcal{I}$ denoting the polynomial interpolation at the quadrature points on cell interfaces. In the computation, we solve $u_{i, j}$ on cell $K_{i, j}$ based on the modified solutions $\tilde{u}_{i-1, j}$ and $\tilde{u}_{i, j-1}$ on upstream cells. Once $u_{i, j}$ is obtained, we employ the positivity-preserving limiters to get the modified solution $\tilde{u}_{i, j}$ and use it in the computations on the downstream cells.

Taking the test function $v=1$ on $K_{i, j}$ in the scheme (4.31), we obtain the
following equation satisfied by the local mass

$$
\begin{align*}
& \lambda \Delta x_{i} \Delta y_{j} \bar{u}_{i, j}+\int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} a u\left(x_{i+\frac{1}{2}}^{-}, y\right) d y+\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} b u\left(x, y_{j+\frac{1}{2}}^{-}\right) d x \\
& =\int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} a \tilde{u}\left(x_{i-\frac{1}{2}}^{-}, y\right) d y+\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} b \tilde{u}\left(x, y_{j-\frac{1}{2}}^{-}\right) d x+\Delta x_{i} \Delta y_{j} \bar{s}_{i, j} . \tag{4.32}
\end{align*}
$$

We define $L H S\left(w_{i, j}\right)=\lambda \Delta x_{i} \Delta y_{j} \bar{w}_{i, j}+\int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} a w\left(x_{i+\frac{1}{2}}^{-}, y\right) d y+\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} b w\left(x, y_{j+\frac{1}{2}}^{-}\right) d x$, for $w_{i, j} \in Q^{k}\left(K_{i, j}\right)$, to be the amount of local mass of $w_{i, j}$ on $K_{i, j}$. Moreover, we define $L H S^{b}\left(w_{i, j}\right)=\int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} a w\left(x_{i+\frac{1}{2}}^{-}, y\right) d y+\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} b w\left(x, y_{j+\frac{1}{2}}^{-}\right) d x$ for the total outflow flux. Since $\tilde{u}_{i-1, j}, \tilde{u}_{i, j-1} \geq 0$ on the right hand side of (4.32), we have $\operatorname{LHS}\left(u_{i, j}\right) \geq 0$. In particular, if $\lambda=0$, then $L H S^{b}\left(u_{i, j}\right)=\operatorname{LHS}\left(u_{i, j}\right) \geq 0$.

Similar to the one dimensional case, there are two types of limiters, in which the type-1 limiter depends on the Gauss-Radau quadrature while the type-2 limiter does not.

The type- 1 limiter for $u_{i, j}$ is defined as follows:

$$
\begin{align*}
& \tilde{u}_{i, j}(x, y)=\theta_{i, j}^{2} \hat{u}_{i, j}(x, y), \quad \hat{u}_{i, j}(x, y)=\hat{u}_{i, j}^{o}(x, y)+\theta_{i, j}^{1} \hat{u}_{i, j}^{b}(x, y), \\
& \hat{u}_{i, j}^{o}(x, y)=\sum_{\alpha=1}^{k} \sum_{\beta=1}^{k} u_{i, j}^{+}\left(\hat{x}_{\alpha}, \hat{y}_{\beta}\right) \ell_{\alpha}(x) \ell_{\beta}(y),  \tag{4.33}\\
& \hat{u}_{i, j}^{b}(x, y)=\sum_{\alpha=1}^{k} u_{i, j}^{+}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right) \ell_{\alpha}(x) \ell_{k+1}(y)+\sum_{\beta=1}^{k+1} u_{i, j}^{+}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right) \ell_{k+1}(x) \ell_{\beta}(y),
\end{align*}
$$

where $\left\{\hat{x}_{\alpha}\right\}_{\alpha=1}^{k+1}$ and $\left\{\hat{y}_{\beta}\right\}_{\beta=1}^{k+1}$ are the Gauss-Radau points on the intervals $\left[x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}\right]$ and $\left[y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}\right]$, respectively, with $\hat{x}_{k+1}=x_{i+\frac{1}{2}}$ and $\hat{y}_{k+1}=y_{j+\frac{1}{2}}$, we abuse notations to denote by $\ell_{\alpha}(x)$ and $\ell_{\beta}(y)$ the Lagrange basis at $\left\{\hat{x}_{\alpha}\right\}_{\alpha=1}^{k+1}$ and $\left\{\hat{y}_{\beta}\right\}_{\beta=1}^{k+1}$, respectively, $\theta_{i, j}^{1}=\max \left\{\frac{L H S^{b}\left(u_{i, j}^{b}\right)}{\operatorname{LHS} S^{b}\left(\hat{u}_{i, j}^{b}\right)}, 0\right\} \in[0,1], \theta_{i, j}^{2}=\frac{\operatorname{LHS}\left(u_{i, j}\right)}{\operatorname{LHS}\left(\hat{u}_{i, j}\right)} \in[0,1], u_{i, j}^{b}(x, y)=$ $\sum_{\alpha=1}^{k} u_{i, j}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right) \ell_{\alpha}(x) \ell_{k+1}(y)+\sum_{\beta=1}^{k+1} u_{i, j}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right) \ell_{k+1}(x) \ell_{\beta}(y)$. In particular, if
$\lambda=0$, we have $\theta_{i, j}^{1}=\frac{L H S^{b}\left(u_{i, j}^{b}\right)}{L H S^{b}\left(\hat{u}_{i, j}^{b}\right)}$ and $\theta_{i, j}^{2}=1$. We denote $u_{i, j}^{o}(x, y)=\sum_{\alpha=1}^{k} \sum_{\beta=1}^{k} u_{i, j}\left(\hat{x}_{\alpha}, \hat{y}_{\beta}\right)$ $\ell_{\alpha}(x) \ell_{\beta}(y)$ for the convenience of later discussion.

We have the accuracy results for the conservative positivity-preserving limiter (4.33) as follows:

Lemma 4.3.1. Consider the solution $u_{i, j}$ of the scheme (4.31) with accuracy $O\left(h^{k+1}\right)$. If $\lambda=0$, the error introduced by the limiter (4.33) is $\left\|\tilde{u}_{i, j}-u_{i, j}\right\|_{L^{\infty}\left(K_{i, j}\right)}=O\left(h^{k+1}\right)$. If $\lambda>0$, the error introduced by the limiter (4.33) is $\left\|\tilde{u}_{i, j}-u_{i, j}\right\|_{L^{\infty}\left(K_{i, j}\right)}=O\left(h^{k}\right)$, but the error is optimal on the downstream edges, i.e. $\left\|\tilde{u}_{i, j}-u_{i, j}\right\|_{L^{\infty}\left(I_{i+\frac{1}{2}} \cup J_{j+\frac{1}{2}}\right)}=$ $O\left(h^{k+1}\right)$, where $I_{i+\frac{1}{2}}$ and $J_{j+\frac{1}{2}}$ denote the right and upper edges of $K_{i, j}$, respectively.

Proof. We decompose the error as

$$
\begin{equation*}
e=u_{i, j}-\tilde{u}_{i, j}=\left(u_{i, j}-\hat{u}_{i, j}\right)+\left(\hat{u}_{i, j}-\tilde{u}_{i, j}\right)=e_{1}+e_{2}, \tag{4.34}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{1}=u_{i, j}-\hat{u}_{i, j}=\left(u_{i, j}^{o}-\hat{u}_{i, j}^{o}\right)+\left(u_{i, j}^{b}-\hat{u}_{i, j}^{b}\right)+\left(\hat{u}_{i, j}^{b}-\theta_{i, j}^{1} \hat{u}_{i, j}^{b}\right)=e_{1,1}+e_{1,2}+e_{1,3} . \tag{4.35}
\end{equation*}
$$

Using similar arguments as in (4.24), it is easy to prove that $\left\|e_{1,1}\right\|_{L^{\infty}\left(K_{i, j}\right)}=O\left(h^{k+1}\right)$ and $\left\|e_{1,2}\right\|_{L^{\infty}\left(K_{i, j}\right)}=O\left(h^{k+1}\right)$. As for $e_{1,3}=\left(1-\theta_{i, j}^{1}\right) \hat{u}_{i, j}^{b}$, we consider two cases.

Case I: $\theta_{i, j}^{1}=0$. We have $L H S^{b}\left(u_{i, j}^{b}\right) \leq 0$, i.e.

$$
\Delta y_{j} \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} a\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right) u_{i, j}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+\Delta x_{i} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} b\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right) u_{i, j}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right) \leq 0,
$$

thus

$$
\begin{aligned}
& \Delta y_{j} \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} a\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right) u_{i, j}^{+}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+\Delta x_{i} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} b\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right) u_{i, j}^{+}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right) \leq \\
& \Delta y_{j} \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} a\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right) u_{i, j}^{-}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+\Delta x_{i} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} b\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right) u_{i, j}^{-}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right),
\end{aligned}
$$

which implies

$$
\begin{aligned}
& \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} u_{i, j}^{+}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+\sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} u_{i, j}^{+}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right) \\
\leq & \frac{\rho \max \left\{a^{*}, b^{*}\right\}}{\min \left\{a_{*}, b_{*}\right\}}\left(\sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} u_{i, j}^{-}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+\sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} u_{i, j}^{-}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)\right)=O\left(h^{k+1}\right) .
\end{aligned}
$$

By the definition of $\hat{u}_{i, j}^{b}$, we have $\left\|\hat{u}_{i, j}^{b}\right\|_{L^{\infty}\left(K_{i, j}\right)}=O\left(h^{k+1}\right)$, therefore $\left\|e_{1,3}\right\|_{L^{\infty}\left(K_{i, j}\right)}=$ $O\left(h^{k+1}\right)$.

Case II: $\theta_{i, j}^{1}>0$. We have $L H S^{b}\left(u_{i, j}^{b}\right)>0$ and $\theta_{i, j}^{1}=\frac{L H S^{b}\left(u_{i, j}^{b}\right)}{L H S^{b}\left(u_{i, j}^{b}\right)}$. Therefore,

$$
\begin{align*}
& \left|e_{1,3}\right| \\
= & \left(1-\theta_{i, j}^{1}\right)\left|\hat{u}_{i, j}^{b}\right| \\
= & \frac{L H S^{b}\left(\hat{u}_{i, j}^{b}-u_{i, j}^{b}\right)}{L H S^{b}\left(\hat{u}_{i, j}^{b}\right)}\left|\hat{u}_{i, j}^{b}\right| \\
= & \left(\Delta y_{j} \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} a\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right) \hat{u}_{i, j}^{b}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+\Delta x_{i} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} b\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right) \hat{u}_{i, j}^{b}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)\right)^{-1} \times \\
& \left(\Delta y_{j} \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} a\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\left(\hat{u}_{i, j}^{b}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)-u_{i, j}^{b}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)\right)\right. \\
& \left.+\Delta x_{i} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} b\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\left(\hat{u}_{i, j}^{b}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)-u_{i, j}^{b}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)\right)\right) \cdot\left|\hat{u}_{i, j}^{b}\right| \\
\leq & \frac{\left(\Delta y_{j} \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} a\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)+\Delta x_{i} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} b\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right)\left|\mid e_{1,2} \|_{L^{\infty}\left(K_{i, j}\right)}\right.}{\Delta y_{j} \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} a\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right) \hat{u}_{i, j}^{b}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+\Delta x_{i} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} b\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right) \hat{u}_{i, j}^{b}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)} \cdot\left|\hat{u}_{i, j}^{b}\right| \tag{4.36}
\end{align*}
$$

In particular, $e_{1,3}\left(\hat{x}_{\gamma_{1}}, \hat{y}_{\gamma_{2}}\right)=0$ for $\gamma_{1}, \gamma_{2}=1,2, \ldots, k$, since $\hat{u}_{i, j}^{b}=0$ at these points by definition. Moreover, for $\gamma=1,2, \ldots, k+1$, we have the following estimates from (4.36),

$$
\begin{align*}
& \left|e_{1,3}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\gamma}\right)\right| \\
\leq & \frac{\left(\Delta y_{j} \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} a\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)+\Delta x_{i} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} b\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right)\left\|e_{1,2}\right\|_{L^{\infty}\left(K_{i, j}\right)}}{\Delta y_{j} \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} a\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right) \hat{u}_{i, j}^{b}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+\Delta x_{i} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} b\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right) \hat{u}_{i, j}^{b}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)} \hat{u}_{i, j}^{b}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\gamma}\right) \\
\leq & \frac{\left(\Delta y_{j} a^{*}+\Delta x_{i} b^{*}\right)\left\|e_{1,2}\right\|_{L^{\infty}\left(K_{i, j}\right)}}{\Delta y_{j} a_{*} \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} \hat{u}_{i, j}^{b}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\gamma}\right) \\
\leq & \frac{\rho\left(a^{*}+b^{*}\right)}{a_{*} \hat{\omega}_{\gamma}}\left\|e_{1,2}\right\|_{L^{\infty}\left(K_{i, j}\right)}=O\left(h^{k+1}\right), \tag{4.37}
\end{align*}
$$

and similarly, $\left|e_{1,3}\left(\hat{x}_{\gamma}, y_{j+\frac{1}{2}}^{-}\right)\right|=O\left(h^{k+1}\right), \gamma=1,2, \ldots, k+1$. Therefore, following the
similar argument as (4.27), we have $\left\|e_{1,3}\right\|_{L^{\infty}\left(K_{i, j}\right)}=\Lambda_{k}^{2} \cdot O\left(h^{k+1}\right)=O\left(h^{k+1}\right)$.

To sum up, we have $\left\|e_{1}\right\|_{L^{\infty}\left(K_{i, j}\right)} \leq\left\|e_{1,1}\right\|_{L^{\infty}\left(K_{i, j}\right)}+\left\|e_{1,2}\right\|_{L^{\infty}\left(K_{i, j}\right)}+\left\|e_{1,3}\right\|_{L^{\infty}\left(K_{i, j}\right)}=$ $O\left(h^{k+1}\right)$.

We now estimate $e_{2}$ as follows. If $\lambda=0$, then $\theta_{i, j}^{2}=1$, thus $e_{2}=\left(1-\theta_{i, j}^{2}\right) \hat{u}_{i, j}=0$. If $\lambda>0$, we have

$$
\begin{align*}
& \left|e_{2}(x, y)\right| \\
= & \left(1-\frac{L H S\left(u_{i, j}\right)}{L H S\left(\hat{u}_{i, j}\right)}\right)\left|\hat{u}_{i, j}(x, y)\right|=\frac{L H S\left(\hat{u}_{i, j}-u_{i, j}\right)}{L H S\left(\hat{u}_{i, j}\right)}\left|\hat{u}_{i, j}(x, y)\right| \\
= & \left(\lambda \Delta x_{i} \Delta y_{j} \sum_{\alpha=1}^{k+1} \sum_{\beta=1}^{k+1} \hat{\omega}_{\alpha} \hat{\omega}_{\beta}\left(\hat{u}_{i, j}\left(\hat{x}_{\alpha}, \hat{y}_{\beta}\right)-u_{i, j}\left(\hat{x}_{\alpha}, \hat{y}_{\beta}\right)\right)\right. \\
& +\Delta y_{j} \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} a\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\left(\hat{u}_{i, j}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)-u_{i, j}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)\right) \\
& \left.+\Delta x_{i} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} b\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\left(\hat{u}_{i, j}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)-u_{i, j}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)\right)\right) \times \\
& \left(\lambda \Delta x_{i} \Delta y_{j} \sum_{\alpha=1}^{k+1} \sum_{\beta=1}^{k+1} \hat{\omega}_{\alpha} \hat{\omega}_{\beta} \hat{u}_{i, j}\left(\hat{x}_{\alpha}, \hat{y}_{\beta}\right)+\Delta y_{j} \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} a\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right) \hat{u}_{i, j}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)\right. \\
& \left.+\Delta x_{i} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} b\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right) \hat{u}_{i, j}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)\right)^{-1} \cdot\left|\hat{u}_{i, j}(x, y)\right| \\
\leq & \left(\lambda \Delta x_{i} \Delta y_{j}+a^{*} \Delta y_{j}+b^{*} \Delta x_{i}\right) \cdot \|\left. e_{1}\right|_{L^{\infty}\left(K_{i, j}\right.} \cdot\left(\lambda \Delta x_{i} \Delta y_{j} \sum_{\alpha=1}^{k+1} \sum_{\beta=1}^{k+1} \hat{\omega}_{\alpha} \hat{\omega}_{\beta} \hat{u}_{i, j}\left(\hat{x}_{\alpha}, \hat{y}_{\beta}\right)\right. \\
& \left.+a_{*} \Delta y_{j} \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} \hat{u}_{i, j}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+b_{*} \Delta x_{i} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} \hat{u}_{i, j}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)\right)^{-1} \cdot\left|\hat{u}_{i, j}(x, y)\right| \tag{4.38}
\end{align*}
$$

In particular, at the Gauss-Radau points, we have the following estimates from

$$
\begin{align*}
& \left|e_{2}\left(\hat{x}_{\gamma_{1}}, \hat{y}_{\gamma_{2}}\right)\right| \\
\leq & \left(\lambda \Delta x_{i} \Delta y_{j}+a^{*} \Delta y_{j}+b^{*} \Delta x_{i}\right)\left\|e_{1}\right\|_{L^{\infty}\left(K_{i, j}\right)} \times \\
& \left(\lambda \Delta x_{i} \Delta y_{j} \sum_{\alpha=1}^{k+1} \sum_{\beta=1}^{k+1} \hat{\omega}_{\alpha} \hat{\omega}_{\beta} \hat{u}_{i, j}\left(\hat{x}_{\alpha}, \hat{y}_{\beta}\right)\right)^{-1} \hat{u}_{i, j}\left(\hat{x}_{\gamma_{1}}, \hat{y}_{\gamma_{2}}\right)  \tag{4.39}\\
\leq & \frac{\lambda \rho^{2} h^{2}+a^{*} \rho h+b^{*} \rho h}{\lambda h^{2} \hat{\omega}_{\gamma_{1}} \hat{\omega}_{\gamma_{2}}}\left\|e_{1}\right\|_{L^{\infty}\left(K_{i, j}\right)} \\
= & \left(\rho^{2} \hat{\omega}_{\gamma_{1}}^{-1} \hat{\omega}_{\gamma_{2}}^{-1}+\frac{a^{*} \rho+b^{*} \rho}{\lambda \hat{\omega}_{\gamma_{1}} \hat{\omega}_{\gamma_{2}}} \frac{1}{h}\right)\left\|e_{1}\right\|_{L^{\infty}\left(K_{i, j}\right)} \\
= & O\left(h^{k}\right), \quad \text { for } \gamma_{1}, \gamma_{2}=1,2, \ldots, k+1,
\end{align*}
$$

therefore, following the similar argument as (4.27), we have $\left\|e_{2}\right\|_{L^{\infty}\left(K_{i, j}\right)}=\Lambda_{k}^{2}$. $O\left(h^{k}\right)=O\left(h^{k}\right)$.

In particular, on the downstream edge $I_{i+\frac{1}{2}}$, it follows from (4.38) that

$$
\begin{align*}
& \left|e_{2}\left(x_{i+\frac{1}{2}}, \hat{y}_{\gamma}\right)\right| \\
\leq & \left(\lambda \Delta x_{i} \Delta y_{j}+a^{*} \Delta y_{j}+b^{*} \Delta x_{i}\right)\left\|e_{1}\right\|_{L^{\infty}\left(K_{i, j}\right)} \times \\
& \left(a_{*} \Delta y_{j} \sum_{\beta=1}^{k+1} \hat{\omega}_{\beta} \hat{u}_{i, j}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)\right)^{-1} \cdot \hat{u}_{i, j}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\gamma}\right)  \tag{4.40}\\
\leq & \left(\lambda \Delta x_{i} \Delta y_{j}+a^{*} \Delta y_{j}+b^{*} \Delta x_{i}\right) \cdot\left\|e_{1}\right\|_{L^{\infty}\left(K_{i, j}\right)} \times \\
& \left(a_{*} \Delta y_{j} \hat{\omega}_{\gamma} \hat{u}_{i, j}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\gamma}\right)\right)^{-1} \cdot \hat{u}_{i, j}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\gamma}\right) \\
\leq & \frac{\lambda \rho^{2} h+a^{*} \rho+b^{*} \rho}{a_{*} \hat{\omega}_{\gamma}}\left\|e_{1}\right\|_{L^{\infty}\left(K_{i, j}\right)}=O\left(h^{k+1}\right),
\end{align*}
$$

for $\gamma=1,2, \ldots, k+1$. Similarly, on the downstream edge $J_{j+\frac{1}{2}}$, we have $\left|e_{2}\left(\hat{x}_{\gamma}, y_{j+\frac{1}{2}}\right)\right|=$ $O\left(h^{k+1}\right)$, for $\gamma=1,2, \ldots, k+1$. Following the same lines as in (4.27), we have the estimate $\left\|e_{2}\right\|_{L^{\infty}\left(I_{i+\frac{1}{2}} \cup J_{j+\frac{1}{2}}\right)}=\Lambda_{k} \cdot O\left(h^{k+1}\right)=O\left(h^{k+1}\right)$. Thus $\left\|\tilde{u}_{i, j}-u_{i, j}\right\|_{L^{\infty}\left(I_{i+\frac{1}{2}} \cup J_{j+\frac{1}{2}}\right)}=$ $O\left(h^{k+1}\right)$ by the triangle inequality.

Gathering all results above, we finish the proof of Lemma 4.3.1.

The type-2 limiter is defined as follows,

$$
\begin{equation*}
\tilde{u}_{i, j}(x, y)=\theta_{i, j} \hat{u}_{i, j}(x, y), \quad \hat{u}_{i, j}(x, y)=u_{i, j}(x, y)+\epsilon_{i, j}, \tag{4.41}
\end{equation*}
$$

where $\epsilon_{i, j}=-\min \left\{\min _{(x, y) \in S} u_{i, j}(x, y), 0\right\}, S \subset K_{i, j}$ is the set of points where we want to preserve the positivity of solutions, and $\theta_{i, j}=\frac{\operatorname{LHS}\left(u_{i, j}\right)}{\operatorname{LHS}\left(\hat{u}_{i, j}\right)} \in[0,1]$.

We have the accuracy result for the conservative positivity-preserving limiter as follows:

Lemma 4.3.2. Consider the solution $u_{i, j}$ of the scheme (4.31) with accuracy $O\left(h^{k+1}\right)$. If $\lambda=0$, the error introduced by the limiter (4.41) is $\left\|\tilde{u}_{i, j}-u_{i, j}\right\|_{L^{\infty}\left(K_{i, j}\right)}=O(h)$. If $\lambda>0$, the error introduced by the limiter (4.41) is $\left\|\tilde{u}_{i, j}-u_{i, j}\right\|_{L^{\infty}\left(K_{i, j}\right)}=O\left(h^{k}\right)$. Nevertheless, on the downstream edges, the errors in both cases are optimal, i.e. $\left\|\tilde{u}_{i, j}-u_{i, j}\right\|_{L^{\infty}\left(I_{i+\frac{1}{2}} \cup J_{j+\frac{1}{2}}\right)}=O\left(h^{k+1}\right)$.

Proof. For simplicity, we assume $S=K_{i, j}$. Same as (4.34), we decompose the error as $e=u_{i, j}-\tilde{u}_{i, j}=\left(u_{i, j}-\hat{u}_{i, j}\right)+\left(\hat{u}_{i, j}-\tilde{u}_{i, j}\right)=e_{1}+e_{2}$. It is clear that $\left|e_{1}\right|=\epsilon_{i, j}=O\left(h^{k+1}\right)$. Consider $e_{2}=\left(1-\theta_{i, j}\right) \hat{u}_{i, j}$. If $\lambda=0$, we have $\left\|e_{2}\right\|_{L^{\infty}\left(K_{i, j}\right)}=$ $\left(1-\theta_{i, j}\right)\left\|\hat{u}_{i, j}\right\|_{L^{\infty}\left(K_{i, j}\right)}=O(h)$, since $\left\|\hat{u}_{i, j}\right\|_{L^{\infty}\left(K_{i, j}\right)}=O(h)$ if $\theta_{i, j}<1$. If $\lambda>0$, we have the same estimates for $e_{2}$ as (4.38) and (4.39). The estimates for $e_{2}$ on the downstream edges are exactly the same as (4.40) for both the cases $\lambda=0$ and $\lambda>0$.

Collecting all results above, we finish the proof of Lemma 4.3.2.

Since the accuracy of both type- 1 and type- 2 limiters is optimal on the downstream edges, we do not need to worry about the pollution of the non-optimal errors
introduced by the limiters to the downstream cells. Thus we have the following theorem for the positivity-preserving DG method of the equation (4.30).

Theorem 4.3.3. For the linear stationary hyperbolic equation (4.30), if the source term and inflow boundary conditions are nonnegative, then the solution of the scheme (4.31) modified by the limiter (4.33) or (4.41) is nonnegative, with the local accuracy established in Lemmas 4.3.1 and 4.3.2, respectively.

Remark 4.3.1. In particular, in the space-time $D G$ discretization for the equation of the form $u_{t}+(a(x) u)_{x}=s(x, t)$, the accuracy of the solution at the terminal time is optimal, as the terminal time is indeed an outflow boundary.

### 4.4 Linear stationary hyperbolic equations in two dimensions on triangular meshes

In this section, we study the high order conservative positivity-preserving discontinuous Galerkin method in two space dimensions on triangular meshes for the linear stationary hyperbolic equation (4.30) with nonnegative source term and the inflow boundary condition $\left.u\right|_{\Gamma^{\text {in }}}(x, y)=g(x, y) \geq 0$, where $\Gamma^{\text {in }} \subset \partial \Omega$ is the inflow boundary. We still assume $\lambda \geq 0$ in (4.30) but $a(x, y)$ and $b(x, y)$ are not necessarily positive (or negative).

Consider a regular triangulation $\Omega_{h}$ of $\Omega$ which satisfies $\operatorname{diam}(K) \leq \rho h, \forall K \in \Omega_{h}$ for some $\rho \geq 1$ independent of the refinement, where $\operatorname{diam}(K)$ is the diameter of an element $K, h=\min _{K \in \Omega_{h}} h_{K}$ and $h_{K}$ is the radius of the largest ball inscribed in $K$. For any triangle element $K \in \Omega_{h}$, we denote by $|K|$ the area of $K$, and $e_{K}^{i}, i=$ $1,2,3$ the three edges of $K$, with length $\ell_{K}^{i}$, unit outer normal $n_{K}^{i}=\left(n_{x, K}^{i}, n_{y, K}^{i}\right)^{T}$
and neighboring cells $K_{i}, i=1,2,3$. We assume that the coefficients $a(x, y)$ and $b(x, y)$ in (4.30) satisfy $c_{*} \leq\left|a(x, y) n_{x, K}^{i}+b(x, y) n_{y, K}^{i}\right| \leq c^{*}, \forall K \in \Omega_{h},(x, y) \in$ $\Omega, i=1,2,3$, for some positive constants $c_{*}, c^{*}$. This assumption was adopted in the optimal order error estimate for the DG method in [64], as the optimal accuracy is unavailable for general meshes [54]. The assumption can be satisfied, for instance, by the conditions on the coefficients $a(x, y), b(x, y)$ in Section 4.3, together with the triangulation obtained by splitting each cell therein from the skew diagonal of cells, see Figure 4.1 for an illustration. The function space $V$ of the $P^{k}$-DG scheme is defined as

$$
V=\left\{v \in L^{2}(\Omega):\left.v\right|_{K} \in P^{k}(K), \forall K \in \Omega_{h}\right\}
$$

where $P^{k}(K)$ denotes the space of polynomials of order no greater than $k$ on the element $K$. We define the cell average of $v \in V$ on $K$ as $\bar{v}_{K}=\frac{1}{|K|} \iint_{K} v(x, y) d x d y$, and denote by $v_{K}=\left.v\right|_{K}$ for $v \in V$.

To save space, we only discuss the case that $e_{K}^{1}$ is the upstream edge and $e_{K}^{2}, e_{K}^{3}$ are the downstream edges, as the discussion of the case of two upstream edges and one downstream edge is almost the same with the first case.

The positivity-preserving $P^{k}$-DG scheme of the equation (4.30) on triangular meshes is to find $u \in V$, such that

$$
\begin{align*}
& -\iint_{K}\left(a u v_{x}+b u v_{y}-\lambda u v\right) d x d y \\
& +\int_{e_{K}^{2}}\left(a n_{x, K}^{2}+b n_{y, K}^{2}\right) u_{K} v d s+\int_{e_{K}^{3}}\left(a n_{x, K}^{3}+b n_{y, K}^{3}\right) u_{K} v d s  \tag{4.42}\\
& =-\int_{e_{K}^{1}}\left(a n_{x, K}^{1}+b n_{y, K}^{1}\right) \tilde{u}_{K_{1}} v d s+\iint_{K} s v d x d y, \quad \forall v \in P^{k}(K),
\end{align*}
$$

for $K \in \Omega_{h}$, where we define $\left.\tilde{u}_{K_{1}}\right|_{e_{K}^{1}}=\mathcal{I}(g)$ if $e_{K}^{1} \subset \Gamma^{\text {in }}$, with $\mathcal{I}$ denoting the polynomial interpolation at the quadrature points on cell interfaces. In the computation,
we solve $u_{K}$ on cell $K$ based on the modified solution on upstream cells. Once $u_{K}$ is obtained, we employ the positivity-preserving limiter to obtain the modified solution $\tilde{u}_{K}$, and use it in the computation on the downstream cells.

If we take $v=1$ on $K$ in the scheme (4.42), the following equation satisfied by the local mass can be obtained

$$
\begin{align*}
& \lambda|K| \bar{u}_{K}+\int_{e_{K}^{2}}\left(a n_{x, K}^{2}+b n_{y, K}^{2}\right) u_{K} d s+\int_{e_{K}^{3}}\left(a n_{x, K}^{3}+b n_{y, K}^{3}\right) u_{K} d s \\
& =-\int_{e_{K}^{1}}\left(a n_{x, K}^{1}+b n_{y, K}^{1}\right) \tilde{u}_{K_{1}} d s+|K| \bar{s}_{K} \tag{4.43}
\end{align*}
$$

We define $L H S\left(w_{K}\right)=\lambda|K| \bar{w}_{K}+\int_{e_{K}^{2}}\left(a n_{x, K}^{2}+b n_{y, K}^{2}\right) w_{K} d s+\int_{e_{K}^{3}}\left(a n_{x, K}^{3}+b n_{y, K}^{3}\right) w_{K} d s$, for $w_{K} \in P^{k}(K)$, to be the amount of local mass of $w_{K}$ on $K$. Since $\tilde{u}_{K_{1}} \geq 0$ and $a n_{x, K}^{1}+b n_{y, K}^{1}<0$ on the upstream edge in (4.43), we have the $\operatorname{LHS}\left(u_{K}\right) \geq 0$.

Due to the lack of suitable quadrature rules, we do not have the type-1 limiter available. The type-2 limiter is defined as follows,

$$
\begin{equation*}
\tilde{u}_{K}(x, y)=\theta_{K} \hat{u}_{K}(x, y), \quad \hat{u}_{K}(x, y)=u_{K}(x, y)+\epsilon_{K} \tag{4.44}
\end{equation*}
$$

where $\epsilon_{K}=-\min \left\{\min _{(x, y) \in S} u_{K}(x, y), 0\right\}, S \subset K$ is the set of points where we want to preserve the positivity of solutions, and $\theta_{K}=\frac{\operatorname{LHS}\left(u_{K}\right)}{\operatorname{LHS(\hat {u}_{K})}} \in[0,1]$.

We have the accuracy result for the conservative positivity-preserving limiter as follows:

Lemma 4.4.1. Consider the solution $u_{K}$ of the scheme (4.42) with accuracy $O\left(h^{k+1}\right)$. If $\lambda=0$, the error introduced by the limiter (4.44) is $\left\|\tilde{u}_{K}-u_{K}\right\|_{L^{\infty}(K)}=O(h)$. If $\lambda>0$, the error introduced by the limiter (4.44) is $\left\|\tilde{u}_{K}-u_{K}\right\|_{L^{\infty}(K)}=O\left(h^{k}\right)$. Nevertheless, on the downstream edges, the errors in both cases are optimal, i.e.

$$
\left\|\tilde{u}_{K}-u_{K}\right\|_{L^{\infty}\left(e_{K}^{2} \cup e_{K}^{3}\right)}=O\left(h^{k+1}\right) .
$$

Proof. For simplicity, we assume $S=K$. We decompose the error as

$$
\begin{equation*}
e=u_{K}-\tilde{u}_{K}=\left(u_{K}-\hat{u}_{K}\right)+\left(\hat{u}_{K}-\tilde{u}_{K}\right)=e_{1}+e_{2} \tag{4.45}
\end{equation*}
$$

It is clear that $\left\|e_{1}\right\|_{L^{\infty}(K)}=\epsilon_{K}=O\left(h^{k+1}\right)$.

For $e_{2}$, we have $e_{2}=\hat{u}_{K}-\tilde{u}_{K}=\left(1-\theta_{K}\right) \hat{u}_{K}$. If $\lambda=0$, we have $\left\|e_{2}\right\|_{L^{\infty}(K)}=$ $\left(1-\theta_{K}\right)\left\|\hat{u}_{K}\right\|_{L^{\infty}(K)}=O(h)$, since $\left\|\hat{u}_{K}\right\|_{L^{\infty}(K)}=O(h)$ if $\theta_{K}<1$. If $\lambda>0$, we have the estimate for $e_{2}$ as follows,

$$
\begin{align*}
& \left|e_{2}\right| \\
= & \left(1-\theta_{K}\right) \hat{u}_{K}=\left(1-\frac{L H S\left(u_{K}\right)}{L H S\left(\hat{u}_{K}\right)}\right) \hat{u}_{K}=\frac{\operatorname{LHS}\left(\hat{u}_{K}-u_{K}\right)}{L H S\left(\hat{u}_{K}\right)} \hat{u}_{K} \\
= & \left(\lambda|K| \overline{\hat{u}}_{K}+\int_{e_{K}^{2}}\left(a n_{x, K}^{2}+b n_{y, K}^{2}\right) \hat{u}_{K} d s+\int_{e_{K}^{3}}\left(a n_{x, K}^{3}+b n_{y, K}^{3}\right) \hat{u}_{K} d s\right)^{-1} \times \\
& \left(\lambda|K|\left(\overline{\hat{u}}_{K}-\bar{u}_{K}\right)+\int_{e_{K}^{2}}\left(a n_{x, K}^{2}+b n_{y, K}^{2}\right)\left(\hat{u}_{K}-u_{K}\right) d s\right.  \tag{4.46}\\
& \left.+\int_{e_{K}^{3}}\left(a n_{x, K}^{3}+b n_{y, K}^{3}\right)\left(\hat{u}_{K}-u_{K}\right) d s\right) \hat{u}_{K} \\
& \leq \frac{\left(\lambda|K|+c^{*} \ell_{K}^{2}+c^{*} \ell_{K}^{3}\right)\left\|e_{1}\right\|_{L^{\infty}(K)}}{\lambda|K| \overline{\hat{u}}_{K}+c_{*} \ell_{K}^{2} \overline{\hat{u}}_{e_{K}^{2}}+c_{*} \ell_{K}^{3} \overline{\hat{u}}_{e_{K}^{3}}} \hat{u}_{K},
\end{align*}
$$

where $\bar{v}_{e_{K}^{i}}=\frac{1}{\ell_{K}^{i}} \int_{e_{K}^{i}} v_{K} d s$, for $v \in V, i=1,2,3$.

By the equivalence of norms in the finite-dimensional space $P^{k}(K)$ and the rescaling argument, we have $\|v\|_{L^{\infty}(K)} \leq \frac{C_{k}}{|K|}\|v\|_{L^{1}(K)}$ and $\|v\|_{L^{\infty}\left(e_{K}^{i}\right)} \leq \frac{C_{k}^{\prime}}{\ell_{K}^{i}}\|v\|_{L^{1}\left(e_{K}^{i}\right)}$, $\forall v \in P^{k}(K), i=1,2,3$, for some positive constants $C_{k}$ and $C_{k}^{\prime}$ depending only on $k$.

Therefore,

$$
\begin{align*}
\left\|e_{2}\right\|_{L^{\infty}(K)} & \leq \frac{\left(\lambda|K|+c^{*} \ell_{K}^{2}+c^{*} \ell_{K}^{3}\right)\left\|e_{1}\right\|_{L^{\infty}(K)}}{\lambda|K|} \frac{\left\|\hat{u}_{K}\right\|_{L^{\infty}(K)}}{\hat{u}_{K}} \\
& \leq \frac{\left(\lambda|K|+2 c^{*} \rho h\right)\left\|e_{1}\right\|_{L^{\infty}(K)}}{\lambda|K|} C_{k}  \tag{4.47}\\
& \leq C_{k}\left(1+\frac{2 c^{*} \rho}{\pi \lambda} \frac{1}{h}\right)\left\|e_{1}\right\|_{L^{\infty}(K)} \\
& =O\left(h^{k}\right)
\end{align*}
$$

where we have used the fact that $\hat{u}_{K} \geq 0$. Moreover, we have

$$
\begin{align*}
\left\|e_{2}\right\|_{L^{\infty}\left(e_{K}^{2}\right)} & \leq \frac{\left(\lambda|K|+c^{*} \ell_{K}^{2}+c^{*} \ell_{K}^{3}\right)\left\|e_{1}\right\|_{L^{\infty}(K)}}{c_{*} \ell_{K}^{2}} \frac{\left\|\hat{u}_{K}\right\|_{L^{\infty}\left(e_{K}^{2}\right)}}{\bar{u}_{e_{K}^{2}}} \\
& \leq \frac{\left(\lambda \rho^{2} h^{2}+2 c^{*} \rho h\right)\left\|e_{1}\right\|_{L^{\infty}(K)}}{c_{*} h} C_{k}^{\prime}  \tag{4.48}\\
& =C_{k}^{\prime} \frac{\left(\lambda \rho^{2} h+2 c^{*} \rho\right)}{c_{*}}\left\|e_{1}\right\|_{L^{\infty}(K)} \\
& =O\left(h^{k+1}\right),
\end{align*}
$$

and, similarly, $\left\|e_{2}\right\|_{L^{\infty}\left(e_{K}^{3}\right)}=O\left(h^{k+1}\right)$.

Gathering all results above and using triangle inequalities, we finish the proof of Lemma 4.4.1.

Since the accuracy of the limiter (4.44) is optimal on the downstream edges, we have the following theorem for the positivity-preserving DG method of the equation (4.30).

Theorem 4.4.2. For the linear stationary hyperbolic equation (4.30), if the source term and inflow boundary condition are nonnegative, then the solution of the scheme (4.42) modified by the limiter (4.44) is nonnegative, with the local accuracy established in Lemma 4.4.1.

### 4.5 Nonlinear stationary hyperbolic equations in one dimension

In this section, we study the high order conservative positivity-preserving discontinuous Galerkin method for the nonlinear stationary hyperbolic equation

$$
\begin{equation*}
f(u)_{x}+\lambda u=s(x), \quad x \in \Omega=(0,1) \tag{4.49}
\end{equation*}
$$

where $0 \leq f^{\prime}(u) \leq a^{*}, \forall u$, and $\lambda, s(x) \geq 0$. We assign the inflow boundary condition $u(0)=u_{0} \geq 0$ for the equation. We would like to note that, the assumption on invariant sign of $f^{\prime}(u)$ for all $u$ is essential, otherwise the stationary hyperbolic equation may need boundary conditions from both sides for the problem to be wellposed, see [38, 63] for instance. This condition is also necessary for the limiters to be well-defined.

We adopt the partition for $\Omega$ and the function space $V$ exactly the same as in Section 4.2, as well as the notations if not otherwise stated.

The positivity-preserving $P^{k}$-DG scheme of the equation (4.49) is to find $u \in V$, such that

$$
\begin{align*}
& -\int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} f(u) v_{x} d x+f\left(u_{j+\frac{1}{2}}^{-}\right) v_{j+\frac{1}{2}}^{-}+\int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \lambda u v d x  \tag{4.50}\\
& =f\left(\tilde{u}_{j-\frac{1}{2}}^{-}\right) v_{j-\frac{1}{2}}^{+}+\int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} s v d x, \quad \forall v \in P^{k}\left(I_{j}\right)
\end{align*}
$$

for $j=1,2, \ldots, N$, where we define $u_{\frac{1}{2}}^{-}=u_{0}$. Note that the upstream cells adopt the modified solution in the scheme.

If we take the test function $v=1$ on $I_{j}$ in the scheme (4.50), the following equation satisfied by the local mass is obtained,

$$
\begin{equation*}
\lambda \Delta x_{j} \bar{u}_{j}+f\left(u_{j+\frac{1}{2}}^{-}\right)=f\left(\tilde{u}_{j-\frac{1}{2}}^{-}\right)+\Delta x_{j} \bar{s}_{j} . \tag{4.51}
\end{equation*}
$$

Same as the linear case, we define $\operatorname{LHS}\left(w_{j}\right)=\lambda \Delta x_{j} \bar{w}_{j}+f\left(w_{j+\frac{1}{2}}^{-}\right)$, for $w_{j} \in P^{k}\left(I_{j}\right)$, to be the amount of local mass of $w_{j}$ on $I_{j}$. A notable difference is that, we no longer have $\operatorname{LHS}\left(u_{j}\right) \geq 0$.

The type- 1 limiter for $u_{j}$ is defined as follows,

$$
\begin{equation*}
\tilde{u}_{j}(x)=\theta_{j} \hat{u}_{j}(x), \quad \hat{u}_{j}(x)=\sum_{\alpha=1}^{k+1} u_{j}^{+}\left(\hat{x}_{\alpha}\right) \ell_{\alpha}(x) \tag{4.52}
\end{equation*}
$$

where $\theta_{j} \in[0,1]$ is taken such that the local mass is conservative, i.e. $\operatorname{LHS}\left(\tilde{u}_{j}\right)=$ $L H S\left(u_{j}\right)$. Same as before, the type-1 limiter must be used in cooperation with the Gauss-Radau quadrature.

If $\lambda>0, \theta_{j} \in[0,1]$ is uniquely determined. To see this, we define $h(\theta)=$ $\operatorname{LHS}\left(\theta \hat{u}_{j}\right)-\operatorname{LHS}\left(u_{j}\right) . \quad$ It is clear that $h(0)=f(0)-f\left(\tilde{u}_{j-\frac{1}{2}}^{-}\right)-\Delta x_{j} \bar{s}_{j} \leq 0$, $h(1)=\lambda \Delta x_{j} \sum_{\alpha=1}^{k+1} \hat{\omega}_{\alpha} u_{j}^{-}\left(\hat{x}_{\alpha}\right)+f\left(\left(u_{j+\frac{1}{2}}^{-}\right)^{+}\right)-f\left(u_{j+\frac{1}{2}}^{-}\right) \geq 0$, and $h^{\prime}(\theta)>0$ for $\theta \in[0,1]$. Therefore, the existence and uniqueness of $\theta_{j}$ is guaranteed by the mean value theorem and monotonicity of $h(\theta)$. If $\lambda=0$, we always take $\theta_{j}=1$, since $u_{j+\frac{1}{2}}^{-} \geq 0$, which implies $\operatorname{LHS}\left(\hat{u}_{j}\right)=f\left(u_{j+\frac{1}{2}}^{-}\right)=\operatorname{LHS}\left(u_{j}\right)$. Moreover, we have the accuracy result of the limiter as follows:

Lemma 4.5.1. Consider the solution $u_{j}$ of the scheme (4.50) with accuracy $O\left(\Delta x_{j}^{k+1}\right)$. If $\lambda=0$, the error introduced by the limiter (4.52) is $\left\|\tilde{u}_{j}-u_{j}\right\|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}^{k+1}\right)$. If $\lambda>0$, the error introduced by the limiter (4.52) is $\left\|\tilde{u}_{j}-u_{j}\right\|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}^{k}\right)$, but the error is optimal at the downstream point, i.e. $\left|\tilde{u}_{j+\frac{1}{2}}^{-}-u_{j+\frac{1}{2}}^{-}\right|=O\left(\Delta x_{j}^{k+1}\right)$.

Proof. From $\theta_{j} \lambda \Delta x_{j} \overline{\hat{u}}_{j}+f\left(\theta_{j} \hat{u}_{j+\frac{1}{2}}^{-}\right)=\lambda \Delta x_{j} \bar{u}_{j}+f\left(u_{j+\frac{1}{2}}^{-}\right)$, we have the expression of $\theta_{j}$ as follows,

$$
\begin{equation*}
\theta_{j}=\frac{\lambda \Delta x_{j} \bar{u}_{j}+f^{\prime}\left(c_{j+\frac{1}{2}}\right) u_{j+\frac{1}{2}}^{-}}{\lambda \Delta x_{j} \overline{\hat{u}}_{j}+f^{\prime}\left(c_{j+\frac{1}{2}}\right) \hat{u}_{j+\frac{1}{2}}^{-}} \tag{4.53}
\end{equation*}
$$

where $c_{j+\frac{1}{2}} \in\left[u_{j+\frac{1}{2}}^{-}, \hat{u}_{j+\frac{1}{2}}^{-}\right]$satisfies the Lagrange mean value theorem $f\left(\theta_{j} \hat{u}_{j+\frac{1}{2}}^{-}\right)-$ $f\left(u_{j+\frac{1}{2}}^{-}\right)=f^{\prime}\left(c_{j+\frac{1}{2}}\right)\left(\theta_{j} \hat{u}_{j+\frac{1}{2}}^{-}-u_{j+\frac{1}{2}}^{-}\right)$. Then the estimates are almost the same to those in the proof of Lemma 4.2.1, except that $a\left(x_{j+\frac{1}{2}}\right)$ is replaced by $f^{\prime}\left(c_{j+\frac{1}{2}}\right)$.

The type- 2 limiter for $u_{j}$ is defined as follows,

$$
\begin{equation*}
\tilde{u}_{j}(x)=\theta_{j} \hat{u}_{j}(x), \quad \hat{u}_{j}(x)=u_{j}(x)+\epsilon_{j}, \tag{4.54}
\end{equation*}
$$

where $\epsilon_{j}=-\min \left\{\min _{x \in S} u_{j}(x), 0\right\}, S \subset I_{j}$ is the set of points where we want to preserve the positivity of solutions, and $\theta_{j} \in[0,1]$ is uniquely determined by $\operatorname{LHS}\left(\tilde{u}_{j}\right)=L H S\left(u_{j}\right)$.

We have the accuracy result for the limiter as follows,
Lemma 4.5.2. Consider the solution $u_{j}$ of the scheme (4.50) with accuracy $O\left(\Delta x_{j}^{k+1}\right)$. If $\lambda=0$, the error introduced by the limiter (4.54) is $\left\|\tilde{u}_{j}-u_{j}\right\|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}\right)$. If $\lambda>0$, the error introduced by the limiter (4.54) is $\left\|\tilde{u}_{j}-u_{j}\right\|_{L^{\infty}\left(I_{j}\right)}=O\left(\Delta x_{j}^{k}\right)$. Nevertheless, at the downstream point, the errors in both cases are optimal, i.e. $\left|\tilde{u}_{j+\frac{1}{2}}^{-}-u_{j+\frac{1}{2}}^{-}\right|=O\left(\Delta x_{j}^{k+1}\right)$.

Proof. We have the same expression of $\theta_{j}$ as in (4.53). Therefore the estimates are almost the same with those in the proof of Lemma 4.2.2, except that $a\left(x_{j+\frac{1}{2}}\right)$ is replaced by $f^{\prime}\left(c_{j+\frac{1}{2}}\right)$.

Since the accuracy of both type-1 and type-2 limiters is optimal at the down-
stream point of cells, the assumption on the optimal accuracy of the unmodulated DG solution is appropriate. Collecting the Lemma 4.5.1 and 4.5.2, we attain the following theorem for the positivity-preserving DG method for the equation (4.49).

Theorem 4.5.3. For the nonlinear stationary hyperbolic equation (4.49), if the source term and inflow boundary condition are nonnegative, then the solution of the scheme (4.50) modified by the limiters (4.52) or (4.54) is nonnegative, with the local accuracy established in Lemma 4.5.1 and 4.5.2, respectively.

### 4.6 Numerical tests

In this section, we show the accuracy and effectiveness of the conservative positivitypreserving DG methods established in previous sections for stationary hyperbolic equations and time-dependent problems with implicit time discretization by ample numerical tests. Most of the tests are taken from [46, 86, 91]. For simplicity, the triangular meshes adopted in the two dimensional tests are obtained by splitting the rectangular grids by the skew diagonals of every cells, see Figure 4.1 for an illustration of a $6 \times 6$ mesh. To save space, we only present the results of the type- 2 limiters, as those of the type- 1 limiters are almost the same (even thought the type-1 limiter is formally more accurate than the type-2).

We would like to note that, though the sub-optimal error estimates of the limiters are sharp by artificial examples in 4.2 .1 and 4.2.2, in numerical tests we have not observed any degeneracy of orders of accuracy.

## Example 4.6.1. (Comparison of the conservation property for different limiters)



Figure 4.1: A typical triangular mesh in the tests

We solve the simple hyperbolic equation $u_{t}+u_{x}=0$ with implicit time discretization by a variety of positivity-preserving schemes, and compare the results of different positivity-preserving limiters. We first compute the solutions using the scaling limiter [93] that preserves cell averages. Then, we replace the scaling limiter in these algorithms by our conservative limiter that preserves the sum of cell average and outflow fluxes. Since the only difference is in the use of limiters, it would be convincing that our notion of conservation is more appropriate if the results of the conservative limiters are better than those of the scaling limiter.

The initial and boundary condition are given below

$$
u(x, 0)=\left\{\begin{array}{ll}
1, & 0<x \leq 1 \\
0, & \text { otherwise }
\end{array}, \quad x \in \Omega ; \quad u(0, t)=0, \quad t \in[0, T] .\right.
$$

We first compute the equation on the domain $\Omega=[0,5]$, with backward Euler time discretization, CFL number $\frac{\Delta t}{\Delta x}=0.01$ and spatial partition $N=500$, to the terminal time $T=2$, based on the positivity-preserving $P^{2}-D G$ scheme proposed in [86] for one dimensional linear equations. We plot the cell averages of the numerical
solutions at the terminal time for the cases with no limiter, with the scaling limiter and with the conservative limiter, and compare them with the exact solution. The results are shown in Figure 4.2, from which we can clearly observe a wrong shock location with the use of the scaling limiter. The total mass of the exact solution at the terminal time is $\int_{\Omega} u(x, T) d x=1$. In the numerical solutions, the total mass has changed $3.10 \times 10^{-12}, 2.94 \times 10^{-12}$ and $1.54 \times 10^{-1}$ for the cases with no limiter, with the conservative limiter and with the scaling limiter, respectively.

(a) No limiter

(b) With limiter

Figure 4.2: Comparison of results for different limiters in the scheme of [86]

We then compute the equation on the space-time box $\Omega \times[0, T]$ by the space-time $D G$ discretization, based on the positivity-preserving $R^{1}-D G$ scheme proposed in [46] for two dimensional linear equations. We take two space-time boxes $\Omega_{1}=[0,50], T_{1}=$ 40 and $\Omega_{2}=[0,100], T_{2}=90$, on the uniform meshes $N_{x}^{1} \times N_{t}^{1}=500 \times 400$ and $N_{x}^{2} \times N_{t}^{2}=1000 \times 900$, respectively. We plot the cell averages of the numerical solutions at the terminal times for the cases with no limiter, with the conservative limiter and with the scaling limiter, and compare them with the exact solution. The results are shown in the Figure 4.3, from which we can clearly observe the loss of mass with the use of the scaling limiter. In the numerical solutions, the total mass in the domain has changed $4.97 \times 10^{-14}, 4.77 \times 10^{-14}$ and $8.59 \times 10^{-2}$ at $T_{1}$ for the cases with no limiter, with the conservative limiter and with the scaling limiter,
respectively, and $1.01 \times 10^{-13}, 1.11 \times 10^{-13}$ and $1.47 \times 10^{-1}$ at $T_{2}$ for the cases with no limiter, with the conservative limiter and with the scaling limiter, respectively.


Figure 4.3: Comparison of results for different limiters in the scheme of [46]

Finally, we compute the equation by the space-time $D G$ based on the $Q^{2}$ and $Q^{3}$ schemes (4.31). Note that these two schemes are not positivity-preserving for cell averages in general, namely, there is no theoretical guarantee that the cell averages always remain nonnegative with the use of the scaling limiter. However, by trial and error, we find a setting that keeps the cell averages nonnegative during simulation, with the use of positivity-preserving scaling limiter. We take the space-time box $\Omega=[0,30], T=25$ on the uniform mesh $N_{x} \times N_{t}=300 \times 250$. We plot the cell averages of the numerical solutions at the terminal time for the cases with no limiter, with the conservative limiter and with the scaling limiter, and compare them with the
exact solution. The results are shown in Figure 4.4, from which we can clearly observe the loss of mass with the use of the scaling limiter. The total mass in the domain have changed $8.48 \times 10^{-14}, 8.53 \times 10^{-14}$ and $1.88 \times 10^{-1}$ in the $Q^{2}-D G$ scheme for the cases with no limiter, with the conservative limiter and with the scaling limiter, respectively, and $1.87 \times 10^{-13}, 1.88 \times 10^{-13}$ and $7.78 \times 10^{-2}$ in the $Q^{3}-D G$ scheme for the cases with no limiter, with the conservative limiter and with the scaling limiter, respectively.

(a) $Q^{2}$-DG, no limiter

(c) $Q^{3}$-DG, no limiter

(b) $Q^{2}$-DG, with limiter

(d) $Q^{3}$-DG, with limiter

Figure 4.4: Comparison of results for different limiters in the scheme (4.31)

## Example 4.6.2. A linear stationary hyperbolic equation in one dimension

We solve the equation (4.19) with $a(x)=1, \lambda=6000$ and $s(x)=\lambda\left(\frac{1}{9} \cos ^{4}(x)+\epsilon\right)-$ $\frac{4}{9} \cos ^{3}(x) \sin (x)$ on the domain $\Omega=[0, \pi]$, where $\epsilon=10^{-14}$ is taken such that the source term is nonnegative. The boundary condition of the problem is $u(0)=\frac{1}{9}+\epsilon$
and the exact solution is $u(x)=\frac{1}{9} \cos ^{4}(x)+\epsilon$.

We compute the equation using the $P^{k}-D G$ scheme (4.20) with $k=1,2,3,4$. The errors, orders of convergence and data about positivity are given in Table 4.1, in which the category name LC (\%) stands for the percentage of limited cells in the mesh. We can observe from the table that the negative values of the original scheme are eliminated by the limiter and the order of accuracy remains optimal.

|  |  |  | no Limiter |  |  |  |  |  | with Limiter |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | $N$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $\min u_{h}$ | $L^{1}$ error | order | $L^{\infty}$ error | order | LC $(\%)$ |
| 1 | 20 | $4.62 \mathrm{E}-04$ | - | $9.00 \mathrm{E}-04$ | - | $-4.67 \mathrm{E}-05$ | $4.63 \mathrm{E}-04$ | - | $9.00 \mathrm{E}-04$ | - | 20.00 |
|  | 40 | $1.16 \mathrm{E}-04$ | 1.99 | $2.28 \mathrm{E}-04$ | 1.98 | $-3.34 \mathrm{E}-06$ | $1.16 \mathrm{E}-04$ | 2.00 | $2.28 \mathrm{E}-04$ | 1.98 | 10.00 |
|  | 80 | $2.90 \mathrm{E}-05$ | 2.00 | $5.83 \mathrm{E}-05$ | 1.97 | $-2.19 \mathrm{E}-07$ | $2.90 \mathrm{E}-05$ | 2.00 | $5.83 \mathrm{E}-05$ | 1.97 | 5.00 |
|  | 160 | $7.26 \mathrm{E}-06$ | 2.00 | $1.50 \mathrm{E}-05$ | 1.96 | $-1.43 \mathrm{E}-08$ | $7.26 \mathrm{E}-06$ | 2.00 | $1.50 \mathrm{E}-05$ | 1.96 | 2.50 |
|  | 320 | $1.82 \mathrm{E}-06$ | 2.00 | $3.90 \mathrm{E}-06$ | 1.94 | $-9.54 \mathrm{E}-10$ | $1.82 \mathrm{E}-06$ | 2.00 | $3.90 \mathrm{E}-06$ | 1.94 | 1.25 |
| 2 | 20 | $2.04 \mathrm{E}-05$ | - | $3.88 \mathrm{E}-05$ | - | $-2.30 \mathrm{E}-06$ | $2.05 \mathrm{E}-05$ | - | $3.88 \mathrm{E}-05$ | - | 10.00 |
|  | 40 | $2.54 \mathrm{E}-06$ | 3.01 | $4.84 \mathrm{E}-06$ | 3.00 | $-1.49 \mathrm{E}-07$ | $2.54 \mathrm{E}-06$ | 3.01 | $4.84 \mathrm{E}-06$ | 3.00 | 5.00 |
|  | 80 | $3.19 \mathrm{E}-07$ | 2.99 | $5.98 \mathrm{E}-07$ | 3.02 | $-9.58 \mathrm{E}-09$ | $3.19 \mathrm{E}-07$ | 2.99 | $5.98 \mathrm{E}-07$ | 3.02 | 2.50 |
|  | 160 | $4.01 \mathrm{E}-08$ | 2.99 | $7.33 \mathrm{E}-08$ | 3.03 | $-6.28 \mathrm{E}-10$ | $4.01 \mathrm{E}-08$ | 2.99 | $7.33 \mathrm{E}-08$ | 3.03 | 1.25 |
|  | 320 | $5.09 \mathrm{E}-09$ | 2.98 | $8.86 \mathrm{E}-09$ | 3.05 | $-4.25 \mathrm{E}-11$ | $5.09 \mathrm{E}-09$ | 2.98 | $8.86 \mathrm{E}-09$ | 3.05 | 0.63 |
| 3 | 20 | $7.72 \mathrm{E}-07$ | - | $1.57 \mathrm{E}-06$ | - | $-9.43 \mathrm{E}-07$ | $9.58 \mathrm{E}-07$ | - | $4.24 \mathrm{E}-06$ | - | 10.00 |
|  | 40 | $4.79 \mathrm{E}-08$ | 4.01 | $1.03 \mathrm{E}-07$ | 3.93 | $-6.21 \mathrm{E}-08$ | $5.38 \mathrm{E}-08$ | 4.16 | $2.76 \mathrm{E}-07$ | 3.94 | 5.00 |
|  | 80 | $3.01 \mathrm{E}-09$ | 3.99 | $6.74 \mathrm{E}-09$ | 3.93 | $-4.05 \mathrm{E}-09$ | $3.19 \mathrm{E}-09$ | 4.07 | $1.73 \mathrm{E}-08$ | 4.00 | 2.50 |
|  | 160 | $1.89 \mathrm{E}-10$ | 4.00 | $4.48 \mathrm{E}-10$ | 3.91 | $-2.69 \mathrm{E}-10$ | $1.94 \mathrm{E}-10$ | 4.04 | $1.06 \mathrm{E}-09$ | 4.02 | 1.25 |
|  | 320 | $1.19 \mathrm{E}-11$ | 3.98 | $3.06 \mathrm{E}-11$ | 3.87 | $-1.83 \mathrm{E}-11$ | $1.21 \mathrm{E}-11$ | 4.00 | $6.46 \mathrm{E}-11$ | 4.04 | 0.63 |
| 4 | 20 | $2.44 \mathrm{E}-08$ | - | $4.80 \mathrm{E}-08$ | - | $-1.12 \mathrm{E}-08$ | $2.71 \mathrm{E}-08$ | - | $4.80 \mathrm{E}-08$ | - | 10.00 |
|  | 40 | $7.60 \mathrm{E}-10$ | 5.01 | $1.47 \mathrm{E}-09$ | 5.03 | $-1.83 \mathrm{E}-10$ | $7.81 \mathrm{E}-10$ | 5.12 | $1.47 \mathrm{E}-09$ | 5.03 | 5.00 |
|  | 80 | $2.39 \mathrm{E}-11$ | 4.99 | $4.45 \mathrm{E}-11$ | 5.04 | $-3.02 \mathrm{E}-12$ | $2.41 \mathrm{E}-11$ | 5.02 | $4.45 \mathrm{E}-11$ | 5.04 | 2.50 |
|  | 160 | $7.57 \mathrm{E}-13$ | 4.98 | $1.32 \mathrm{E}-12$ | 5.07 | $-4.17 \mathrm{E}-14$ | $7.58 \mathrm{E}-13$ | 4.99 | $1.32 \mathrm{E}-12$ | 5.07 | 1.25 |
|  | 320 | $2.43 \mathrm{E}-14$ | 4.96 | $3.97 \mathrm{E}-14$ | 5.06 | $9.10 \mathrm{E}-15$ | $2.43 \mathrm{E}-14$ | 4.96 | $3.97 \mathrm{E}-14$ | 5.06 | 0.00 |

Table 4.1: Results of Example 4.6.2

## Example 4.6.3. A nonlinear stationary hyperbolic equation in one dimension

We solve the equation (4.49) with $f(u)=u^{3}+0.01 u, \lambda=5$ and $s(x)=$ $-8 \sin (x) \cos ^{7}(x)\left(3\left(\cos ^{8}(x)+\epsilon\right)^{2}+0.01\right)+\lambda\left(\cos ^{8}(x)+\epsilon\right)$ on the domain $\Omega=[0, \pi]$, where $\epsilon=10^{-14}$ is taken such that the source term is nonnegative. The boundary condition of the problem is $u(0)=1+\epsilon$ and the exact solution is $u(x)=\cos ^{8}(x)+\epsilon$.

We compute the equation using the $P^{k}-D G$ scheme (4.50) with $k=1,2,3,4$. The errors, orders of convergence and data about positivity are given in the Table
4.2. Same to the linear case, we can observe that the negative values of the original scheme are eliminated by the limiter and the order of accuracy remains optimal.

|  |  |  | no Limiter |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | $N$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $\min u_{h}$ | $L^{1}$ error | order | $L^{\infty}$ error | order | LC $(\%)$ |
| 1 | 20 | $7.45 \mathrm{E}-03$ | - | $3.02 \mathrm{E}-02$ | - | $-1.49 \mathrm{E}-04$ | $7.45 \mathrm{E}-03$ | - | $3.02 \mathrm{E}-02$ | - | 30.00 |
|  | 40 | $1.91 \mathrm{E}-03$ | 1.96 | $7.97 \mathrm{E}-03$ | 1.92 | $-8.48 \mathrm{E}-07$ | $1.91 \mathrm{E}-03$ | 1.96 | $7.97 \mathrm{E}-03$ | 1.92 | 17.50 |
|  | 80 | $4.91 \mathrm{E}-04$ | 1.96 | $2.03 \mathrm{E}-03$ | 1.97 | $-6.90 \mathrm{E}-09$ | $4.91 \mathrm{E}-04$ | 1.96 | $2.03 \mathrm{E}-03$ | 1.97 | 8.75 |
|  | 160 | $1.26 \mathrm{E}-04$ | 1.96 | $5.11 \mathrm{E}-04$ | 1.99 | $-5.30 \mathrm{E}-11$ | $1.26 \mathrm{E}-04$ | 1.96 | $5.11 \mathrm{E}-04$ | 1.99 | 3.13 |
|  | 320 | $3.22 \mathrm{E}-05$ | 1.97 | $1.28 \mathrm{E}-04$ | 2.00 | $-3.36 \mathrm{E}-13$ | $3.22 \mathrm{E}-05$ | 1.97 | $1.28 \mathrm{E}-04$ | 2.00 | 0.63 |
| 2 | 20 | $4.57 \mathrm{E}-04$ | - | $2.12 \mathrm{E}-03$ | - | $-1.27 \mathrm{E}-06$ | $4.57 \mathrm{E}-04$ | - | $2.12 \mathrm{E}-03$ | - | 20.00 |
|  | 40 | $5.72 \mathrm{E}-05$ | 3.00 | $2.62 \mathrm{E}-04$ | 3.01 | $-1.18 \mathrm{E}-08$ | $5.72 \mathrm{E}-05$ | 3.00 | $2.62 \mathrm{E}-04$ | 3.01 | 10.00 |
|  | 80 | $7.22 \mathrm{E}-06$ | 2.98 | $3.20 \mathrm{E}-05$ | 3.03 | $-7.14 \mathrm{E}-11$ | $7.22 \mathrm{E}-06$ | 2.98 | $3.20 \mathrm{E}-05$ | 3.03 | 5.00 |
|  | 160 | $9.17 \mathrm{E}-07$ | 2.98 | $3.96 \mathrm{E}-06$ | 3.01 | $-2.48 \mathrm{E}-13$ | $9.17 \mathrm{E}-07$ | 2.98 | $3.96 \mathrm{E}-06$ | 3.01 | 1.88 |
|  | 320 | $1.16 \mathrm{E}-07$ | 2.98 | $4.92 \mathrm{E}-07$ | 3.01 | $9.44 \mathrm{E}-15$ | $1.16 \mathrm{E}-07$ | 2.98 | $4.92 \mathrm{E}-07$ | 3.01 | 0.00 |
| 3 | 20 | $2.30 \mathrm{E}-05$ | - | $1.19 \mathrm{E}-04$ | - | $-9.63 \mathrm{E}-07$ | $2.30 \mathrm{E}-05$ | - | $1.19 \mathrm{E}-04$ | - | 20.00 |
|  | 40 | $1.44 \mathrm{E}-06$ | 3.99 | $7.83 \mathrm{E}-06$ | 3.93 | $-5.10 \mathrm{E}-09$ | $1.44 \mathrm{E}-06$ | 3.99 | $7.83 \mathrm{E}-06$ | 3.93 | 10.00 |
|  | 80 | $9.24 \mathrm{E}-08$ | 3.97 | $4.95 \mathrm{E}-07$ | 3.98 | $-2.42 \mathrm{E}-11$ | $9.24 \mathrm{E}-08$ | 3.97 | $4.95 \mathrm{E}-07$ | 3.98 | 5.00 |
|  | 160 | $5.86 \mathrm{E}-09$ | 3.98 | $3.11 \mathrm{E}-08$ | 3.99 | $-1.07 \mathrm{E}-13$ | $5.86 \mathrm{E}-09$ | 3.98 | $3.11 \mathrm{E}-08$ | 3.99 | 0.63 |
|  | 320 | $3.71 \mathrm{E}-10$ | 3.98 | $1.94 \mathrm{E}-09$ | 4.00 | $9.43 \mathrm{E}-15$ | $3.71 \mathrm{E}-10$ | 3.98 | $1.94 \mathrm{E}-09$ | 4.00 | 0.00 |
| 4 | 20 | $1.05 \mathrm{E}-06$ | - | $6.46 \mathrm{E}-06$ | - | $-6.21 \mathrm{E}-09$ | $1.05 \mathrm{E}-06$ | - | $6.46 \mathrm{E}-06$ | - | 10.00 |
|  | 40 | $3.31 \mathrm{E}-08$ | 4.98 | $1.88 \mathrm{E}-07$ | 5.10 | $-3.05 \mathrm{E}-11$ | $3.31 \mathrm{E}-08$ | 4.98 | $1.88 \mathrm{E}-07$ | 5.10 | 5.00 |
|  | 80 | $1.05 \mathrm{E}-09$ | 4.97 | $5.80 \mathrm{E}-09$ | 5.02 | $-8.17 \mathrm{E}-14$ | $1.05 \mathrm{E}-09$ | 4.97 | $5.80 \mathrm{E}-09$ | 5.02 | 2.50 |
|  | 160 | $3.35 \mathrm{E}-11$ | 4.98 | $1.79 \mathrm{E}-10$ | 5.02 | $9.65 \mathrm{E}-15$ | $3.35 \mathrm{E}-11$ | 4.98 | $1.79 \mathrm{E}-10$ | 5.02 | 0.00 |
|  | 320 | $1.06 \mathrm{E}-12$ | 4.98 | $5.54 \mathrm{E}-12$ | 5.01 | $1.00 \mathrm{E}-14$ | $1.06 \mathrm{E}-12$ | 4.98 | $5.54 \mathrm{E}-12$ | 5.01 | 0.00 |

Table 4.2: Results of Example 4.6.3

## Example 4.6.4. A nonlinear time-dependent hyperbolic equation in one

 dimension with backward Euler time discretizationWe solve the equation (4.1) with backward Euler time discretization, and take $f(u)=\frac{u^{3}}{3}, s(x)=0$. The initial and boundary condition of the equation are given below

$$
u(x, 0)=\left\{\begin{array}{ll}
1, & x \leq 1 \\
0, & \text { otherwise }
\end{array}, \quad x \in \Omega ; \quad u(0, t)=1, \quad t \in[0, T]\right.
$$

where $\Omega=[0,3]$ and $T=2.5$.

We compute the equation using the $P^{k}-D G$ scheme (4.50) with $k=1,2,3,4$, CFL number $\frac{\Delta t}{\Delta x}=0.5$ and spatial partition $N=150$. We zoom in the pre-shock zone and draw the cell averages of the numerical solutions in this area in Figure 4.5, with a comparison with the exact solution and the results without limiter. From the figures,
we can observe that the negative cell averages of the original numerical scheme are eliminated by the limiter.


Figure 4.5: Results of Example 4.6.4

## Example 4.6.5. Linear stationary hyperbolic equations in two dimensions with smooth solutions

We solve the equation (4.30) with constant coefficients $a(x, y) \equiv a=0.7, b(x, y) \equiv$ $b=0.3$ and $s(x, y) \equiv 0$ in the domain $\Omega=[0,1] \times[0,1]$. The inflow boundary conditions are $u(x, 0)=0,0<x \leq 1$ and $u(0, y)=\sin ^{6}(\pi y), 0 \leq y \leq 1$. The exact solution of the problem is

$$
u(x, y)= \begin{cases}0, & y<\frac{b}{a} x \\ \sin ^{6}\left(\pi\left(y-\frac{b}{a} x\right)\right) e^{-\frac{\lambda}{a} x} & y \geq \frac{b}{a} x\end{cases}
$$

We take $\lambda=1$, which corresponds to the purely absorbing medium in RTE, and $\lambda=0$, which corresponds to the transparent medium in RTE, in the tests.

We compute the equations using the $Q^{k}-D G$ scheme (4.31) on rectangular meshes, and the $P^{k}-D G$ scheme (4.42) on triangular meshes. The errors, orders of convergence and data about positivity are given in the Table 4.3-Table 4.6, from which we can observe that the positivity and optimal accuracy are both attained by the algorithms.

|  |  | no Limiter |  |  |  |  | with Limiter |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | $N_{x} \times N_{y}$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $\min u_{h}$ | $L^{1}$ error | order | $L^{\infty}$ error | order |
| 1 | $20 \times 20$ | $1.43 \mathrm{E}-03$ | - | $2.66 \mathrm{E}-02$ | - | $-3.07 \mathrm{E}-04$ | $1.42 \mathrm{E}-03$ | - | $2.66 \mathrm{E}-02$ | - |
|  | $40 \times 40$ | $3.38 \mathrm{E}-04$ | 2.08 | $6.94 \mathrm{E}-03$ | 1.94 | $-2.06 \mathrm{E}-05$ | $3.38 \mathrm{E}-04$ | 2.07 | $6.94 \mathrm{E}-03$ | 1.94 |
|  | $80 \times 80$ | $8.21 \mathrm{E}-05$ | 2.04 | $1.76 \mathrm{E}-03$ | 1.98 | $-1.03 \mathrm{E}-06$ | $8.21 \mathrm{E}-05$ | 2.04 | $1.76 \mathrm{E}-03$ | 1.98 |
|  | $160 \times 160$ | $2.03 \mathrm{E}-05$ | 2.02 | $4.42 \mathrm{E}-04$ | 1.99 | $-4.61 \mathrm{E}-08$ | $2.03 \mathrm{E}-05$ | 2.02 | $4.42 \mathrm{E}-04$ | 1.99 |
|  | $320 \times 320$ | $5.04 \mathrm{E}-06$ | 2.01 | $1.11 \mathrm{E}-04$ | 2.00 | $-1.99 \mathrm{E}-09$ | $5.04 \mathrm{E}-06$ | 2.01 | $1.11 \mathrm{E}-04$ | 2.00 |
| 2 | $20 \times 20$ | $6.32 \mathrm{E}-05$ | - | $1.26 \mathrm{E}-03$ | - | $-1.59 \mathrm{E}-06$ | $6.32 \mathrm{E}-05$ | - | $1.26 \mathrm{E}-03$ | - |
|  | $40 \times 40$ | $7.79 \mathrm{E}-06$ | 3.02 | $1.63 \mathrm{E}-04$ | 2.96 | $-2.73 \mathrm{E}-08$ | $7.79 \mathrm{E}-06$ | 3.02 | $1.63 \mathrm{E}-04$ | 2.96 |
|  | $80 \times 80$ | $9.71 \mathrm{E}-07$ | 3.01 | $2.07 \mathrm{E}-05$ | 2.98 | $-4.36 \mathrm{E}-10$ | $9.71 \mathrm{E}-07$ | 3.01 | $2.07 \mathrm{E}-05$ | 2.98 |
|  | $160 \times 160$ | $1.21 \mathrm{E}-07$ | 3.00 | $2.60 \mathrm{E}-06$ | 2.99 | $-6.86 \mathrm{E}-12$ | $1.21 \mathrm{E}-07$ | 3.00 | $2.60 \mathrm{E}-06$ | 2.99 |
|  | $320 \times 320$ | $1.51 \mathrm{E}-08$ | 3.00 | $3.26 \mathrm{E}-07$ | 3.00 | $-1.15 \mathrm{E}-13$ | $1.51 \mathrm{E}-08$ | 3.00 | $3.26 \mathrm{E}-07$ | 3.00 |
| 3 | $20 \times 20$ | $2.77 \mathrm{E}-06$ | - | $6.61 \mathrm{E}-05$ | - | $-3.64 \mathrm{E}-07$ | $2.78 \mathrm{E}-06$ | - | $6.61 \mathrm{E}-05$ | - |
|  | $40 \times 40$ | $1.72 \mathrm{E}-07$ | 4.01 | $4.35 \mathrm{E}-06$ | 3.92 | $-7.14 \mathrm{E}-09$ | $1.72 \mathrm{E}-07$ | 4.01 | $4.35 \mathrm{E}-06$ | 3.92 |
|  | $80 \times 80$ | $1.07 \mathrm{E}-08$ | 4.00 | $2.76 \mathrm{E}-07$ | 3.98 | $-1.21 \mathrm{E}-10$ | $1.07 \mathrm{E}-08$ | 4.00 | $2.76 \mathrm{E}-07$ | 3.98 |
|  | $160 \times 160$ | $6.71 \mathrm{E}-10$ | 4.00 | $1.73 \mathrm{E}-08$ | 3.99 | $-1.94 \mathrm{E}-12$ | $6.71 \mathrm{E}-10$ | 4.00 | $1.73 \mathrm{E}-08$ | 3.99 |
|  | $320 \times 320$ | $4.19 \mathrm{E}-11$ | 4.00 | $1.08 \mathrm{E}-09$ | 4.00 | $-3.06 \mathrm{E}-14$ | $4.19 \mathrm{E}-11$ | 4.00 | $1.08 \mathrm{E}-09$ | 4.00 |
| 4 | $20 \times 20$ | $1.08 \mathrm{E}-07$ | - | $2.56 \mathrm{E}-06$ | - | $-2.03 \mathrm{E}-08$ | $1.09 \mathrm{E}-07$ | - | $2.56 \mathrm{E}-06$ | - |
|  | $40 \times 40$ | $3.37 \mathrm{E}-09$ | 5.01 | $8.33 \mathrm{E}-08$ | 4.94 | $-3.45 \mathrm{E}-10$ | $3.38 \mathrm{E}-09$ | 5.01 | $8.33 \mathrm{E}-08$ | 4.94 |
|  | $80 \times 80$ | $1.05 \mathrm{E}-10$ | 5.00 | $2.62 \mathrm{E}-09$ | 4.99 | $-5.55 \mathrm{E}-12$ | $1.05 \mathrm{E}-10$ | 5.00 | $2.62 \mathrm{E}-09$ | 4.99 |
|  | $160 \times 160$ | $3.29 \mathrm{E}-12$ | 5.00 | $8.19 \mathrm{E}-11$ | 5.00 | $-9.54 \mathrm{E}-14$ | $3.29 \mathrm{E}-12$ | 5.00 | $8.19 \mathrm{E}-11$ | 5.00 |
|  | $320 \times 320$ | $1.07 \mathrm{E}-13$ | 4.94 | $2.57 \mathrm{E}-12$ | 5.00 | $-2.15 \mathrm{E}-15$ | $1.07 \mathrm{E}-13$ | 4.94 | $2.57 \mathrm{E}-12$ | 5.00 |

Table 4.3: Results of Example 4.6.5 on rectangular meshes with $\lambda=1$

## Example 4.6.6. Linear stationary hyperbolic equations in two dimensions with discontinuous solutions

We solve the equation (4.30) with constant coefficients $a(x, y) \equiv a=0.7, b(x, y) \equiv$ $b=0.3, s(x, y) \equiv 0$ in the domain $\Omega=[0,1] \times[0,1]$. The inflow boundary conditions are $u(x, 0)=0,0<x \leq 1$ and $u(0, y)=1,0 \leq y \leq 1$. The exact solution of the problem is

$$
u(x, y)= \begin{cases}0, & y<\frac{b}{a} x \\ e^{-\frac{\lambda}{a} x} & y \geq \frac{b}{a} x\end{cases}
$$

|  |  |  | no Limiter |  |  |  |  | with Limiter |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | $N_{x} \times N_{y}$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $\min u_{h}$ | $L^{1}$ error | order | $L^{\infty}$ error | order |
| 1 | $20 \times 20$ | $1.92 \mathrm{E}-03$ | - | $2.37 \mathrm{E}-02$ | - | $-2.89 \mathrm{E}-03$ | $1.89 \mathrm{E}-03$ | - | $2.37 \mathrm{E}-02$ | - |
|  | $40 \times 40$ | $4.40 \mathrm{E}-04$ | 2.13 | $6.85 \mathrm{E}-03$ | 1.79 | $-1.32 \mathrm{E}-04$ | $4.40 \mathrm{E}-04$ | 2.10 | $6.85 \mathrm{E}-03$ | 1.79 |
|  | $80 \times 80$ | $1.05 \mathrm{E}-04$ | 2.07 | $1.81 \mathrm{E}-03$ | 1.92 | $-5.02 \mathrm{E}-06$ | $1.05 \mathrm{E}-04$ | 2.07 | $1.81 \mathrm{E}-03$ | 1.92 |
|  | $160 \times 160$ | $2.57 \mathrm{E}-05$ | 2.03 | $4.67 \mathrm{E}-04$ | 1.96 | $-1.88 \mathrm{E}-07$ | $2.57 \mathrm{E}-05$ | 2.03 | $4.67 \mathrm{E}-04$ | 1.96 |
|  | $320 \times 320$ | $6.38 \mathrm{E}-06$ | 2.01 | $1.18 \mathrm{E}-04$ | 1.98 | $-7.32 \mathrm{E}-09$ | $6.38 \mathrm{E}-06$ | 2.01 | $1.18 \mathrm{E}-04$ | 1.98 |
| 2 | $20 \times 20$ | $9.43 \mathrm{E}-05$ | - | $1.92 \mathrm{E}-03$ | - | $-2.44 \mathrm{E}-05$ | $9.47 \mathrm{E}-05$ | - | $1.92 \mathrm{E}-03$ | - |
|  | $40 \times 40$ | $1.14 \mathrm{E}-05$ | 3.05 | $2.62 \mathrm{E}-04$ | 2.87 | $-4.59 \mathrm{E}-07$ | $1.14 \mathrm{E}-05$ | 3.05 | $2.62 \mathrm{E}-04$ | 2.87 |
|  | $80 \times 80$ | $1.42 \mathrm{E}-06$ | 3.01 | $3.45 \mathrm{E}-05$ | 2.92 | $-7.72 \mathrm{E}-09$ | $1.42 \mathrm{E}-06$ | 3.01 | $3.45 \mathrm{E}-05$ | 2.92 |
|  | $160 \times 160$ | $1.77 \mathrm{E}-07$ | 3.00 | $4.39 \mathrm{E}-06$ | 2.97 | $-1.23 \mathrm{E}-10$ | $1.77 \mathrm{E}-07$ | 3.00 | $4.39 \mathrm{E}-06$ | 2.97 |
|  | $320 \times 320$ | $2.21 \mathrm{E}-08$ | 3.00 | $5.54 \mathrm{E}-07$ | 2.99 | $-1.95 \mathrm{E}-12$ | $2.21 \mathrm{E}-08$ | 3.00 | $5.54 \mathrm{E}-07$ | 2.99 |
| 3 | $20 \times 20$ | $5.87 \mathrm{E}-06$ | - | $1.04 \mathrm{E}-04$ | - | $-1.03 \mathrm{E}-05$ | $6.77 \mathrm{E}-06$ | - | $1.04 \mathrm{E}-04$ | - |
|  | $40 \times 40$ | $3.70 \mathrm{E}-07$ | 3.99 | $7.30 \mathrm{E}-06$ | 3.83 | $-2.32 \mathrm{E}-07$ | $3.78 \mathrm{E}-07$ | 4.16 | $7.30 \mathrm{E}-06$ | 3.83 |
|  | $80 \times 80$ | $2.31 \mathrm{E}-08$ | 4.00 | $4.85 \mathrm{E}-07$ | 3.91 | $-4.05 \mathrm{E}-09$ | $2.32 \mathrm{E}-08$ | 4.03 | $4.85 \mathrm{E}-07$ | 3.91 |
|  | $160 \times 160$ | $1.44 \mathrm{E}-09$ | 4.00 | $3.13 \mathrm{E}-08$ | 3.96 | $-6.52 \mathrm{E}-11$ | $1.44 \mathrm{E}-09$ | 4.00 | $3.13 \mathrm{E}-08$ | 3.96 |
|  | $320 \times 320$ | $9.02 \mathrm{E}-11$ | 4.00 | $1.98 \mathrm{E}-09$ | 3.98 | $-1.03 \mathrm{E}-12$ | $9.02 \mathrm{E}-11$ | 4.00 | $1.98 \mathrm{E}-09$ | 3.98 |
| 4 | $20 \times 20$ | $3.16 \mathrm{E}-07$ | - | $5.85 \mathrm{E}-06$ | - | $-5.81 \mathrm{E}-07$ | $3.32 \mathrm{E}-07$ | - | $5.85 \mathrm{E}-06$ | - |
|  | $40 \times 40$ | $9.83 \mathrm{E}-09$ | 5.01 | $2.05 \mathrm{E}-07$ | 4.83 | $-1.08 \mathrm{E}-08$ | $9.97 \mathrm{E}-09$ | 5.06 | $2.05 \mathrm{E}-07$ | 4.83 |
|  | $80 \times 80$ | $3.03 \mathrm{E}-10$ | 5.02 | $6.72 \mathrm{E}-09$ | 4.93 | $-1.89 \mathrm{E}-10$ | $3.04 \mathrm{E}-10$ | 5.03 | $6.72 \mathrm{E}-09$ | 4.93 |
|  | $160 \times 160$ | $9.41 \mathrm{E}-12$ | 5.01 | $2.21 \mathrm{E}-10$ | 4.93 | $-3.08 \mathrm{E}-12$ | $9.41 \mathrm{E}-12$ | 5.01 | $2.21 \mathrm{E}-10$ | 4.93 |
|  | $320 \times 320$ | $3.06 \mathrm{E}-13$ | 4.94 | $7.25 \mathrm{E}-12$ | 4.93 | $-4.90 \mathrm{E}-14$ | $3.06 \mathrm{E}-13$ | 4.95 | $7.25 \mathrm{E}-12$ | 4.93 |

Table 4.4: Results of Example 4.6.5 on triangular meshes with $\lambda=1$

|  |  |  | no Limiter |  |  |  |  |  | with Limiter |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | $N_{x} \times N_{y}$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $\min u_{h}$ | $L^{1}$ error | order | $L^{\infty}$ error | order | LC $(\%)$ |
| 1 | $20 \times 20$ | $2.66 \mathrm{E}-03$ | - | $2.81 \mathrm{E}-02$ | - | $-1.12 \mathrm{E}-03$ | $2.64 \mathrm{E}-03$ | - | $2.81 \mathrm{E}-02$ | - |  |
|  | $40 \times 40$ | $6.10 \mathrm{E}-04$ | 2.12 | $7.23 \mathrm{E}-03$ | 1.96 | $-8.44 \mathrm{E}-05$ | $6.10 \mathrm{E}-04$ | 2.11 | $7.23 \mathrm{E}-03$ | 1.96 | 29.25 |
|  | $80 \times 80$ | $1.46 \mathrm{E}-04$ | 2.06 | $1.82 \mathrm{E}-03$ | 1.99 | $-4.12 \mathrm{E}-06$ | $1.46 \mathrm{E}-04$ | 2.06 | $1.82 \mathrm{E}-03$ | 1.99 | 25.97 |
|  | $160 \times 160$ | $3.59 \mathrm{E}-05$ | 2.03 | $4.56 \mathrm{E}-04$ | 2.00 | $-1.87 \mathrm{E}-07$ | $3.59 \mathrm{E}-05$ | 2.03 | $4.56 \mathrm{E}-04$ | 2.00 | 24.05 |
|  | $320 \times 320$ | $8.89 \mathrm{E}-06$ | 2.01 | $1.14 \mathrm{E}-04$ | 2.00 | $-8.21 \mathrm{E}-09$ | $8.89 \mathrm{E}-06$ | 2.01 | $1.14 \mathrm{E}-04$ | 2.00 | 22.95 |
| 2 | $20 \times 20$ | $1.14 \mathrm{E}-04$ | - | $1.32 \mathrm{E}-03$ | - | $-1.65 \mathrm{E}-06$ | $1.14 \mathrm{E}-04$ | - | $1.32 \mathrm{E}-03$ | - | 14.50 |
|  | $40 \times 40$ | $1.40 \mathrm{E}-05$ | 3.03 | $1.67 \mathrm{E}-04$ | 2.98 | $-2.78 \mathrm{E}-08$ | $1.40 \mathrm{E}-05$ | 3.03 | $1.67 \mathrm{E}-04$ | 2.98 | 13.19 |
|  | $80 \times 80$ | $1.74 \mathrm{E}-06$ | 3.01 | $2.09 \mathrm{E}-05$ | 3.00 | $-4.39 \mathrm{E}-10$ | $1.74 \mathrm{E}-06$ | 3.01 | $2.09 \mathrm{E}-05$ | 3.00 | 12.56 |
|  | $160 \times 160$ | $2.17 \mathrm{E}-07$ | 3.00 | $2.61 \mathrm{E}-06$ | 3.00 | $-1.32 \mathrm{E}-11$ | $2.17 \mathrm{E}-07$ | 3.00 | $2.61 \mathrm{E}-06$ | 3.00 | 12.21 |
|  | $320 \times 320$ | $2.71 \mathrm{E}-08$ | 3.00 | $3.27 \mathrm{E}-07$ | 3.00 | $-4.61 \mathrm{E}-13$ | $2.71 \mathrm{E}-08$ | 3.00 | $3.27 \mathrm{E}-07$ | 3.00 | 12.07 |
| 3 | $20 \times 20$ | $4.96 \mathrm{E}-06$ | - | $7.10 \mathrm{E}-05$ | - | $-4.14 \mathrm{E}-07$ | $4.97 \mathrm{E}-06$ | - | $7.10 \mathrm{E}-05$ | - | 19.25 |
|  | $40 \times 40$ | $3.08 \mathrm{E}-07$ | 4.01 | $4.48 \mathrm{E}-06$ | 3.98 | $-7.61 \mathrm{E}-09$ | $3.08 \mathrm{E}-07$ | 4.01 | $4.48 \mathrm{E}-06$ | 3.98 | 16.69 |
|  | $80 \times 80$ | $1.92 \mathrm{E}-08$ | 4.00 | $2.81 \mathrm{E}-07$ | 4.00 | $-1.24 \mathrm{E}-10$ | $1.92 \mathrm{E}-08$ | 4.00 | $2.81 \mathrm{E}-07$ | 4.00 | 15.53 |
|  | $160 \times 160$ | $1.20 \mathrm{E}-09$ | 4.00 | $1.76 \mathrm{E}-08$ | 4.00 | $-3.10 \mathrm{E}-12$ | $1.20 \mathrm{E}-09$ | 4.00 | $1.76 \mathrm{E}-08$ | 4.00 | 15.21 |
|  | $320 \times 320$ | $7.50 \mathrm{E}-11$ | 4.00 | $1.10 \mathrm{E}-09$ | 4.00 | $-8.31 \mathrm{E}-14$ | $7.50 \mathrm{E}-11$ | 4.00 | $1.10 \mathrm{E}-09$ | 4.00 | 15.01 |
| 4 | $20 \times 20$ | $1.94 \mathrm{E}-07$ | - | $2.68 \mathrm{E}-06$ | - | $-2.70 \mathrm{E}-08$ | $1.95 \mathrm{E}-07$ | - | $2.68 \mathrm{E}-06$ | - | 19.25 |
|  | $40 \times 40$ | $6.04 \mathrm{E}-09$ | 5.01 | $8.42 \mathrm{E}-08$ | 4.99 | $-5.42 \mathrm{E}-10$ | $6.05 \mathrm{E}-09$ | 5.01 | $8.42 \mathrm{E}-08$ | 4.99 | 17.88 |
|  | $80 \times 80$ | $1.88 \mathrm{E}-10$ | 5.00 | $2.63 \mathrm{E}-09$ | 5.00 | $-1.18 \mathrm{E}-11$ | $1.88 \mathrm{E}-10$ | 5.00 | $2.63 \mathrm{E}-09$ | 5.00 | 17.30 |
|  | $160 \times 160$ | $5.88 \mathrm{E}-12$ | 5.00 | $8.24 \mathrm{E}-11$ | 5.00 | $-2.73 \mathrm{E}-13$ | $5.88 \mathrm{E}-12$ | 5.00 | $8.24 \mathrm{E}-11$ | 5.00 | 16.74 |
|  | $320 \times 320$ | $1.92 \mathrm{E}-13$ | 4.93 | $2.78 \mathrm{E}-12$ | 4.89 | $-6.56 \mathrm{E}-15$ | $1.92 \mathrm{E}-13$ | 4.93 | $2.80 \mathrm{E}-12$ | 4.88 | 16.48 |

Table 4.5: Results of Example 4.6.5 on rectangular meshes with $\lambda=0$

|  |  | no Limiter |  |  |  |  | with Limiter |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | $N_{x} \times N_{y}$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $\min u_{h}$ | $L^{1}$ error | order | $L^{\infty}$ error | order | LC $(\%)$ |
| 1 | $20 \times 20$ | $3.67 \mathrm{E}-03$ | - | $2.70 \mathrm{E}-02$ | - | $-5.59 \mathrm{E}-03$ | $3.58 \mathrm{E}-03$ | - | $2.70 \mathrm{E}-02$ | - | 22.38 |
|  | $40 \times 40$ | $8.02 \mathrm{E}-04$ | 2.19 | $7.41 \mathrm{E}-03$ | 1.87 | $-4.09 \mathrm{E}-04$ | $8.02 \mathrm{E}-04$ | 2.16 | $7.41 \mathrm{E}-03$ | 1.87 | 17.22 |
|  | $80 \times 80$ | $1.86 \mathrm{E}-04$ | 2.11 | $1.91 \mathrm{E}-03$ | 1.96 | $-1.85 \mathrm{E}-05$ | $1.87 \mathrm{E}-04$ | 2.10 | $1.91 \mathrm{E}-03$ | 1.96 | 14.21 |
|  | $160 \times 160$ | $4.52 \mathrm{E}-05$ | 2.04 | $4.80 \mathrm{E}-04$ | 1.99 | $-7.38 \mathrm{E}-07$ | $4.52 \mathrm{E}-05$ | 2.04 | $4.80 \mathrm{E}-04$ | 1.99 | 12.61 |
|  | $320 \times 320$ | $1.12 \mathrm{E}-05$ | 2.02 | $1.20 \mathrm{E}-04$ | 2.00 | $-2.94 \mathrm{E}-08$ | $1.12 \mathrm{E}-05$ | 2.02 | $1.20 \mathrm{E}-04$ | 2.00 | 11.77 |
| 2 | $20 \times 20$ | $1.68 \mathrm{E}-04$ | - | $2.05 \mathrm{E}-03$ | - | $-2.81 \mathrm{E}-05$ | $1.69 \mathrm{E}-04$ | - | $2.05 \mathrm{E}-03$ | - | 11.63 |
|  | $40 \times 40$ | $2.02 \mathrm{E}-05$ | 3.05 | $2.64 \mathrm{E}-04$ | 2.96 | $-4.80 \mathrm{E}-07$ | $2.02 \mathrm{E}-05$ | 3.06 | $2.64 \mathrm{E}-04$ | 2.96 | 9.25 |
|  | $80 \times 80$ | $2.50 \mathrm{E}-06$ | 3.02 | $3.32 \mathrm{E}-05$ | 2.99 | $-7.89 \mathrm{E}-09$ | $2.50 \mathrm{E}-06$ | 3.02 | $3.32 \mathrm{E}-05$ | 2.99 | 8.54 |
|  | $160 \times 160$ | $3.12 \mathrm{E}-07$ | 3.00 | $4.16 \mathrm{E}-06$ | 3.00 | $-1.25 \mathrm{E}-10$ | $3.12 \mathrm{E}-07$ | 3.00 | $4.16 \mathrm{E}-06$ | 3.00 | 8.27 |
|  | $320 \times 320$ | $3.89 \mathrm{E}-08$ | 3.00 | $5.21 \mathrm{E}-07$ | 3.00 | $-1.96 \mathrm{E}-12$ | $3.89 \mathrm{E}-08$ | 3.00 | $5.21 \mathrm{E}-07$ | 3.00 | 8.18 |
| 3 | $20 \times 20$ | $1.02 \mathrm{E}-05$ | - | $1.14 \mathrm{E}-04$ | - | $-1.22 \mathrm{E}-05$ | $1.19 \mathrm{E}-05$ | - | $1.14 \mathrm{E}-04$ | - | 15.38 |
|  | $40 \times 40$ | $6.43 \mathrm{E}-07$ | 3.99 | $7.90 \mathrm{E}-06$ | 3.85 | $-2.52 \mathrm{E}-07$ | $6.58 \mathrm{E}-07$ | 4.17 | $7.90 \mathrm{E}-06$ | 3.85 | 12.50 |
|  | $80 \times 80$ | $4.02 \mathrm{E}-08$ | 4.00 | $5.10 \mathrm{E}-07$ | 3.95 | $-4.20 \mathrm{E}-09$ | $4.03 \mathrm{E}-08$ | 4.03 | $5.10 \mathrm{E}-07$ | 3.95 | 11.00 |
|  | $160 \times 160$ | $2.51 \mathrm{E}-09$ | 4.00 | $3.21 \mathrm{E}-08$ | 3.99 | $-6.67 \mathrm{E}-11$ | $2.51 \mathrm{E}-09$ | 4.00 | $3.21 \mathrm{E}-08$ | 3.99 | 10.34 |
|  | $320 \times 320$ | $1.57 \mathrm{E}-10$ | 4.00 | $2.01 \mathrm{E}-09$ | 4.00 | $-1.05 \mathrm{E}-12$ | $1.57 \mathrm{E}-10$ | 4.00 | $2.01 \mathrm{E}-09$ | 4.00 | 9.87 |
| 4 | $20 \times 20$ | $5.55 \mathrm{E}-07$ | - | $6.22 \mathrm{E}-06$ | - | $-6.07 \mathrm{E}-07$ | $5.85 \mathrm{E}-07$ | - | $6.22 \mathrm{E}-06$ | - | 10.13 |
|  | $40 \times 40$ | $1.71 \mathrm{E}-08$ | 5.02 | $2.16 \mathrm{E}-07$ | 4.85 | $-1.19 \mathrm{E}-08$ | $1.73 \mathrm{E}-08$ | 5.08 | $2.16 \mathrm{E}-07$ | 4.85 | 9.34 |
|  | $80 \times 80$ | $5.26 \mathrm{E}-10$ | 5.02 | $6.96 \mathrm{E}-09$ | 4.96 | $-1.99 \mathrm{E}-10$ | $5.28 \mathrm{E}-10$ | 5.04 | $6.96 \mathrm{E}-09$ | 4.96 | 8.84 |
|  | $160 \times 160$ | $1.63 \mathrm{E}-11$ | 5.01 | $2.20 \mathrm{E}-10$ | 4.98 | $-3.16 \mathrm{E}-12$ | $1.63 \mathrm{E}-11$ | 5.01 | $2.20 \mathrm{E}-10$ | 4.98 | 8.48 |
|  | $320 \times 320$ | $5.36 \mathrm{E}-13$ | 4.93 | $7.06 \mathrm{E}-12$ | 4.96 | $-4.96 \mathrm{E}-14$ | $5.36 \mathrm{E}-13$ | 4.93 | $7.06 \mathrm{E}-12$ | 4.96 | 8.32 |

Table 4.6: Results of Example 4.6.5 on triangular meshes with $\lambda=0$

We test the cases of $\lambda=1$ and $\lambda=0$, which correspond to the purely absorbing medium and transparent medium in RTE, respectively.

The solutions are computed by the $Q^{k}-D G$ scheme (4.31) on rectangular meshes, and by the $P^{k}-D G$ scheme (4.42) on triangular meshes, with the spatial partition $N_{x} \times N_{y}=100 \times 100$. We draw the contours of the solutions on rectangular meshes in Figures 4.6 and 4.8 for the cases $\lambda=1$ and $\lambda=0$, respectively. The contours of the solutions on triangular meshes are given in Figures 4.10 and 4.12 for the cases $\lambda=1$ and $\lambda=0$, respectively. Moreover, we slice the solutions along $y=0.25$ and plot the averages of the solution along the line in Figures 4.7, 4.9, 4.11 and 4.13. From the figures, we can observe that the negative averages of the solution in the original scheme are eliminated by the positivity-preserving technique.


Figure 4.6: Solutions of Example 4.6.6 on rectangular meshes with $\lambda=1$


Figure 4.7: Solutions of Example 4.6.6 on rectangular meshes with $\lambda=1$, cut along $y=0.25$


Figure 4.8: Solutions of Example 4.6.6 on rectangular meshes with $\lambda=0$


Figure 4.9: Solutions of Example 4.6.6 on rectangular meshes with $\lambda=0$, cut along $y=0.25$


Figure 4.10: Solutions of Example 4.6.6 on triangular meshes with $\lambda=1$


Figure 4.11: Solutions of Example 4.6.6 on triangular meshes with $\lambda=1$, cut along $y=0.25$


Figure 4.12: Solutions of Example 4.6.6 on triangular meshes with $\lambda=0$


Figure 4.13: Solutions of Example 4.6.6 on triangular meshes with $\lambda=0$, cut along $y=0.25$

### 4.7 Concluding remarks

In this chapter, we have constructed high order conservative positivity-preserving discontinuous Galerkin methods for various stationary hyperbolic equations in one and two space dimensions, based on a novel definition of conservation for stationary equations. Two types of conservative positivity-preserving limiters are introduced, where the type-1 limiter relies on particular Gauss-Radau quadratures for the schemes while the type-2 limiter does not. The errors introduced by the limiters are of optimal order on downstream edges, thus the limiter does not pollute the original high order accuracy on downstream cells. Moreover, for time-dependent hyperbolic problems with implicit time discretization, the errors introduced by limiters are always optimal.

The positivity-preserving technique proposed in this chapter is easy to implement, simple to prove for the positivity, and applicable for general types of stationary hyperbolic equations, compared with the previous work.

## Chapter Five

# Local characteristic decomposition free finite difference WENO <br> schemes 

### 5.1 Introduction

It has long been recognized that, the solutions of nonlinear hyperbolic equations can develop discontinuities (shocks) in finite time, even if the initial condition is smooth. Such a phenomenon greatly challenges the robustness of high order numerical methods, as spurious oscillations typically appear near shocks in numerical approximations (the Gibbs phenomenon), and may blow/mess up the simulation in later times. There have been numerous high order numerical methods developed to address this issue, among which the essentially non-oscillatory (ENO)/weighted essentially non-oscillatory (WENO) schemes have gained great success and have been widely used in applications.

The ENO methods, first developed by Harten et al. [33], use adaptive strategy to choose the smoothest stencil among several candidates to reconstruct the solution from its cell averages, hence the methods yield essentially non-oscillatory approximation near shocks. The original ENO scheme was based on the framework of finite volume methods, where the numerical fluxes at cell interfaces are obtained through reconstructed solution. Later, Shu and Osher proposed the finite difference ENO scheme in [73] based on ENO interpolation for nodal values and high order finite difference approximation for spatial derivatives of fluxes, which saves considerable computational cost in multi-dimensions, as the derivatives can be approximated dimension by dimension in finite difference schemes. Their subsequent work in [74] developed a simpler finite difference ENO scheme based on the Shu-Osher lemma to approximate the fluxes at cell interfaces by standard reconstruction for fluxes at grid points. The WENO methods were developed upon ENO, with the idea of using a convex combination of all candidate stencils rather than only one stencil in the original ENO scheme. In the pioneer work of WENO schemes, Liu et al. [48] used
linear weights to combine the candidate stencils in $r$-th order ENO schemes to yield $(r+1)$-th order of accuracy. It was later improved by Jiang and Shu [35] to achieve $(2 r-1)$-th order of accuracy on the same stencils, by adopting nonlinear weights based on smoothness indicators designed for optimal accuracy in smooth regions and essentially non-oscillatory fashion near discontinuities. Thereafter, intensive modifications and improvements of the WENO procedure have been developed, e.g. the mapped WENO [34], WENO-Z [4, 9], modified WENO to handle negative weights [68], multi-resolution WENO [99], Hermite WENO [61], among other variants. Both finite volume [33] and finite difference [73, 74] frameworks for ENO can be used with the above WENO procedures. In our work, we use the classic WENO-JS procedure [35], as it is most widely used and relatively simple to code. For more details about the history and development of ENO and WENO methods, one can refer to the surveys [71, 72].

The ENO/WENO methods perform very well for scalar conservation laws as they achieve uniformly high order accuracy in smooth regions and resolve shocks sharply with essentially non-oscillatory quality. However, when dealing with hyperbolic systems, the component-wise ENO/WENO procedure often produces oscillatory results near shocks, especially when waves corresponding to different characteristic fields interact, such as in Riemann problems. The primary approach to resolve this problem is to apply the ENO/WENO procedure to the local characteristic fields of the system obtained by local characteristic decomposition for the conserved variables/fluxes, and transform the results back to the conserved variables/fluxes afterwards. Below, we briefly review how the WENO methods for hyperbolic systems are used in cooperation with the local characteristic decomposition. For the ease of comparison with the algorithm to be developed in this chapter, we demonstrate it as per example of the alternative formulation of finite difference WENO scheme developed in [36] from
[73], which will be introduced with more details in Section 5.3.

We consider the hyperbolic system of $m(m>1)$ components

$$
\begin{equation*}
\mathbf{u}_{t}+\mathbf{f}(\mathbf{u})_{x}=\mathbf{0} \tag{5.1}
\end{equation*}
$$

in one space dimension, where $\mathbf{u}=\left(u_{1}, \ldots, u_{m}\right) \in \mathbb{R}^{m}$ are the conserved variables and $\mathbf{f}(\mathbf{u})=\left(f_{1}(\mathbf{u}), \ldots, f_{m}(\mathbf{u})\right) \in \mathbb{R}^{m}$ are the fluxes. Now and henceforth, we use bold face font to denote vectors or matrices.

Consider uniform grids with the grid point $x_{j}=j \Delta x$ centering in the cell $I_{j}=$ $\left[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}\right]=\left[\left(j-\frac{1}{2}\right) \Delta x,\left(j+\frac{1}{2}\right) \Delta x\right], \forall j \in \mathbb{Z}$. The semi-discrete $(2 r-1)$-th order alternative formulation of finite difference WENO scheme for (5.1) is formulated as

$$
\begin{equation*}
\frac{d \mathbf{u}_{j}}{d t}+\frac{1}{\Delta x}\left(\hat{\mathbf{f}}_{j+\frac{1}{2}}-\hat{\mathbf{f}}_{j-\frac{1}{2}}\right)=\mathbf{0} \tag{5.2}
\end{equation*}
$$

where $\mathbf{u}_{j}$ is the approximation to $\mathbf{u}\left(x_{j}, t\right), \hat{\mathbf{f}}_{j+\frac{1}{2}}=\hat{\mathbf{f}}\left(\mathbf{u}_{j+\frac{1}{2}}^{-}, \mathbf{u}_{j+\frac{1}{2}}^{+}, \cdots\right)$ is the numerical flux, whose definition and arguments omitted for brevity will be detailed in later sections, and $\mathbf{u}_{j+\frac{1}{2}}^{ \pm}$are approximations to $\mathbf{u}\left(x_{j+\frac{1}{2}}, t\right)$ from interpolants on $I_{j}$ and $I_{j+1}$. We denote the WENO interpolation for a scalar-valued grid function $v$ at $x_{j+\frac{1}{2}}$ on $I_{j}$ by $v_{j+\frac{1}{2}}^{-}=\operatorname{weno}\left(v_{j-r+1}, \ldots, v_{j+r-1}\right)$, whose implementation will be detailed in Section 5.3. The WENO interpolation for $v_{j-\frac{1}{2}}^{+}$follows from mirror symmetry, i.e. $v_{j-\frac{1}{2}}^{+}=\operatorname{weno}\left(v_{j+r-1}, \ldots, v_{j-r+1}\right)$. We shall abuse the notation to also let it denote the component-wise WENO interpolation for vectors, e.g. $\mathbf{v}_{j+\frac{1}{2}}^{-}=\operatorname{weno}\left(\mathbf{v}_{j-r+1}, \ldots, \mathbf{v}_{j+r-1}\right)$.

The flowchart of the alternative formulation of finite difference WENO algorithm (5.2) with local characteristic decomposition, based on the nodal values $\left\{\mathbf{u}_{j}^{n}\right\}_{j \in \mathbb{Z}}$ at time level $t^{n}$, is given as follows, where the superscript $n$ is omitted for brevity and
the computation is carried out for all $j \in \mathbb{Z}$ :

1. Approximate the solution at $x_{j+\frac{1}{2}}$ by the arithmetic mean $\mathbf{u}_{j+\frac{1}{2}}=\frac{1}{2}\left(\mathbf{u}_{j}+\mathbf{u}_{j+1}\right)$, or the Roe's average [65] satisfying $\mathbf{f}\left(\mathbf{u}_{j+1}\right)-\mathbf{f}\left(\mathbf{u}_{j}\right)=\frac{\partial \mathbf{f}}{\partial \mathbf{u}}\left(\mathbf{u}_{j+\frac{1}{2}}\right)\left(\mathbf{u}_{j+1}-\mathbf{u}_{j}\right)$, if it is available.
2. Perform the eigendecomposition on the Jacobian matrix: $\frac{\partial \mathbf{f}}{\partial \mathbf{u}}\left(\mathbf{u}_{j+\frac{1}{2}}\right)=\mathbf{R}_{j+\frac{1}{2}} \boldsymbol{\Lambda}_{j+\frac{1}{2}} \mathbf{R}_{j+\frac{1}{2}}^{-1}$, where $\boldsymbol{\Lambda}_{j+\frac{1}{2}}$ and $\mathbf{R}_{j+\frac{1}{2}}$ are the diagonal matrix containing all eigenvalues and the eigenmatrix consist of a complete set of eigenvectors as its columns, respectively, of the Jacobian matrix.
3. Calculate the local characteristic variables: $\mathbf{v}_{i}=\mathbf{R}_{j+\frac{1}{2}}^{-1} \mathbf{u}_{i}$, on the stencils $i=$ $j-r+1, \ldots, j+r$.
4. Perform the WENO interpolation for the local characteristic variables to obtain $\mathbf{v}_{j+\frac{1}{2}}^{-}=\operatorname{weno}\left(\mathbf{v}_{j-r+1}, \ldots, \mathbf{v}_{j+r-1}\right)$ and $\mathbf{v}_{j+\frac{1}{2}}^{+}=\operatorname{weno}\left(\mathbf{v}_{j+r}, \ldots, \mathbf{v}_{j-r+2}\right)$.
5. Transform the local characteristic variables back to the conserved variables: $\mathbf{u}_{j+\frac{1}{2}}^{ \pm}=\mathbf{R}_{j+\frac{1}{2}} \mathbf{v}_{j+\frac{1}{2}}^{ \pm}$.
6. Calculate the numerical fluxes $\hat{\mathbf{f}}_{j+\frac{1}{2}}$ to evolve the scheme (5.2) in time.

As we can see, the steps $1,2,3$ and 5 are extra costs due to the local characteristic decomposition. In particular, there are $2 r$ matrix-vector multiplications at every cell interface $x_{j+\frac{1}{2}}$ at the step 3 , which is responsible for most of the floating point operations.

There have been some attempts on avoiding or reducing the costs on local characteristic decomposition in numerical schemes, meanwhile maintaining the essentially non-oscillatory performance, but only limited successes were achieved. In [35], Jiang
and Shu computed the weights in WENO from entropy and pressure instead of the characteristic variables for Euler systems, to reduce part of the operations in local characteristic decomposition. In [98], Zheng et al. argued that at the contact discontinuity on interface of two-medium flow, direct WENO interpolation for primary variables is better than component-wise interpolation for conserved variables, but local characteristic decomposition was still applied therein to the primitive variables to get more satisfactory results. Low order central schemes [52, 49] can be used without local characteristic decomposition. However, the local characteristic decomposition is still necessary to control spurious oscillations when orders of the schemes are high [59].

In this chapter, we propose an efficient implementation of finite difference WENO schemes that is local characteristic decomposition free, for a special class of hyperbolic systems endowed with a coordinate system of Riemann invariants. Examples of such systems include all two-component hyperbolic systems and some multicomponent systems to be introduced in Section 5.2. The key idea of the method is to apply the WENO procedure to the nodal values of the coordinate system of Riemann invariants, which are (one-to-one) nonlinear algebraic functions of the conserved variables, and transform the interpolated values back to the conserved variables in the calculation of fluxes. The improvement in efficiency is due to the fact that, the characteristic decomposition for the WENO procedure is calculated locally, namely the conserved variables/fluxes at every node need to be projected onto local characteristic fields by different inverse eigenmatrices at different cell interfaces, while the Riemann invariants have definite algebraic relation with the conserved variables thus only need to be calculated once per node. A comparison of floating point operations in these two methods are shown in Appendix C.1. The good non-oscillatory performance of such treatment is justified by both theoretical properties of hyperbolic
systems and numerical tests.

Due to the nonlinearity of the algebraic relation between Riemann invariants and conserved variables/fluxes, we cannot use any reconstruction based numerical schemes like the finite volume WENO or the traditional Shu-Osher lemma based finite difference WENO, as we cannot directly transfer the cell averages between Riemann invariants and conserved variables/fluxes. On the other hand, the transform between nodal values is straightforward, thus we adopt the alternative formulation of finite difference WENO scheme [36], which is based on WENO interpolation for nodal values. Its implementation will be demonstrated in Section 5.3. For detailed introduction and comparison with the traditional finite difference WENO for the alternative formulation, one can refer to [36].

The rest of the chapter is organized as follows. In Section 5.2, we review the definition of Riemann invariants and their important properties, and give examples of hyperbolic systems endowed with a coordinate system of Riemann invariants. In Section 5.3, we give a detailed description for our algorithm. We use numerical tests in Section 5.4 to demonstrate the efficiency and good performance of our methods. Finally, we end up with some concluding remarks in Section 5.5.

### 5.2 Riemann invariants

In this section, we review the definition and important properties of Riemann invariants of hyperbolic system of conservation laws.

We consider the hyperbolic system (5.1), with $\mathbf{u}=\left(u_{1}, \ldots, u_{m}\right)^{T}$ the conserved variables taking values in an open set $\mathscr{O} \subset \mathbb{R}^{m}$, and $\mathbf{f}(\mathbf{u})=\left(f_{1}(\mathbf{u}), \ldots, f_{m}(\mathbf{u})\right)^{T}$ a
smooth flux function on $\mathscr{O}$. From hyperbolicity, the Jacobian matrix $\frac{\partial \mathbf{f}}{\partial \mathbf{u}}$ has a complete set of eigenvectors $\mathbf{r}_{1}(\mathbf{u}), \mathbf{r}_{2}(\mathbf{u}), \ldots, \mathbf{r}_{m}(\mathbf{u})$ corresponding to the real eigenvalues $\lambda_{1}(\mathbf{u}) \leq \lambda_{2}(\mathbf{u}) \leq \ldots \leq \lambda_{m}(\mathbf{u})$, for all $\mathbf{u} \in \mathscr{O}$.

The Riemann invariants of the hyperbolic system (5.1) is defined as follows [75]:

Definition 5.2.1. An $i$-Riemann invariant $(1 \leq i \leq m)$ of the hyperbolic system (5.1) is a scalar-valued function $w(\mathbf{u})$ on $\mathscr{O}$, such that $\nabla w(\mathbf{u}) \cdot \mathbf{r}_{i}(\mathbf{u})=0, \forall u \in$ $\mathscr{O}$, where $\mathbf{r}_{i}(\mathbf{u})$ is an eigenvector of the Jacobian matrix $\frac{\partial \mathbf{f}}{\partial \mathbf{u}}$ corresponding to the eigenvalue $\lambda_{i}(\mathbf{u})$.

Riemann invariants are closely related to the Riemann problem, which is a Cauchy problem of the hyperbolic system (5.1) with the initial condition

$$
\mathbf{u}(x, 0)=\left\{\begin{array}{ll}
\mathbf{u}_{l}, & x<0  \tag{5.3}\\
\mathbf{u}_{r}, & x>0
\end{array},\right.
$$

where $\mathbf{u}_{l}$ and $\mathbf{u}_{r}$ are constant states. It is well-known that the solution $\mathbf{u}(x, t)$ of the Riemann problem typically develops from the initial discontinuity at the origin into $m+1$ constant states in sector regions separated by the $i$-shock, contact or rarefaction wave, for $i=1,2, \ldots, m$, which is a characterization of the fundamental behavior of solutions of hyperbolic systems involving discontinuities. An important property of Riemann invariants across waves is stated as follows [75]:

Theorem 5.2.2. The change of an $i$-Riemann invariant $w$ of the hyperbolic system (5.1) across an $i$-shock wave is of third order in $\epsilon$, i.e. $\left|w\left(\mathbf{u}_{l}\right)-w\left(\mathbf{u}_{r}\right)\right|=O\left(\epsilon^{3}\right)$, where $\mathbf{u}_{l}$ and $\mathbf{u}_{r}$ are the states on the left and right sides of the $i$-shock, respectively, and $\epsilon=\left|\lambda_{i}\left(\mathbf{u}_{l}\right)-\lambda_{i}\left(\mathbf{u}_{r}\right)\right|$ is a measure of the strength of the $i$-shock. In addition, the $i$-Riemann invariant is unchanged across an $i$-rarefaction or contact wave.

Roughly speaking, the $i$-Riemann invariant is unchanged or almost unchanged across an $i$-wave, consult Figure 5.1, where $h, h u$ are the conserved variables, and $w_{1}, w_{2}$ are the 1 and 2-Riemann invariants, respectively, in a Riemann problem of the shallow water equations (5.5).

(c) 1-Riemann invariant $w_{1}=$ (d) 2-Riemann invariant $w_{2}=$ $u-2 \sqrt{g h} \quad u+2 \sqrt{g h}$

Figure 5.1: Conserved variables and Riemann invariants in a Riemann problem of the shallow water equations

The WENO interpolation/reconstruction procedure performs very well if there is only one discontinuity in the stencil. However, the results turn out to be less satisfactory when there are multiple shocks in the stencil. The property of Riemann invariants in Theorem 5.2.2 gives us a hint to perform the WENO procedure on the 1, 2-Riemann invariants of hyperbolic systems when $m=2$, as there is only one major discontinuity in each Riemann invariant in Riemann problems. We shall show in numerical section that such a treatment yields very satisfactory non-oscillatory results.

A direct extension of the above approach to hyperbolic systems with $m \geq 3$ is to perform the WENO procedure on $m$ variables, each of which only admits one major jump in stencils. An ideal choice is the coordinate system of Riemann invariants, which is defined as follows [19]:

Definition 5.2.3. The system (5.1) is endowed with a coordinate system of Riemann invariants if there exist $m$ scalar-valued functions $w_{1}(\mathbf{u}), w_{2}(\mathbf{u}), \ldots, w_{m}(\mathbf{u})$ on $\mathscr{O}$ such that,

$$
\nabla w_{i}(\mathbf{u}) \cdot \mathbf{r}_{j}(\mathbf{u})=\delta_{i, j}, \quad i, j=1,2, \ldots, m
$$

where $\delta$ is the Kronecker delta, $\mathbf{r}_{j}(\mathbf{u})$ is an eigenvector of the Jacobian matrix $\frac{\partial \mathbf{f}}{\partial \mathbf{u}}$ corresponding to the eigenvalue $\lambda_{j}(\mathbf{u}), 1 \leq j \leq m$. The variables $\left(w_{1}(\mathbf{u}), w_{2}(\mathbf{u}), \ldots, w_{m}(\mathbf{u})\right)$ are called a coordinate system of Riemann invariants of (5.1).

To this end, we give some examples of hyperbolic systems of conservation laws endowed with a coordinate system of Riemann invariants.

Example 5.2.1. The linear hyperbolic system

$$
\begin{equation*}
\mathbf{u}_{t}+\mathbf{A} \mathbf{u}_{x}=\mathbf{0} \tag{5.4}
\end{equation*}
$$

where $\mathbf{A}=\mathbf{R} \mathbf{\Lambda} \mathbf{R}^{-1}$ for some diagonal matrix $\boldsymbol{\Lambda}$ and eigenmatrix $\mathbf{R}$, has a coordinate system of Riemann invariants $\left(w_{1}, w_{2}, \ldots, w_{m}\right)$ with $w_{i}(\mathbf{u})=\mathbf{l}_{i} \mathbf{u}, 1 \leq i \leq m$, where $\mathbf{l}_{i}$ is the $i$-th row of $\mathbf{R}^{-1}$.

Example 5.2.2. The shallow water equations in one dimension

$$
\begin{equation*}
\binom{h}{h u}_{t}+\binom{h u}{h u^{2}+\frac{1}{2} g h^{2}}_{x}=\mathbf{0} \tag{5.5}
\end{equation*}
$$

where $h$ is the water height, $u$ is the velocity of the fluid, and $g$ is the gravitational
constant, is endowed with a coordinate system of Riemann invariants $\left(w_{1}, w_{2}\right)=$ $(u+2 \sqrt{g h}, u-2 \sqrt{g h})$.

The shallow water equations in two dimensions

$$
\left(\begin{array}{c}
h  \tag{5.6}\\
h u \\
h v
\end{array}\right)_{t}+\left(\begin{array}{c}
h u \\
h u^{2}+\frac{1}{2} g h^{2} \\
h u v
\end{array}\right)_{x}+\left(\begin{array}{c}
h v \\
h u v \\
h v^{2}+\frac{1}{2} g h^{2}
\end{array}\right)_{y}=\mathbf{0}
$$

where $u$ and $v$ are velocities of the fluid in $x$ and $y$ directions, respectively, has coordinate systems of Riemann invariants $\left(w_{1}, w_{2}, w_{3}\right)=(u-2 \sqrt{g h}, v, u+2 \sqrt{g h})$ and $\left(w_{1}, w_{2}, w_{3}\right)=(v-2 \sqrt{g h}, u, v+2 \sqrt{g h})$ in $x$ and $y$ directions, respectively, in the sense that the states of fluid are constant in the other direction (in this case, the system is of the form of one dimensional equations, which is known as the split multi-dimensional problem).

Example 5.2.3. The hyperbolic system of electrophoresis of $m$ components

$$
\begin{equation*}
\partial_{t} u_{i}+\partial_{x}\left(\frac{c_{i} u_{i}}{\sum_{j=1}^{n} u_{j}}\right)=0, \quad i=1,2, \ldots, m \tag{5.7}
\end{equation*}
$$

where $c_{1}<c_{2}<\cdots<c_{m}$ are positive constants, is endowed with a coordinate system of Riemann invariants $\left(w_{1}, w_{2}, \ldots, w_{m}\right)$, where $w_{i} \in\left(c_{i}, c_{i+1}\right)$ is the solution of the equation $\sum_{j=1}^{m} \frac{u_{j}}{c_{j}-w}=0$, for $i=1,2, \ldots, m-1$, and $w_{m}=\sum_{j=1}^{m} \frac{u_{j}}{c_{j}}$.

This system models the separation of ionized chemical compounds in solution driven by an electric filed, where $c_{i}$ and $u_{i}$ denote the electrophoretic mobility and concentration of the $i$-th component, respectively, see [2] for more details about its physical backgrounds.

Example 5.2.4. The hyperbolic system of planar electromagnetic waves in nonlinear
isotropic dielectrics

$$
\left(\begin{array}{c}
B_{1}  \tag{5.8}\\
B_{2} \\
D_{1} \\
D_{2}
\end{array}\right)_{t}+\left(\begin{array}{c}
-\frac{\Psi^{\prime}(r)}{r} D_{2} \\
\frac{\Psi^{\prime}(r)}{r} D_{1} \\
\frac{\Psi^{\prime}(r)}{r} B_{2} \\
-\frac{\Psi^{\prime}(r)}{r} B_{1}
\end{array}\right)_{x}=\mathbf{0},
$$

where $B=\left(B_{1}, B_{2}\right)^{T}$ is the magnetic induction, $D=\left(D_{1}, D_{2}\right)$ is the electric displacement, $\Psi(r)$ is the electromagnetic energy, and $r=\sqrt{B_{1}^{2}+B_{2}^{2}+D_{1}^{2}+D_{2}^{2}}$, is endowed with a coordinate system of Riemann invariants $\left(w_{1}, w_{2}, w_{3}, w_{4}\right)$.

If we define $a, b, p, q$ by $p e^{i a}=\frac{1}{\sqrt{2}}\left(B_{2}+D_{1}-i\left(B_{1}-D_{2}\right)\right)$ and qe ${ }^{i b}=\frac{1}{\sqrt{2}}\left(-B_{2}+\right.$ $\left.D_{1}+i\left(B_{1}+D_{2}\right)\right)$, then $w_{1}=a, w_{2}=b$, and $w_{3}, w_{4}$ are the 1,2-Riemann invariants of the smaller hyperbolic system

$$
\begin{equation*}
\binom{p}{q}_{t}+\binom{\frac{\Psi^{\prime}(r)}{r} p}{-\frac{\Psi^{\prime}(r)}{r} q}_{x}=0, \quad r=\sqrt{p^{2}+q^{2}} . \tag{5.9}
\end{equation*}
$$

### 5.3 The algorithms

In this section, we overview the WENO-JS interpolation, and establish our algorithms in the framework of alternative formulation of finite difference WENO scheme in one and two space dimensions. We shall assume the grids are uniform and, for simplicity, only consider periodic boundaries.

### 5.3.1 Overview of the WENO-JS interpolation

The $(2 r-1)$-th order WENO-JS interpolation for a scalar-valued grid function $v$ is described as follows.

First, we define the small stencils $S_{k}=\left\{x_{j-r+k}, \ldots, x_{j-1+k}\right\}$ to calculate the $(r-1)$-th order polynomial interpolant $p^{(k)}(x)$ of $v$ on $I_{j}$, for $k=1,2, \ldots, r$, and the big stencil $S_{0}=\cup_{k=1}^{r} S_{k}=\left\{x_{j-r+1}, \ldots, x_{j+r-1}\right\}$ to calculate the $(2 r-2)$-th order polynomial interpolant $p^{(0)}(x)$ of $v$ on $I_{j}$, such that

$$
p^{(k)}\left(x_{j-r+k+m-1}\right)=v_{j-r+k+m-1}, \quad m=1,2, \ldots, r,
$$

for $k=1,2, \ldots, r$, and

$$
p^{(0)}\left(x_{j-r+m}\right)=v_{j-r+m}, \quad m=1,2, \ldots, 2 r-1,
$$

so that we yield

$$
\begin{equation*}
v_{j+\frac{1}{2}}^{-(k)}=p^{(k)}\left(x_{j+\frac{1}{2}}\right)=\sum_{m=1}^{r} a_{m}^{(k)} v_{j-r+k+m-1}=v\left(x_{j+\frac{1}{2}}\right)+O\left(\Delta x^{r}\right), \quad k=1,2, \ldots, r, \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{j+\frac{1}{2}}^{-(0)}=p^{(0)}\left(x_{j+\frac{1}{2}}\right)=\sum_{k=1}^{r} \gamma_{k} v_{j+\frac{1}{2}}^{-(k)}=v\left(x_{j+\frac{1}{2}}\right)+O\left(\Delta x^{2 r-1}\right), \tag{5.11}
\end{equation*}
$$

where $\left\{\gamma_{k}\right\}_{k=1}^{r}$ are the so-called optimal linear weights with $\gamma_{k} \geq 0$, for $k=1,2, \ldots, r$ [8] and $\sum_{k=1}^{r} \gamma_{k}=1$, and $\left\{a_{m}^{(k)}\right\}_{m, k=1}^{r}$ are constant coefficients.

Then, we introduce the nonlinear weights $\left\{\omega_{k}\right\}_{k=1}^{r}$, which is designed in the principle that, in smooth regions $w_{k}$ is close to $\gamma_{k}$ to achieve optimal accuracy while,
if containing discontinuities, $w_{k}$ is close to zero to minimize the contribution of the stencil containing discontinuities in WENO interpolation:

$$
\begin{equation*}
\omega_{k}=\frac{\tilde{\omega}_{k}}{\sum_{m=1}^{r} \tilde{\omega}_{m}}, \quad \tilde{\omega}_{k}=\frac{\gamma_{k}}{\left(\beta_{k}+\epsilon\right)^{2}}, \quad k=1,2, \ldots, r \tag{5.12}
\end{equation*}
$$

where $\epsilon$ is a small positive number, e.g. $\epsilon=10^{-6}$, to avoid the case of linear weights being divided by zero, and $\left\{\beta_{k}\right\}_{k=1}^{r}$ are the smoothness indicators of the polynomial interpolant $p^{(k)}(x)$ on $I_{j}$ :

$$
\begin{equation*}
\beta_{k}=\sum_{\ell=1}^{r} \Delta x^{2 \ell-1} \int_{I_{j}}\left(\frac{d^{\ell}}{d x^{\ell}} p^{(k)}(x)\right)^{2} d x . \tag{5.13}
\end{equation*}
$$

Finally, the WENO-JS interpolation $v_{j+\frac{1}{2}}^{-}$is calculated by

$$
\begin{equation*}
v_{j+\frac{1}{2}}^{-}=\sum_{k=1}^{r} \omega_{k} v_{j+\frac{1}{2}}^{-(k)} . \tag{5.14}
\end{equation*}
$$

For instance, in the fifth order $(r=3)$ WENO-JS interpolation, we have

$$
\begin{aligned}
v_{j+\frac{1}{2}}^{-(1)} & =\frac{3}{8} v_{j-2}-\frac{5}{4} v_{j-1}+\frac{15}{8} v_{j}, \\
v_{j+\frac{1}{2}}^{-(2)} & =-\frac{1}{8} v_{j-1}+\frac{3}{4} v_{j}+\frac{3}{8} v_{j+1}, \\
v_{j+\frac{1}{2}}^{-(3)} & =\frac{3}{8} v_{j}+\frac{3}{4} v_{j+1}-\frac{1}{8} v_{j+2},
\end{aligned}
$$

and

$$
\gamma_{1}=\frac{1}{16}, \quad \gamma_{2}=\frac{5}{8}, \quad \gamma_{3}=\frac{5}{16},
$$

and

$$
\begin{aligned}
& \beta_{1}=\frac{13}{12}\left(v_{j-2}-2 v_{j-1}+v_{j}\right)^{2}+\frac{1}{4}\left(v_{j-2}-4 v_{j-1}+3 v_{j}\right)^{2}, \\
& \beta_{2}=\frac{13}{12}\left(v_{j-1}-2 v_{j}+v_{j+1}\right)^{2}+\frac{1}{4}\left(v_{j-1}-v_{j+1}\right)^{2}, \\
& \beta_{3}=\frac{13}{12}\left(v_{j}-2 v_{j+1}+v_{j+2}\right)^{2}+\frac{1}{4}\left(3 v_{j}-4 v_{j+1}+v_{j+2}\right)^{2} .
\end{aligned}
$$

For expressions of smoothness indicators in higher order WENO-JS interpolations, one can refer to [3].

### 5.3.2 The algorithm in one dimension

For the domain $\left[x_{a}, x_{b}\right]$, we take the uniform partition $x_{a}=x_{0}<x_{1}<\ldots<x_{N}=x_{b}$, and denote $\Delta x \equiv x_{j}-x_{j-1}, x_{j-\frac{1}{2}}=\frac{1}{2}\left(x_{j-1}+x_{j}\right)$, for $j=1,2, \ldots, N$. In the finite difference WENO scheme, we seek $\mathbf{u}_{j}$ to approximate $\mathbf{u}\left(x_{j}, t\right)$, and $\mathbf{u}_{j+\frac{1}{2}}^{ \pm}$to approximate the solution at $x_{j+\frac{1}{2}}$ from $I_{j}$ and $I_{j+1}$, respectively. For the ease of writing, we shall use subscript indices exceeding the domain in the cyclic sense.

The semi-discrete $(2 r-1)$-th order alternative formulation of finite difference WENO scheme for the hyperbolic system (5.1) in one dimensions is given by (5.2), in which we define

$$
\begin{equation*}
\hat{\mathbf{f}}_{j+\frac{1}{2}}=\mathbf{h}\left(\mathbf{u}_{j+\frac{1}{2}}^{-}, \mathbf{u}_{j+\frac{1}{2}}^{+}\right)+\sum_{m=1}^{r-1} a_{2 m} \Delta x^{2 m}\left(\frac{\partial^{2 m}}{\partial x^{2 m}} \mathbf{f}\right)_{j+\frac{1}{2}}, \tag{5.15}
\end{equation*}
$$

where $\mathbf{h}(\cdot, \cdot)$ is the numerical flux based on exact or approximate Riemann solvers, e.g. the Godunov flux, the Lax-Friedrichs flux, or the HLLC-type fluxes, among others, and the coefficients $a_{2}=-\frac{1}{24}, a_{4}=\frac{7}{5760}, a_{6}=-\frac{31}{967680}, a_{8}=\frac{127}{154828000}, a_{10}=$ $-\frac{73}{3503554560}, \ldots$, are obtained through Taylor expansion to approximate the spacial
derivative of flux with high accuracy, see [73].

Following the practice in $[60,36]$, we calculate $\mathbf{u}_{j+\frac{1}{2}}^{ \pm}$in $\mathbf{h}\left(\mathbf{u}_{j+\frac{1}{2}}^{-}, \mathbf{u}_{j+\frac{1}{2}}^{+}\right)$by WENO interpolation, while use simple central difference to approximate the spatial derivatives of $\mathbf{f}$ in the remaining terms to save computational costs, as these terms contain at least $\Delta x^{2}$ in the coefficients, which is expected to contribute much less oscillations. To attain enough accuracy, we use the stencil $\left\{x_{j-r+1}, \ldots, x_{j}, \ldots, x_{j+r}\right\}$ in the central difference approximation for $\left(\frac{\partial^{2 m}}{\partial x^{2 m}} \mathbf{f}\right)_{j+\frac{1}{2}}$.

For instance, in the fifth order finite difference WENO, we use

$$
\begin{aligned}
& \left(\frac{\partial^{2}}{\partial x^{2}} \mathbf{f}\right)_{j+\frac{1}{2}}=\frac{1}{\Delta x^{2}}\left(-\frac{5}{48} \mathbf{f}_{j-2}+\frac{13}{16} \mathbf{f}_{j-1}-\frac{17}{24} \mathbf{f}_{j}-\frac{17}{24} \mathbf{f}_{j+1}+\frac{13}{16} \mathbf{f}_{j+2}-\frac{5}{48} \mathbf{f}_{j+3}\right), \\
& \left(\frac{\partial^{4}}{\partial x^{4}} \mathbf{f}\right)_{j+\frac{1}{2}}=\frac{1}{\Delta x^{4}}\left(\frac{1}{2} \mathbf{f}_{j-2}-\frac{3}{2} \mathbf{f}_{j-1}+\mathbf{f}_{j}+\mathbf{f}_{j+1}-\frac{3}{2} \mathbf{f}_{j+2}+\frac{1}{2} \mathbf{f}_{j+3}\right) .
\end{aligned}
$$

If the hyperbolic system (5.1) is endowed with a coordinate system of Riemann invariants $\mathbf{w}$ with the one-to-one algebraic relation $\mathbf{w}=\mathbf{w}(\mathbf{u})$ and $\mathbf{u}=\mathbf{u}(\mathbf{w})$ to the conserved variables $\mathbf{u}$, the $(2 r-1)$-th order alternative formulation of finite difference WENO scheme based on the nodal values $\left\{\mathbf{u}_{j}^{n}\right\}_{j=1}^{N}$ at time level $t^{n}$ is given as follows, where the superscript $n$ is omitted for simplicity and computation is carried out for all $j=1,2, \ldots, N$ :

1. Calculate the coordinate system of Riemann invariants $\mathbf{w}_{j}=\mathbf{w}\left(\mathbf{u}_{j}\right)$.
2. Perform the WENO interpolation introduced in Section 5.3.1 on $\left\{\mathbf{w}_{j}\right\}_{j=1}^{N}$ to ob$\operatorname{tain} \mathbf{w}_{j+\frac{1}{2}}^{-}=\operatorname{weno}\left(\mathbf{w}_{j-r+1}, \ldots, \mathbf{w}_{j+r-1}\right)$ and $\mathbf{w}_{j+\frac{1}{2}}^{+}=\operatorname{weno}\left(\mathbf{w}_{j+r}, \ldots, \mathbf{w}_{j-r+2}\right)$.
3. Transform the results back to the conserved variables by $\mathbf{u}_{j+\frac{1}{2}}^{ \pm}=\mathbf{u}\left(\mathbf{w}_{j+\frac{1}{2}}^{ \pm}\right)$.
4. Calculate the numerical fluxes $\hat{\mathbf{f}}_{j+\frac{1}{2}}$ to evolve the scheme (5.2) in time.

To this end, we would like to introduce the time-marching approach used the algorithm. For the ODE system,

$$
\begin{equation*}
\mathbf{u}_{t}=\mathbf{L}(\mathbf{u}), \tag{5.16}
\end{equation*}
$$

which is obtained from the semi-discrete finite difference scheme, we adopt the 4 -th order 5 stage strong stability preserving Runge-Kutta (SSPRK(4,5)) method [76],

$$
\begin{aligned}
\mathbf{u}^{(1)}= & \mathbf{u}^{n}+0.39175222700392 \Delta t \mathbf{L}\left(\mathbf{u}^{n}\right) \\
\mathbf{u}^{(2)}= & 0.44437049406734 \mathbf{u}^{n}+0.55562950593266 \mathbf{u}^{(1)}+0.36841059262959 \Delta t \mathbf{L}\left(\mathbf{u}^{(1)}\right) \\
\mathbf{u}^{(3)}= & 0.62010185138540 \mathbf{u}^{n}+0.37989814861460 \mathbf{u}^{(2)}+0.25189177424738 \Delta t \mathbf{L}\left(\mathbf{u}^{(2)}\right) \\
\mathbf{u}^{(4)}= & 0.17807995410773 \mathbf{u}^{n}+0.82192004589227 \mathbf{u}^{(3)}+0.54497475021237 \Delta t \mathbf{L}\left(\mathbf{u}^{(3)}\right), \\
\mathbf{u}^{n+1}= & 0.00683325884039 \mathbf{u}^{n}+0.51723167208978 \mathbf{u}^{(2)}+0.12759831133288 \mathbf{u}^{(3)} \\
& +0.34833675773694 \mathbf{u}^{(4)}+0.08460416338212 \Delta t \mathbf{L}\left(\mathbf{u}^{(3)}\right) \\
& +0.22600748319395 \Delta t \mathbf{L}\left(\mathbf{u}^{(4)}\right)
\end{aligned}
$$

where $\mathbf{u}^{n}$ and $\mathbf{u}^{n+1}$ are solutions at the time level $t^{n}$ and $t^{n+1}$, respectively, and $\Delta t=t^{n+1}-t^{n}$. We refer to [25] and [26] for more details about the strong stability preserving (SSP), also called the total variation diminishing (TVD), Runge-Kutta or multi-step time discretization approaches.

In the numerical section, we shall use WENO schemes with spatial accuracy higher than fourth order (the temporal accuracy), as in applications it is usually the spatial accuracy that restricts the resolution of simulations.

### 5.3.3 The algorithm in two dimensions

For the two dimensional domain $\left[x_{a}, x_{b}\right] \times\left[y_{a}, y_{b}\right]$, we take the uniform partition $x_{a}=x_{0}<x_{1}<\cdots<x_{N}=x_{b}$ and $y_{a}=y_{0}<y_{1}<\cdots<y_{M}=y_{b}$ in $x$ and $y$ directions, respectively, and denote by $\Delta x \equiv x_{i}-x_{i-1}, x_{i-\frac{1}{2}}=\frac{1}{2}\left(x_{i-1}+x_{i}\right)$ for $i=1,2, \ldots, N$, and $\Delta y \equiv y_{j}-y_{j-1}, y_{j-\frac{1}{2}}=\frac{1}{2}\left(y_{j-1}+y_{j}\right)$ for $j=1,2, \ldots, M$. We seek $\mathbf{u}_{i, j}$ to approximate $\mathbf{u}\left(x_{i}, y_{j}, t\right)$, and $\mathbf{u}_{i+\frac{1}{2}, j}^{ \pm}$and $\mathbf{u}_{i, j+\frac{1}{2}}^{ \pm}$to approximate $\mathbf{u}\left(x_{i+\frac{1}{2}}, y_{j}, t\right)$ and $\mathbf{u}\left(x_{i}, y_{j+\frac{1}{2}}, t\right)$, respectively, from different sides, in the finite difference WENO schemes.

The semi-discrete $(2 r-1)$-th order alternative formulation of finite difference WENO scheme for the hyperbolic system

$$
\begin{equation*}
\mathbf{u}_{t}+\mathbf{f}(\mathbf{u})_{x}+\mathbf{g}(\mathbf{u})_{y}=\mathbf{0} \tag{5.17}
\end{equation*}
$$

in two dimensions is formulated as

$$
\begin{equation*}
\frac{d \mathbf{u}_{i, j}}{d t}+\frac{1}{\Delta x}\left(\hat{\mathbf{f}}_{i+\frac{1}{2}, j}-\hat{\mathbf{f}}_{i-\frac{1}{2}, j}\right)+\frac{1}{\Delta y}\left(\hat{\mathbf{g}}_{i, j+\frac{1}{2}}-\hat{\mathbf{g}}_{i, j-\frac{1}{2}}\right)=\mathbf{0}, \tag{5.18}
\end{equation*}
$$

for $i=1,2, \ldots, N, j=1,2, \ldots, M$, where the fluxes are defined the same way as in one dimensional case, thanks to the advantage of finite difference schemes.

If the $x$-split problem of (5.17) is endowed with a coordinate system of Riemann invariants $\mathbf{w}$ and the $y$-split problem of (5.17) is endowed with a coordinate system of Riemann invariants $\mathbf{v}$, the algorithm based on the nodal values $\left\{\mathbf{u}_{i, j}^{n}\right\}_{i=1, j=1}^{N, M}$ at time level $t^{n}$ is given as follows, where the superscript $n$ is omitted for brevity and computation is carried out for all $i=1,2, \ldots, N, j=1,2, \ldots, M$ :

1. Calculate the coordinate systems of Riemann invariants $\mathbf{w}_{i, j}=\mathbf{w}\left(\mathbf{u}_{i, j}\right)$ and $\mathbf{v}_{i, j}=\mathbf{v}\left(\mathbf{u}_{i, j}\right)$.
2. Perform the WENO interpolation introduced in Section 5.3.1 on $\left\{\mathbf{w}_{i, j}\right\}_{i=1, j=1}^{N, M}$ and $\left\{\mathbf{v}_{i, j}\right\}_{i=1, j=1}^{N, M}$ to obtain $\mathbf{w}_{i+\frac{1}{2}, j}^{-}=\operatorname{weno}\left(\mathbf{w}_{i-r+1, j}, \ldots, \mathbf{w}_{i+r-1, j}\right), \mathbf{w}_{i+\frac{1}{2}, j}^{+}=$ $\operatorname{weno}\left(\mathbf{w}_{i+r, j}, \ldots, \mathbf{w}_{i-r+2, j}\right)$, and $\mathbf{v}_{i, j+\frac{1}{2}}^{-}=\operatorname{weno}\left(\mathbf{v}_{i, j-r+1}, \ldots, \mathbf{v}_{i, j+r-1}\right), \mathbf{v}_{i, j+\frac{1}{2}}^{+}=$ $\operatorname{weno}\left(\mathbf{v}_{i, j+r}, \ldots, \mathbf{v}_{i, j-r+2}\right)$.
3. Calculate $\mathbf{u}_{i+\frac{1}{2}, j}^{ \pm}=\mathbf{u}\left(\mathbf{w}_{i+\frac{1}{2}, j}^{ \pm}\right)$and $\mathbf{u}_{i, j+\frac{1}{2}}^{ \pm}=\mathbf{u}\left(\mathbf{v}_{i, j+\frac{1}{2}}^{ \pm}\right)$.
4. Calculate the numerical fluxes $\hat{\mathbf{f}}_{i+\frac{1}{2}, j}$ and $\hat{\mathbf{g}}_{i, j+\frac{1}{2}}$ to evolve the scheme (5.18) in time.

We adopt the same time marching approach in the algorithm as in the one space dimension.

### 5.4 Numerical tests

In this section, we study the accuracy, efficiency and essentially non-oscillatory performance of the algorithm established in the previous sections, and compare them with those of the component-wise and local characteristic decomposition based WENO methods. For convenience, the component-wise WENO, local characteristic decomposition based WENO and Riemann invariants based WENO methods shall be abbreviated to CW-WENO, LCD-WENO and RI-WENO, respectively. We adopt the Lax-Friedrichs flux as the lowest order term in the flux (5.15). The numerical tests are carried out for examples given in Section 5.2, except for the first one, as the RI-WENO and LCD-WENO are exactly the same for linear hyperbolic systems.

Example 5.4.1. (Accuracy and efficiency)

In this example, we compare the accuracy and efficiency of RI-WENO with those of the $C W-W E N O$ and LCD-WENO for the one dimensional shallow water equations (5.5).

It is easy to verify that, if $v(x, t)$ is a classic solution of the inviscid Burgers' equation $v_{t}+\left(\frac{v^{2}}{2}\right)_{x}=0$, then $h(x, t)=\frac{4}{9} v^{2}(x, t)$ and $u(x, t)=\frac{2}{3} v(x, t)$ are solutions of the shallow water equations with the gravitational constant $g=\frac{1}{4}$, thus we let $v(x, 0)=\frac{1}{2} \sin (x)+1$ to determine the corresponding initial conditions of $h$ and $u$. We set the the domain $\Omega=[0,2 \pi]$ and enforce the periodic boundary condition in the tests. The CFL conditions are taken as $\Delta t=\frac{1}{10 \lambda_{\max }} \Delta x^{\frac{2 r-1}{4}}$ in accuracy tests and $\Delta t=\frac{1}{10 \lambda_{\max }} \Delta x$ in efficiency tests, where $\lambda_{\max }=\|(|u|+\sqrt{g h})\|_{\infty}$, and the terminal time is $T=0.1$.

The errors and orders of convergence of CW-WENO, RI-WENO and LCDWENO for $h$ are given in Table 5.1, from which we can clearly observe that RIWENO has the same orders of convergence as those of $C W-W E N O$.

Moreover, we compare the CPU times of CW-WENO, RI-WENO and LCDWENO on different grids for different orders. The code is run on Oscar[1] with 1 core and $8 G B$ memory, and we count the CPU times by taking the average of 1000 trials of the complete computation. The results are given in Table 5.2, from which we can see that RI-WENO has roughly the same efficiency as $C W$-WENO while reduces considerable computational costs from LCD-WENO.

Example 5.4.2. (Shallow water equations in one dimension)

In this test, we compare the essentially non-oscillatory performance of RI-WENO

|  | method | CW-WENO |  | RI-WENO |  | LCD-WENO |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r$ | $N$ | $L^{1}$ error | order | $L^{1}$ error | order | $L^{1}$ error | order |
| 3 | 20 | $5.08 \mathrm{E}-04$ | - | $1.07 \mathrm{E}-04$ | - | $1.29 \mathrm{E}-03$ | - |
|  | 40 | $1.53 \mathrm{E}-05$ | 5.05 | $3.12 \mathrm{E}-06$ | 5.10 | $9.23 \mathrm{E}-05$ | 3.80 |
|  | 80 | $4.12 \mathrm{E}-07$ | 5.22 | $9.18 \mathrm{E}-08$ | 5.08 | $6.03 \mathrm{E}-06$ | 3.94 |
|  | 160 | $1.16 \mathrm{E}-08$ | 5.16 | $2.79 \mathrm{E}-09$ | 5.04 | $3.64 \mathrm{E}-07$ | 4.05 |
|  | 200 | $3.71 \mathrm{E}-09$ | 5.09 | $9.28 \mathrm{E}-10$ | 4.93 | $1.23 \mathrm{E}-07$ | 4.87 |
| 4 | 10 | $4.09 \mathrm{E}-03$ | - | $8.43 \mathrm{E}-04$ | - | $4.53 \mathrm{E}-03$ | - |
|  | 20 | $7.82 \mathrm{E}-05$ | 5.71 | $6.90 \mathrm{E}-06$ | 6.93 | $2.88 \mathrm{E}-04$ | 3.98 |
|  | 40 | $7.66 \mathrm{E}-07$ | 6.67 | $6.42 \mathrm{E}-08$ | 6.75 | $1.78 \mathrm{E}-05$ | 4.01 |
|  | 60 | $5.81 \mathrm{E}-08$ | 6.36 | $5.61 \mathrm{E}-09$ | 6.01 | $3.63 \mathrm{E}-06$ | 3.92 |
| 5 | 10 | $1.75 \mathrm{E}-03$ | - | $3.42 \mathrm{E}-04$ | - | $2.12 \mathrm{E}-03$ | - |
|  | 20 | $8.11 \mathrm{E}-06$ | 7.76 | $8.91 \mathrm{E}-07$ | 8.58 | $3.89 \mathrm{E}-05$ | 5.77 |
|  | 30 | $1.87 \mathrm{E}-07$ | 9.30 | $2.04 \mathrm{E}-08$ | 9.32 | $3.26 \mathrm{E}-06$ | 6.12 |
|  | 40 | $1.41 \mathrm{E}-08$ | 9.00 | $1.28 \mathrm{E}-09$ | 9.62 | $3.65 \mathrm{E}-07$ | 7.61 |
| 6 | 12 | $2.11 \mathrm{E}-04$ | - | $3.86 \mathrm{E}-05$ | - | $2.84 \mathrm{E}-04$ | - |
|  | 20 | $1.93 \mathrm{E}-06$ | 9.20 | $2.68 \mathrm{E}-07$ | 9.73 | $9.25 \mathrm{E}-06$ | 6.70 |
|  | 30 | $1.89 \mathrm{E}-08$ | 11.40 | $2.92 \mathrm{E}-09$ | 11.15 | $4.76 \mathrm{E}-07$ | 7.32 |
|  | 40 | $9.34 \mathrm{E}-10$ | 10.46 | $1.09 \mathrm{E}-10$ | 11.41 | $3.81 \mathrm{E}-08$ | 8.78 |

Table 5.1: Accuracy of $h$ of different WENO methods in Example 5.4.1

|  | method | CW-WENO | RI-WENO | LCD-WENO |
| :---: | :---: | :---: | :---: | :---: |
| $r$ | $N$ | CPU time $(\mathrm{s})$ | CPU time $(\mathrm{s})$ | CPU time $(\mathrm{s})$ |
| 3 | 50 | $1.58 \mathrm{E}-03$ | $1.74 \mathrm{E}-03$ | $3.55 \mathrm{E}-03$ |
|  | 100 | $6.22 \mathrm{E}-03$ | $6.52 \mathrm{E}-03$ | $1.44 \mathrm{E}-02$ |
|  | 150 | $9.94 \mathrm{E}-03$ | $1.07 \mathrm{E}-02$ | $2.77 \mathrm{E}-02$ |
|  | 200 | $1.72 \mathrm{E}-02$ | $1.84 \mathrm{E}-02$ | $4.87 \mathrm{E}-02$ |
| 4 | 50 | $2.78 \mathrm{E}-03$ | $2.97 \mathrm{E}-03$ | $5.27 \mathrm{E}-03$ |
|  | 100 | $1.08 \mathrm{E}-02$ | $1.13 \mathrm{E}-02$ | $2.11 \mathrm{E}-02$ |
|  | 150 | $2.03 \mathrm{E}-02$ | $2.10 \mathrm{E}-02$ | $4.35 \mathrm{E}-02$ |
|  | 200 | $3.35 \mathrm{E}-02$ | $3.69 \mathrm{E}-02$ | $6.76 \mathrm{E}-02$ |
| 5 | 50 | $3.78 \mathrm{E}-03$ | $3.95 \mathrm{E}-03$ | $6.50 \mathrm{E}-03$ |
|  | 100 | $1.47 \mathrm{E}-02$ | $1.52 \mathrm{E}-02$ | $2.60 \mathrm{E}-02$ |
|  | 150 | $2.88 \mathrm{E}-02$ | $2.96 \mathrm{E}-02$ | $5.42 \mathrm{E}-02$ |
|  | 200 | $4.65 \mathrm{E}-02$ | $5.18 \mathrm{E}-02$ | $8.38 \mathrm{E}-02$ |
| 6 | 50 | $4.84 \mathrm{E}-03$ | $5.01 \mathrm{E}-03$ | $7.94 \mathrm{E}-03$ |
|  | 100 | $1.90 \mathrm{E}-02$ | $1.95 \mathrm{E}-02$ | $3.18 \mathrm{E}-02$ |
|  | 150 | $3.81 \mathrm{E}-02$ | $3.88 \mathrm{E}-02$ | $6.71 \mathrm{E}-02$ |
|  | 200 | $6.57 \mathrm{E}-02$ | $6.76 \mathrm{E}-02$ | $1.03 \mathrm{E}-01$ |

Table 5.2: CPU times of different WENO methods in Example 5.4.1
with that of $C W-W E N O$ and LCD-WENO for the shallow water equations (5.5) in one dimension.

We first solve a Riemann problem with $g=10$ and the initial condition

$$
h(x, 0)=\left\{\begin{array}{ll}
0.125, & x<0 \\
1.000, & x>0
\end{array} \quad, \quad u(x, 0)=0\right.
$$

on the domain $\Omega=[-5,5]$ with the partition $N=200$. The plots of $h$ of different methods at $T=1$ are compared in Figure 5.2, where the reference solution are given by the exact Riemann solver.

We then solve a periodic boundary problem with $g=1$ and the initial condition

$$
h(x, 0)=\left\{\begin{array}{ll}
2.0, & 0<x<10 \\
1.5, & 10<x<20
\end{array} \quad, \quad u(x, 0)=0\right.
$$

on the domain $\Omega=[0,20]$ with the partition $N=200$. The plots of $h$ of different methods at $T=20$ are compared in Figure 5.3, where the reference solution is obtained from the fifth order LCD-WENO on a grid containing 10000 cells.

By comparison, we observe the essentially non-oscillatory effect of RI-WENO is much better than CW-WENO, and similar to LCD-WENO.

Example 5.4.3. (Shallow water equations in two dimensions)

In this test, we compare the essentially non-oscillatory performance of RI-WENO with that of $C W-W E N O$ and LCD-WENO for the shallow water equations (5.6) in two dimensions.


Figure 5.2: Solution $h$ of different WENO methods for the Riemann problem in Example 5.4.2.


Figure 5.3: Solution $h$ of different WENO methods for the periodic boundary problem in Example 5.4.2.

We solve a periodic boundary problem with $g=1$ and the initial condition

$$
h(x, y, 0)=\left\{\begin{array}{ll}
2.5, & 0<x<10,0<y<10 \\
2.0, & 0<x<10,10<y<20 \\
0.5, & 10<x<20,0<y<10 \\
1.5, & 10<x<20,10<y<20
\end{array} \quad, \quad u(x, y, 0)=v(x, y, 0)=0\right.
$$

on the domain $\Omega=[0,20]^{2}$ with $N=M=200$.

The contours of $h$ of different methods at $T=5$ are shown in Figure 5.4, from which we can observe oscillations in the fourth quadrant in $C W$-WENO are eliminated by RI-WENO and LCD-WENO. Moreover, we plot the cut of halong $y=10$ for different methods, and compare them with the reference solution obtained from the fifth order LCD-WENO on a $1000 \times 1000$ grid in Figure 5.5, from which we can see the non-oscillatory fashion of RI-WENO.

Example 5.4.4. (Equations of electrophoresis)

In this test, we compare the essentially non-oscillatory performance of RI-WENO with that of $C W-W E N O$ and LCD-WENO for the electrophoresis equations (5.7).

We solve the three-component periodic boundary problem with the electrophoretic mobilities $c_{1}=2, c_{2}=4, c_{3}=5$, and the initial condition

$$
u_{1}(x, 0)=\left\{\begin{array}{ll}
1, & 0<x<\frac{\pi}{2} \\
0.01, & \frac{\pi}{2}<x<2 \pi
\end{array}, u_{2}(x, 0)=\left\{\begin{array}{ll}
0.01, & 0<x<\frac{3 \pi}{2} \\
1, & \frac{3 \pi}{2}<x<2 \pi
\end{array}, u_{3}(x, 0)=1\right.\right.
$$

on the domain $\Omega=[0,2 \pi]$ with $N=200$.

(a) CW-WENO, $r=3$

(d) CW-WENO, $r=4$

(g) CW-WENO, $r=5$

(j) CW-WENO, $r=6$

(b) RI-WENO, $r=3$

(e) RI-WENO, $r=4$

(h) RI-WENO, $r=5$

(k) RI-WENO, $r=6$

(c) LCD-WENO, $r=3$

(f) LCD-WENO, $r=4$

(i) LCD-WENO, $r=5$

(l) LCD-WENO, $r=6$

Figure 5.4: Contours of $h$ of difference WENO methods in Example 5.4.3.


Figure 5.5: Cut of $h$ along $y=10$ of difference WENO methods in Example 5.4.3.

The plots of $u_{1}$ of different methods at $T=0.5$ are compared in Figure 5.6, where the reference solution is obtained from the fifth order LCD-WENO on a grid containing 10000 cells. The results of RI-WENO apparently have much less oscillation compared with those of $C W-W E N O$ and similar fashion with LCD-WENO.


Figure 5.6: Solution $u_{1}$ of different WENO methods in Example 5.4.4.
Example 5.4.5. (Equations of planar electromagnetic wave)

In this test, we compare the essentially non-oscillatory performance of RI-WENO with that of $C W-W E N O$ and $L C D-W E N O$ for the planar electromagnetic wave equations (5.8). One can check that, if the electromagnetic energy satisfies $\frac{\Psi^{\prime}(r)}{r}=r^{\alpha}$ for some $\alpha>0$, the 1, 2-Riemann invariants of the smaller hyperbolic system in Example 5.2.4 have the expressions $w_{3}(p, q)=p-q G^{-1}\left(\log \frac{1}{q}\right)$ and $w_{4}(p, q)=p+q G^{-1}\left(\log \frac{1}{q}\right)$, where $G(\cdot)$ is defined in the Appendix C.2.

We solve the periodic boundary problem with $\alpha=2$ and the initial condition

$$
B_{1}(x, 0)=\left\{\begin{array}{ll}
1, & 0<x<2 \\
0, & 2<x<4
\end{array}, \quad B_{2}(x, 0)=D_{1}(x, 0)=D_{2}(x, 0)=1\right.
$$

on the domain $\Omega=[0,4]$ with $N=400$.

The plots of $D_{1}$ of different methods at $T=0.3$ are compared in Figure 5.7, where the reference solution is obtained from the fifth order LCD-WENO on a grid containing 10000 cells. From the comparison, we can see that RI-WENO has excellent essentially non-oscillatory performance.

### 5.5 Concluding remarks

In this chapter, we establish a local characteristic decomposition free WENO method for hyperbolic system of conservation laws endowed with a coordinate system of Riemann invariants. We apply the WENO procedure to the coordinate system of Riemann invariants instead of the local characteristic fields of the hyperbolic system, thereby the efficiency is improved significantly. Due to the nonlinear algebraic relation of Riemann invariants and conserved variables/fluxes, we have to adopt the


Figure 5.7: Solution $D_{1}$ of different WENO methods in Example 5.4.5.
interpolation based alternative formulation of finite difference WENO method. Numerical tests show that the Riemann invariants based WENO method has optimal order of convergence and roughly the same efficiency as that of the componentswise WENO, but its essentially non-oscillatory fashion is similar to that of local characteristic decomposition based WENO.

## Chapter Six

## Conclusion

This dissertation is based on the work in [87, 86, 85, 84], with the main contributions on designing third order bound-preserving Lax-Wendroff discontinuous Galerkin methods for scalar conservation laws and the Euler equations, establishing positivity-preserving discontinuous Galerkin methods for stationary hyperbolic balance laws, and proposing an efficient (local characteristic decomposition free) finite difference weighted essentially non-oscillatory scheme for the systems of hyperbolic conservation laws endowed with a coordinate system of Riemann invariants.

In the first topic of this dissertation, we have designed third order maximum-principle-satisfying DG methods for scalar conservation laws and positivity-preserving DG methods for the Euler equations based on the Lax-Wendroff temporal discretization, within the Zhang-Shu bound-preserving framework [93, 94]. For the first order spatial derivatives in the equations, we adopt the classic Lax-Friedrichs flux used in the bound-preserving work[93, 94], so that the proofs of the bound-preserving of this part can be omitted. The main difficulty of the bound-preserving Lax-Wendroff DG methods is the appearance of high order derivatives and mixed derivatives (in high dimensions) resulting from the Lax-Wendroff procedure. We adopt the boundpreserving DDG flux in [11] and the average fluxes to discretize the second and third order derivatives, respectively, such that the high order part is also bound-preserving. As for the mixed derivatives, by carefully designed expansions of high order temporal derivatives, we avoid their appearance in our numerical schemes, which is the key to the success of bound-preserving in high dimensions. Finally, we prove that, under suitable CFL conditions, the cell average of the LWDG scheme at the next time step is bounded, provided the solution stays in the desired bounds at the current time step. The scaling limiters, which were proved not to affect the high order accuracy and mass conservation of solutions, can then be used to enforce the bounds for the whole solution at the next time step, hence closing the loop of the bound-preserving

## LWDG algorithm.

For stationary hyperbolic equations, it is known that their physical solutions are nonnegative, provided the corresponding boundary conditions and source terms are nonnegative. In the second topic, we establish the positivity-preserving DG methods for this kind of equation. We first follow the studies of Yuan et al. (2016) [90] and Ling et al. (2018) [46] in the Zhang-Shu bound-preserving framework [93], to rigorously preserve the positivity of cell averages of the designed DG scheme so that the conservative scaling limiter can be used to attain positivity without affecting accuracy. Via suitable quadrature rules in the DG formulation, we have successfully constructed the positivity-preserving scheme with the accuracy of arbitrarily high order for the variable coefficient equation (3.1) with $\lambda=0$, and second and third orders for the variable coefficient equation (3.1) with $\lambda>0$ and the nonlinear equation (3.2) with $\lambda \geq 0$, in one space dimension. Moreover, we have proposed the positivity-preserving scheme for constant coefficient equations with arbitrarily high order accuracy in two space dimensions and arbitrary odd order accuracy in three space dimensions. In a further study of this topic, we clarify a more appropriate definition of mass conservation for stationary hyperbolic equations. Instead of preserving the cell averages as we did in the previous work, we preserve the sum of the cell average and outflow fluxes in each cell. Novel conservative positivity-preserving limiters are proposed to accommodate the new definition of conservation, and their accuracy is investigated. The genuinely conservative high order positivity-preserving DG methods are established based on this definition. The new methods are able to preserve the positivity of more general types of equations with much simpler implementations and easier proofs for accuracy and the Lax-Wendroff theorem, compared with the previous methods.

In the last topic, we propose a local characteristic decomposition free finite dif-
ference WENO scheme for a particular class of systems of hyperbolic conservation laws, including the shallow water equations, equations of electrophoresis, and the planar electromagnetic waves in isotropic dielectrics, etc. As observed from numerical practices, e.g. [51, 59], the reconstruction performed on conservative variables is worse than the reconstruction on characteristic variables for the shock capturing fidelity of numerical methods for hyperbolic systems. Due to this reason, the local characteristic decomposition technique is widely used in the computation of compressible fluid dynamics, though it is computationally expensive. The main goal of our work is to find an alternative to the characteristic variables in the WENO reconstruction/interpolation procedure to avoid the expensive computational cost spent on local characteristic decomposition. As analyzed per the example of Riemann problems, the coordinate system of Riemann invariants admits only one major discontinuity in each component, thus it is expected to provide good shock capturing fidelity when WENO procedure is applied to it. We have verified this conjecture through extensive numerical experiments. By comparison, the Riemann invariants based WENO method has roughly the same efficiency as that of the components-wise WENO, which saves roughly half of the simulation time from the local characteristic decomposition based WENO scheme, but its essentially non-oscillatory fashion is similar to that of the local characteristic decomposition based WENO.

## APPENDIX

## Appendix A

## Appendix for Chapter 2

## A. 1 Skipped details of CFL conditions and proofs of bound-preserving for the scalar conservation law and Euler equations

## A.1.1 Constants in the CFL condition (2.29)

Denote
$M_{1}^{f}=\max _{m \leq u \leq M}\left|f^{\prime}(u)\right|$,
$M_{2}^{f}=\max _{m \leq u \leq M}\left|f^{\prime \prime}(u)\right|$,
$M_{1}^{g}=\max _{m \leq u \leq M}\left|g^{\prime}(u)\right|$,
$M_{2}^{g}=\max _{m \leq u \leq M}\left|g^{\prime \prime}(u)\right|$,
then the constants $Q_{1}$ and $Q_{2}$ in the CFL condition (2.29) are defined as:
$Q_{1}=\min \left\{q_{1}^{1}, q_{2}^{1}, \ldots, q_{6}^{1}\right\}$, where
$q_{1}^{1}=\frac{1}{8 M_{1}^{f}} \min _{\gamma} \hat{\omega}_{\gamma}$,
$q_{2}^{1}=\frac{1}{4} \frac{4 \beta_{1}-\frac{1}{2}}{5(M-m) M_{2}^{f}+\frac{4}{3} M_{1}^{f}}$,
$q_{3}^{1}=\frac{1}{4} \frac{2-8 \beta_{1}}{20(M-m) M_{2}^{f}+\frac{8}{3} M_{1}^{f}}$,
$q_{4}^{1}=\frac{1}{4} \frac{\beta_{0}-\frac{3}{2}+4 \beta_{1}}{15(M-m) M_{2}^{f}+\frac{4}{3} M_{1}^{f}}$,
$q_{5}^{1}=\frac{1}{4} \frac{\hat{\omega}_{1}^{1 / 2}}{M_{1}^{f}\left(\beta_{0}-1+4 \beta_{1}\right)^{1 / 2}}$,
$q_{6}^{1}=\frac{1}{4} \frac{\hat{\omega}_{N_{q}}^{1 / 2}}{M_{1}^{f}\left(6-24 \beta_{1}\right)^{1 / 2}}$,
$Q_{2}=\min \left\{q_{1}^{2}, q_{2}^{2}, \ldots, q_{6}^{2}\right\}$, where
$q_{1}^{2}=\frac{1}{8 M_{1}^{g}} \min _{\gamma} \hat{\omega}_{\gamma}$,
$q_{2}^{2}=\frac{1}{4} \frac{4 \beta_{1}-\frac{1}{2}}{5(M-m) M_{2}^{g}+\frac{4}{3} M_{1}^{g}}$,
$q_{3}^{2}=\frac{1}{4} \frac{2-8 \beta_{1}}{20(M-m) M_{2}^{g}+\frac{8}{3} M_{1}^{g}}$,
$q_{4}^{2}=\frac{1}{4} \frac{\beta_{0}-\frac{3}{2}+4 \beta_{1}}{15(M-m) M_{2}^{9}+\frac{4}{3} M_{1}^{g}}$,
$q_{5}^{2}=\frac{1}{4} \frac{\hat{\omega}_{1}^{1 / 2}}{M_{1}^{g}\left(\beta_{0}-1+4 \beta_{1}\right)^{1 / 2}}$,

$$
q_{6}^{2}=\frac{1}{4} \frac{\hat{\omega}_{N_{q}}^{1 / 2}}{M_{1}^{g}\left(6-24 \beta_{1}\right)^{1 / 2}},
$$

Define
$c_{1}=M_{1}^{f} M_{1}^{g}+Q_{2}\left(10(M-m) M_{1}^{f} M_{1}^{g} M_{2}^{g}+5(M-m) M_{1}^{g 2} M_{2}^{f}+2 M_{1}^{f} M_{1}^{g 2}\right)$,
$c_{2}=M_{1}^{f} M_{1}^{g}+Q_{1}\left(10(M-m) M_{1}^{f} M_{1}^{g} M_{2}^{f}+5(M-m) M_{1}^{f^{2}} M_{2}^{g}+2 M_{1}^{g} M_{1}^{f^{2}}\right)$,
then $Q_{3}$ and $Q_{4}$ in (2.29) are defined as:
$Q_{3}=\min \left\{q_{1}^{3}, q_{2}^{3}, q_{3}^{3}, q_{4}^{3}\right\}$, where
$q_{1}^{3}=\frac{\hat{\omega}_{1}^{2}}{2 \hat{\omega}_{1} \alpha_{x}^{1}+4 Q_{2} c_{1}}$,
$q_{2}^{3}=\frac{\hat{\omega}_{1} \hat{\omega}_{N_{q}}}{2 \hat{\omega}_{N q} \alpha_{x}^{1}+4 Q_{2} c_{1}}$,
$q_{3}^{3}=\frac{\hat{\omega}_{1} \alpha_{y}^{1}}{2 c_{2}}$,
$q_{4}^{3}=\frac{\hat{\omega}_{N_{q}} \alpha_{y}^{1}}{2 c_{2}}$,
$Q_{4}=\min \left\{q_{1}^{4}, q_{2}^{4}, q_{3}^{4}, q_{4}^{4}\right\}$, where
$q_{1}^{4}=\frac{\hat{\omega}_{1}^{2}}{2 \hat{\omega}_{1} \alpha_{y}^{1}+4 Q_{1} c_{2}}$,
$q_{2}^{4}=\frac{\hat{\omega}_{1} \hat{\omega}_{N_{q}}}{2 \hat{\omega}_{N q} \alpha_{y}^{1}+4 Q_{1} c_{2}}$,
$q_{3}^{4}=\frac{\hat{\omega}_{1} \alpha_{x}^{1}}{2 c_{1}}$,
$q_{4}^{4}=\frac{\hat{\omega}_{N_{q}} \alpha_{x}^{1}}{2 c_{1}}$.

## A.1.2 Coefficients in the expansion (2.30)

For convenience, we introduce the constants

$$
d_{1}^{\gamma}=2 L_{-1}^{\prime}\left(\hat{r}_{\gamma}\right), \quad d_{2}^{\gamma}=2 L_{0}^{\prime}\left(\hat{r}_{\gamma}\right), \quad d_{3}^{\gamma}=2 L_{1}^{\prime}\left(\hat{r}_{\gamma}\right), \quad \gamma=1,2, \ldots, 2 N_{q}-1,
$$

where $L_{-1}, L_{0}, L_{1}$ are the Lagrange basis in (2.15) and $\left\{\hat{r}_{\gamma}, \gamma=1, \ldots, 2 N_{q}-1\right\}$ are the Gauss-Lobatto points on $[-1,1]$. It is clear that $\left|d_{i}^{\gamma}\right| \leq 4$, for $i=1,2,3, \gamma=$ $1,2, \ldots, 2 N_{q}-1$.

The coefficients $z_{1}, \ldots, z_{14, \beta}$ in the expansion (2.30) are defined as follows.

$$
\begin{aligned}
& z_{1}=\lambda_{x}\left(\frac{1}{2} \hat{\omega}_{1} \alpha_{x}^{1}+\lambda_{y} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \times\right. \\
& \left.\left(-\frac{1}{4} f^{\prime} g^{\prime} d_{1}^{\beta}+\frac{\Delta t}{12}\left(6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}+3 g^{\prime 2} f^{\prime \prime} u_{y}\right) d_{1}^{\beta}+\lambda_{y} f^{\prime} g^{\prime 2}\right)\left(x_{i-\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)\right) \\
& z_{2}=\lambda_{x}\left(\frac{1}{2} \hat{\omega}_{N_{q}} \alpha_{x}^{1}+\lambda_{y} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \times\right. \\
& \left.\left(-\frac{1}{4} f^{\prime} g^{\prime} d_{2}^{\beta}+\frac{\Delta t}{12}\left(6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}+3 g^{\prime 2} f^{\prime \prime} u_{y}\right) d_{2}^{\beta}-2 \lambda_{y} f^{\prime} g^{\prime 2}\right)\left(x_{i-\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)\right) \\
& z_{3}=\lambda_{x}\left(\frac{1}{2} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}+\lambda_{y} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \times\right. \\
& \left.\left(-\frac{1}{4} f^{\prime} g^{\prime} d_{3}^{\beta}+\frac{\Delta t}{12}\left(6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}+3 g^{\prime 2} f^{\prime \prime} u_{y}\right) d_{3}^{\beta}+\lambda_{y} f^{\prime} g^{\prime 2}\right)\left(x_{i-\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)\right) \\
& z_{4}=\frac{1}{4} \hat{\omega}_{1}^{2}-\frac{1}{2} \lambda_{x} \hat{\omega}_{1} \alpha_{x}^{1}+\lambda_{x} \lambda_{y} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \times \\
& \left(-\frac{1}{4} f^{\prime} g^{\prime} d_{1}^{\beta}+\frac{\Delta t}{12}\left(6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}+3 g^{\prime 2} f^{\prime \prime} u_{y}\right) d_{1}^{\beta}+\lambda_{y} f^{\prime} g^{\prime 2}\right)\left(x_{i-\frac{1}{2}}^{+}, \hat{y}_{\beta}\right) \\
& z_{5}=\frac{1}{4} \hat{\omega}_{1} \hat{\omega}_{N_{q}}-\frac{1}{2} \lambda_{x} \hat{\omega}_{N_{q}} \alpha_{x}^{1}+\lambda_{x} \lambda_{y} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \times \\
& \left(-\frac{1}{4} f^{\prime} g^{\prime} d_{2}^{\beta}+\frac{\Delta t}{12}\left(6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}+3 g^{\prime 2} f^{\prime \prime} u_{y}\right) d_{2}^{\beta}-2 \lambda_{y} f^{\prime} g^{\prime 2}\right)\left(x_{i-\frac{1}{2}}^{+}, \hat{y}_{\beta}\right) \\
& z_{6}=\frac{1}{4} \hat{\omega}_{1} \hat{\omega}_{2 N_{q}-1}-\frac{1}{2} \lambda_{x} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}+\lambda_{x} \lambda_{y} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \times \\
& \left(-\frac{1}{4} f^{\prime} g^{\prime} d_{3}^{\beta}+\frac{\Delta t}{12}\left(6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}+3 g^{\prime 2} f^{\prime \prime} u_{y}\right) d_{3}^{\beta}+\lambda_{y} f^{\prime} g^{\prime 2}\right)\left(x_{i-\frac{1}{2}}^{+}, \hat{y}_{\beta}\right) \\
& z_{7}=\frac{1}{4} \hat{\omega}_{1} \hat{\omega}_{2 N_{q}-1}-\frac{1}{2} \lambda_{x} \hat{\omega}_{1} \alpha_{x}^{1}+\lambda_{x} \lambda_{y} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \times \\
& \left(\frac{1}{4} f^{\prime} g^{\prime} d_{1}^{\beta}-\frac{\Delta t}{12}\left(6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}+3 g^{\prime 2} f^{\prime \prime} u_{y}\right) d_{1}^{\beta}-\lambda_{y} f^{\prime} g^{\prime 2}\right)\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)
\end{aligned}
$$

$$
\begin{aligned}
z_{8}= & \frac{1}{4} \hat{\omega}_{N_{q}} \hat{\omega}_{2 N_{q}-1}-\frac{1}{2} \lambda_{x} \hat{\omega}_{N_{q}} \alpha_{x}^{1}+\lambda_{x} \lambda_{y} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \times \\
& \left(\frac{1}{4} f^{\prime} g^{\prime} d_{2}^{\beta}-\frac{\Delta t}{12}\left(6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}+3 g^{\prime 2} f^{\prime \prime} u_{y}\right) d_{2}^{\beta}+2 \lambda_{y} f^{\prime} g^{\prime 2}\right)\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right) \\
z_{9}= & \frac{1}{4} \hat{\omega}_{2 N_{q}-1} \hat{\omega}_{2 N_{q}-1}-\frac{1}{2} \lambda_{x} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}+\lambda_{x} \lambda_{y} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \times \\
& \left(\frac{1}{4} f^{\prime} g^{\prime} d_{3}^{\beta}-\frac{\Delta t}{12}\left(6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}+3 g^{\prime 2} f^{\prime \prime} u_{y}\right) d_{3}^{\beta}-\lambda_{y} f^{\prime} g^{\prime 2}\right)\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right) \\
z_{10}= & \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{1} \alpha_{x}^{1}+\lambda_{y} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \times\right. \\
& \left.\left(\frac{1}{4} f^{\prime} g^{\prime} d_{1}^{\beta}-\frac{\Delta t}{12}\left(6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}+3 g^{\prime 2} f^{\prime \prime} u_{y}\right) d_{1}^{\beta}-\lambda_{y} f^{\prime} g^{\prime 2}\right)\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)\right) \\
z_{11}= & \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{N_{q}} \alpha_{x}^{1}+\lambda_{y} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \times\right. \\
& \left.\left(\frac{1}{4} f^{\prime} g^{\prime} d_{2}^{\beta}-\frac{\Delta t}{12}\left(6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}+3 g^{\prime 2} f^{\prime \prime} u_{y}\right) d_{2}^{\beta}+2 \lambda_{y} f^{\prime} g^{\prime 2}\right)\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)\right) \\
z_{12}= & \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}+\lambda_{y} \sum_{\beta=1}^{2 N_{q}-1} \hat{\omega}_{\beta} \times\right. \\
& \left.\left(\frac{1}{4} f^{\prime} g^{\prime} d_{3}^{\beta}-\frac{\Delta t}{12}\left(6 f^{\prime} g^{\prime} g^{\prime \prime} u_{y}+3 g^{\prime 2} f^{\prime \prime} u_{y}\right) d_{3}^{\beta}-\lambda_{y} f^{\prime} g^{\prime 2}\right)\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)\right), \\
z_{13, \beta}= & \frac{1}{4} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda_{x}}{2} \alpha_{x}^{1} \\
z_{14, \beta}= & \frac{1}{4} \hat{\omega}_{1}-\frac{\lambda_{x}}{2} \alpha_{x}^{1}
\end{aligned}
$$

Moreover, we have the following lower bound estimates for $z_{1}, \ldots, z_{14, \beta}$ under the

CFL condition (2.29).

$$
\begin{aligned}
z_{1} \geq & \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{1} \alpha_{x}^{1}-\lambda_{y} \times\right. \\
& \left.\quad\left(M_{1}^{f} M_{1}^{g}+Q_{2}\left(10(M-m) M_{1}^{f} M_{1}^{g} M_{2}^{g}+5(M-m) M_{1}^{g 2} M_{2}^{f}\right)+Q_{2} M_{1}^{f} M_{1}^{g 2}\right)\right) \geq 0 \\
z_{2} \geq & \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{N_{q}} \alpha_{x}^{1}-\lambda_{y} \times\right. \\
& \left.\quad\left(M_{1}^{f} M_{1}^{g}+Q_{2}\left(10(M-m) M_{1}^{f} M_{1}^{g} M_{2}^{g}+5(M-m) M_{1}^{g 2} M_{2}^{f}\right)+2 Q_{2} M_{1}^{f} M_{1}^{g 2}\right)\right) \geq 0 \\
z_{3} \geq & \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}-\lambda_{y} \times\right. \\
& \left.\quad\left(M_{1}^{f} M_{1}^{g}+Q_{2}\left(10(M-m) M_{1}^{f} M_{1}^{g} M_{2}^{g}+5(M-m) M_{1}^{g 2} M_{2}^{f}\right)+Q_{2} M_{1}^{f} M_{1}^{g 2}\right)\right) \geq 0 \\
z_{4} \geq & \frac{1}{4} \hat{\omega}_{1}^{2}-\frac{1}{2} \lambda_{x} \hat{\omega}_{1} \alpha_{x}^{1}-\lambda_{x} Q_{2} \times \\
& \quad\left(M_{1}^{f} M_{1}^{g}+Q_{2}\left(10(M-m) M_{1}^{f} M_{1}^{g} M_{2}^{g}+5(M-m) M_{1}^{g 2} M_{2}^{f}\right)+Q_{2} M_{1}^{f} M_{1}^{g 2}\right) \geq 0 \\
z_{5} \geq & \frac{1}{4} \hat{\omega}_{1} \hat{\omega}_{N_{q}}-\frac{1}{2} \lambda_{x} \hat{\omega}_{N_{q}} \alpha_{x}^{1}-\lambda_{x} Q_{2} \times \\
& \quad\left(M_{1}^{f} M_{1}^{g}+Q_{2}\left(10(M-m) M_{1}^{f} M_{1}^{g} M_{2}^{g}+5(M-m) M_{1}^{g 2} M_{2}^{f}\right)+2 Q_{2} M_{1}^{f} M_{1}^{g 2}\right) \geq 0 \\
z_{6} \geq & \frac{1}{4} \hat{\omega}_{1} \hat{\omega}_{2 N_{q}-1}-\frac{1}{2} \lambda_{x} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}-\lambda_{x} Q_{2} \times \\
& \quad\left(M_{1}^{f} M_{1}^{g}+Q_{2}\left(10(M-m) M_{1}^{f} M_{1}^{g} M_{2}^{g}+5(M-m) M_{1}^{g 2} M_{2}^{f}\right)+Q_{2} M_{1}^{f} M_{1}^{g 2}\right) \geq 0
\end{aligned}
$$

$$
\begin{aligned}
z_{7} \geq & \frac{1}{4} \hat{\omega}_{1} \hat{\omega}_{2 N_{q}-1}-\frac{1}{2} \lambda_{x} \hat{\omega}_{1} \alpha_{x}^{1}-\lambda_{x} Q_{2} \times \\
& \left(M_{1}^{f} M_{1}^{g}+Q_{2}\left(10(M-m) M_{1}^{f} M_{1}^{g} M_{2}^{g}+5(M-m) M_{1}^{g 2} M_{2}^{f}\right)+Q_{2} M_{1}^{f} M_{1}^{g 2}\right) \geq 0 \\
z_{8} \geq & \frac{1}{4} \hat{\omega}_{N_{q}} \hat{\omega}_{2 N_{q}-1}-\frac{1}{2} \lambda_{x} \hat{\omega}_{N_{q}} \alpha_{x}^{1}-\lambda_{x} Q_{2} \times \\
& \left(M_{1}^{f} M_{1}^{g}+Q_{2}\left(10(M-m) M_{1}^{f} M_{1}^{g} M_{2}^{g}+5(M-m) M_{1}^{g 2} M_{2}^{f}\right)+2 Q_{2} M_{1}^{f} M_{1}^{g 2}\right) \geq 0 \\
z_{9} \geq & \frac{1}{4} \hat{\omega}_{2 N_{q}-1}^{2}-\frac{1}{2} \lambda_{x} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}-\lambda_{x} Q_{2} \times \\
& \left(M_{1}^{f} M_{1}^{g}+Q_{2}\left(10(M-m) M_{1}^{f} M_{1}^{g} M_{2}^{g}+5(M-m) M_{1}^{g 2} M_{2}^{f}\right)+Q_{2} M_{1}^{f} M_{1}^{g 2}\right) \geq 0 \\
z_{10} \geq & \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{1} \alpha_{x}^{1}-\lambda_{y} \times\right. \\
& \left.\left(M_{1}^{f} M_{1}^{g}+Q_{2}\left(10(M-m) M_{1}^{f} M_{1}^{g} M_{2}^{g}+5(M-m) M_{1}^{g 2} M_{2}^{f}\right)+Q_{2} M_{1}^{f} M_{1}^{g 2}\right)\right) \geq 0 \\
z_{11} \geq & \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{N_{q}} \alpha_{x}^{1}-\lambda_{y} \times\right. \\
& \left.\left(M_{1}^{f} M_{1}^{g}+Q_{2}\left(10(M-m) M_{1}^{f} M_{1}^{g} M_{2}^{g}+5(M-m) M_{1}^{g 2} M_{2}^{f}\right)+2 Q_{2} M_{1}^{f} M_{1}^{g 2}\right)\right) \geq 0 \\
z_{12} \geq & \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}-\lambda_{y} \times\right. \\
& \left.\left(M_{1}^{f} M_{1}^{g}+Q_{2}\left(10(M-m) M_{1}^{f} M_{1}^{g} M_{2}^{g}+5(M-m) M_{1}^{g 2} M_{2}^{f}\right)+Q_{2} M_{1}^{f} M_{1}^{g 2}\right)\right) \geq 0
\end{aligned}
$$

and $z_{13, \beta}, z_{14, \beta} \geq 0, \forall \beta$.

## A.1.3 Coefficients in the expansion (2.41)

The coefficients of the expansion (2.41) are

$$
\begin{aligned}
z_{10}= & \lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(4 \beta_{1}-\frac{1}{2}\right)+\frac{\Delta t}{12} \hat{\gamma}(3+\gamma)\left(u_{x}\right)_{j-\frac{1}{2}}^{-}+\lambda \hat{\gamma} u_{j-\frac{1}{2}}^{-}\right) e_{j-\frac{3}{2}}^{+} \\
z_{11}= & \lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(2-8 \beta_{1}\right)-\frac{\Delta t}{3} \hat{\gamma}(3+\gamma)\left(u_{x}\right)_{j-\frac{1}{2}}^{-}-2 \lambda \hat{\gamma} u_{j-\frac{1}{2}}^{-}\right) e_{j-1} \\
z_{12}= & \lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+\frac{\Delta t^{2}}{12 \lambda} \hat{\gamma} \gamma\left(u_{x x}\right)_{j-\frac{1}{2}}^{-}+\frac{\Delta t}{4} \hat{\gamma}(3+\gamma)\left(u_{x}\right)_{j-\frac{1}{2}}^{-}+\lambda \hat{\gamma} u_{j-\frac{1}{2}}^{-}\right) e_{j-\frac{1}{2}}^{-} \\
z_{13}= & \frac{1}{4} \hat{\omega}_{1}-\lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(4 \beta_{1}-\frac{1}{2}\right)+\frac{\hat{\gamma}}{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+\frac{\Delta t}{12} \hat{\gamma}(3+\gamma)\left(u_{x}\right)_{j+\frac{1}{2}}^{-}\right. \\
& \left.-\frac{\Delta t^{2}}{12 \lambda} \hat{\gamma} \gamma\left(u_{x x}\right)_{j-\frac{1}{2}}^{+}+\frac{\Delta t}{4} \hat{\gamma}(3+\gamma)\left(u_{x}\right)_{j-\frac{1}{2}}^{+}+\lambda \hat{\gamma} u_{j+\frac{1}{2}}^{-}-\lambda \hat{\gamma} u_{j-\frac{1}{2}}^{+}\right) e_{j-\frac{1}{2}}^{+} \\
z_{14}= & \frac{1}{4} \hat{\omega}_{N_{q}}-\lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(2-8 \beta_{1}\right)+\frac{\hat{\gamma}}{2}\left(2-8 \beta_{1}\right)-\frac{\Delta t}{3} \hat{\gamma}(3+\gamma)\left(u_{x}\right)_{j-\frac{1}{2}}^{+}\right. \\
& \left.-\frac{\Delta t}{3} \hat{\gamma}(3+\gamma)\left(u_{x}\right)_{j+\frac{1}{2}}^{-}-2 \lambda \hat{\gamma} u_{j+\frac{1}{2}}^{-}+2 \lambda \hat{\gamma} u_{j-\frac{1}{2}}^{+}\right) e_{j} \\
z_{15}= & \frac{1}{4} \hat{\omega}_{2 N_{q}-1}-\lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+\frac{\hat{\gamma}}{2}\left(4 \beta_{1}-\frac{1}{2}\right)+\frac{\Delta t^{2}}{12 \lambda} \hat{\gamma} \gamma\left(u_{x x}\right)_{j+\frac{1}{2}}^{-}\right. \\
& \left.+\frac{\Delta t}{12} \hat{\gamma}(3+\gamma)\left(u_{x}\right)_{j-\frac{1}{2}}^{+}+\frac{\Delta t}{4} \hat{\gamma}(3+\gamma)\left(u_{x}\right)_{j+\frac{1}{2}}^{-}-\lambda \hat{\gamma} u_{j-\frac{1}{2}}^{+}+\lambda \hat{\gamma} u_{j+\frac{1}{2}}^{-}\right) e_{j+\frac{1}{2}}^{-} \\
z_{16}= & \lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)-\frac{\Delta t^{2}}{12 \lambda} \hat{\gamma} \gamma\left(u_{x x}\right)_{j+\frac{1}{2}}^{+}+\frac{\Delta t}{4} \hat{\gamma}(3+\gamma)\left(u_{x}\right)_{j+\frac{1}{2}}^{+}-\lambda \hat{\gamma} u_{j+\frac{1}{2}}^{+}\right) e_{j+\frac{1}{2}}^{+} \\
z_{17}= & \lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(2-8 \beta_{1}\right)-\frac{\Delta t}{3} \hat{\gamma}(3+\gamma)\left(u_{x}\right)_{j+\frac{1}{2}}^{+}+2 \lambda \hat{\gamma} u_{j+\frac{1}{2}}^{+}\right) e_{j+1} \\
z_{18}= & \lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(4 \beta_{1}-\frac{1}{2}\right)+\frac{\Delta t}{12} \hat{\gamma}(3+\gamma)\left(u_{x}\right)_{j+\frac{1}{2}}^{+}-\lambda \hat{\gamma} u_{j+\frac{1}{2}}^{+}\right) e_{j+\frac{3}{2}}^{-}
\end{aligned}
$$

Under the condition $\lambda \leq \min \left\{q_{7}, q_{8}, q_{9}, q_{10}, q_{11}\right\}$, we have the estimates as follows

$$
\begin{aligned}
z_{10} \geq & \lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(4 \beta_{1}-\frac{1}{2}\right)-\frac{\Delta t}{12} \hat{\gamma}(3+\gamma)\left\|u_{x}\right\|_{\infty}-\lambda \hat{\gamma}\|u\|_{\infty}\right) e_{j-\frac{3}{2}}^{+} \geq 0, \\
z_{11} \geq & \geq \lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(2-8 \beta_{1}\right)-\frac{\Delta t}{3} \hat{\gamma}(3+\gamma)\left\|u_{x}\right\|_{\infty}-2 \lambda \hat{\gamma}\|u\|_{\infty}\right) e_{j-1} \geq 0, \\
z_{12} \geq & \lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)-\frac{\Delta t^{2}}{12 \lambda} \hat{\gamma} \gamma\left\|u_{x x}\right\|_{\infty}-\frac{\Delta t}{4} \hat{\gamma}(3+\gamma)\left\|u_{x}\right\|_{\infty}-\lambda \hat{\gamma}\|u\|_{\infty}\right) e_{j-\frac{1}{2}}^{-} \geq 0, \\
z_{13} \geq & \frac{1}{4} \hat{\omega}_{1}-\lambda^{2} \times \\
& \quad\left(\frac{\hat{\gamma}}{2}\left(\beta_{0}-2+8 \beta_{1}\right)+\frac{\Delta t^{2}}{12 \lambda} \hat{\gamma} \gamma\left\|u_{x x}\right\|_{\infty}+\frac{\Delta t}{3} \hat{\gamma}(3+\gamma)\left\|u_{x}\right\|_{\infty}+2 \lambda \hat{\gamma}\|u\|_{\infty}\right)\|e\|_{\infty} \geq 0, \\
z_{14} \geq & \frac{1}{4} \hat{\omega}_{N_{q}}-\lambda^{2}\left(\hat{\gamma}\left(2-8 \beta_{1}\right)+\frac{2 \Delta t}{3} \hat{\gamma}(3+\gamma)\left\|u_{x}\right\|_{\infty}+4 \lambda \hat{\gamma}\|u\|_{\infty}\right)\|e\|_{\infty} \geq 0, \\
z_{15} \geq & \frac{1}{4} \hat{\omega}_{2 N_{q}-1}-\lambda^{2} \times \\
& \quad\left(\frac{\hat{\gamma}}{2}\left(\beta_{0}-2+8 \beta_{1}\right)+\frac{\Delta t^{2}}{12 \lambda} \hat{\gamma} \gamma\left\|u_{x x}\right\|_{\infty}+\frac{\Delta t}{3} \hat{\gamma}(3+\gamma)\left\|u_{x}\right\|_{\infty}+2 \lambda \hat{\gamma}\|u\|_{\infty}\right)\|e\|_{\infty} \geq 0, \\
z_{16} \geq & \lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)-\frac{\Delta t^{2}}{12 \lambda} \hat{\gamma} \gamma\left\|u_{x x}\right\|_{\infty}-\frac{\Delta t}{4} \hat{\gamma}(3+\gamma)\left\|u_{x}\right\|_{\infty}-\lambda \hat{\gamma}\|u\|_{\infty}\right) e_{j+\frac{1}{2}}^{+} \geq 0, \\
z_{17} \geq & \geq \lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(2-8 \beta_{1}\right)-\frac{\Delta t}{3} \hat{\gamma}(3+\gamma)\left\|u_{x}\right\|_{\infty}-2 \lambda \hat{\gamma}\|u\|_{\infty}\right) e_{j+1} \geq 0, \\
z_{18} \geq & \lambda^{2}\left(\frac{\hat{\gamma}}{2}\left(4 \beta_{1}-\frac{1}{2}\right)-\frac{\Delta t}{12} \hat{\gamma}(3+\gamma)\left\|u_{x}\right\|_{\infty}-\lambda \hat{\gamma}\|u\|_{\infty}\right) e_{j+\frac{3}{2}}^{-} \geq 0,
\end{aligned}
$$

## A.1.4 Constants in the CFL condition (2.55)

$Q_{1}=\min \left\{q_{1}^{1}, q_{2}^{1}, \ldots, q_{11}^{1}\right\}$, where
$q_{1}^{1}=\frac{\hat{\omega}_{1}}{8 \|\left((|u|+c) \|_{\infty}\right.}$,
$q_{2}^{1}=\frac{1}{4} \frac{6\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)}{\Delta x^{2}\left\|u_{x x}\right\|_{\infty}+6 \Delta x \mid u_{x}\left\|_{\infty}+4\right\| u \|_{\infty}}$,
$q_{3}^{1}=\frac{1}{4} \frac{3\left(2-8 \beta_{1}\right)}{4\left(\Delta x \mid\left\|u_{x}\right\|_{\infty}+\|u\|_{\infty}\right)}$,
$q_{4}^{1}=\frac{1}{4} \frac{3\left(4 \beta_{1}-\frac{1}{2}\right)}{\Delta x\left\|u_{x}\right\|_{\infty}+2\|u\|_{\infty}}$,
$q_{5}^{1}=\frac{1}{8\|u\|_{\infty}}\left(\frac{\hat{\omega}_{1}}{\beta_{0}-2+8 \beta_{1}}\right)^{\frac{1}{2}}$,
$q_{6}^{1}=\frac{1}{8\|u\|_{\infty}}\left(\frac{\hat{\omega}_{N_{q}}}{2\left(2-8 \beta_{1}\right)}\right)^{\frac{1}{2}}$,

$$
\begin{aligned}
& q_{7}^{1}=\frac{1}{4} \frac{6\left(4 \beta_{1}-\frac{1}{2}\right)}{(3+\gamma) \Delta x\left\|u_{x}\right\|_{\infty}+\hat{\gamma} \Delta x\left\|v_{y}\right\|_{\infty}+12\|u\|_{\infty}}, \\
& q_{8}^{1}=\frac{1}{4} \frac{3\left(2-8 \beta_{1}\right)}{2(3+\gamma) \Delta x\left\|u_{x}\right\|_{\infty}+2 \hat{\gamma} \Delta x\left\|v_{y}\right\|_{\infty}+12\|u\|_{\infty}}, \\
& q_{9}^{1}=\frac{1}{4} \frac{6\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)}{\gamma \Delta x^{2}\left\|u_{x x}\right\|_{\infty}+3(3+\gamma) \Delta x\left\|u_{x}\right\|_{\infty}+3 \hat{\gamma} \Delta x\left\|v_{y}\right\|_{\infty}+12\|u\|_{\infty}}, \\
& q_{10}^{1}=\frac{1}{4}\left(\frac{\hat{\omega}_{1}}{4 \hat{\gamma}\left(\beta_{0}-2+8 \beta_{1}\right)\|e\|_{\infty}}\right)^{\frac{1}{2}}, \\
& q_{11}^{1}=\frac{1}{4}\left(\frac{\hat{\omega}_{N_{q}}}{8 \hat{\gamma}\left(2-8 \beta_{1}\right)\|e\|_{\infty}}\right)^{\frac{1}{2}}, \\
& Q_{2}=\min \left\{q_{1}^{2}, q_{2}^{2}, \ldots, q_{11}^{2}\right\} \text {, where } \\
& q_{1}^{2}=\frac{\hat{\omega}_{1}}{8\|(|v|+c)\|_{\infty}}, \\
& q_{2}^{2}=\frac{1}{4} \frac{6\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)}{\Delta y^{2}\left\|v_{y y}\right\|_{\infty}+6 \Delta y\left\|v_{y}\right\|_{\infty}+4\|v\|_{\infty}}, \\
& q_{3}^{2}=\frac{1}{4} \frac{3\left(2-8 \beta_{1}\right)}{4\left(\Delta y\left\|v_{y}\right\|_{\infty}+\|v\|_{\infty}\right)}, \\
& q_{4}^{2}=\frac{1}{4} \frac{3\left(4 \beta_{1}-\frac{1}{2}\right)}{\Delta y\left\|v_{y}\right\|_{\infty}+2\|v\|_{\infty}}, \\
& q_{5}^{2}=\frac{1}{8\|v\|_{\infty}}\left(\frac{\hat{\omega}_{1}}{\beta_{0}-2+8 \beta_{1}}\right)^{\frac{1}{2}}, \\
& q_{6}^{2}=\frac{1}{8\|v\|_{\infty}}\left(\frac{\hat{\omega}_{N_{q}}}{2\left(2-8 \beta_{1}\right)}\right)^{\frac{1}{2}}, \\
& q_{7}^{2}=\frac{1}{4} \frac{6\left(4 \beta_{1}-\frac{1}{2}\right)}{(3+\gamma) \Delta y\left\|v_{y}\right\|_{\infty}+\hat{\gamma} \Delta y\left\|u_{x}\right\|_{\infty}+12\|v\|_{\infty}}, \\
& q_{8}^{2}=\frac{1}{4} \frac{3\left(2-8 \beta_{1}\right)}{2(3+\gamma) \Delta y\left\|v_{y}\right\|_{\infty}+2 \hat{\gamma} \Delta y\left\|u_{x}\right\|_{\infty}+12\|v\|_{\infty}}, \\
& q_{9}^{2}=\frac{1}{4} \frac{6\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)}{\gamma \Delta y^{2}\left\|v_{y y}\right\|_{\infty}+3(3+\gamma) \Delta y\left\|v_{y}\right\|_{\infty}+3 \hat{\gamma} \Delta y\left\|u_{x}\right\|_{\infty}+12\|v\|_{\infty}}, \\
& q_{10}^{2}=\frac{1}{4}\left(\frac{\hat{\omega}_{1}}{4 \hat{\gamma}\left(\beta_{0}-2+8 \beta_{1}\right)\|e\|_{\infty}}\right)^{\frac{1}{2}}, \\
& q_{11}^{2}=\frac{1}{4}\left(\frac{\hat{\omega}_{N_{q}}}{8 \hat{\gamma}\left(2-8 \beta_{1}\right)\|e\|_{\infty}}\right)^{\frac{1}{2}},
\end{aligned}
$$

Let
$c_{1}=3 \hat{\omega}_{1} \Delta x\left\|\left(v_{x} u+v u_{x}\right)\right\|_{\infty}+\hat{\omega}_{1} Q_{1} \Delta x^{2}\left\|A_{4}\right\|_{\infty}+12\left(\|u v\|_{\infty}+\frac{Q_{1}}{3} \Delta x\left\|A_{5}\right\|_{\infty}+\frac{Q_{1}}{3}\left\|A_{6}\right\|_{\infty}\right)$ $c_{1}^{\prime}=3 \hat{\omega}_{1} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}+\hat{\omega}_{1} Q_{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty}+12\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\frac{Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right)$ $c_{2}=3 \hat{\omega}_{N_{q}} \Delta x\left\|\left(v_{x} u+v u_{x}\right)\right\|_{\infty}+\hat{\omega}_{N_{q}} Q_{1} \Delta x^{2}\left\|A_{4}\right\|_{\infty}+12\left(\|u v\|_{\infty}+\frac{Q_{1}}{3} \Delta x\left\|A_{5}\right\|_{\infty}+\right.$ $\left.\frac{2 Q_{1}}{3}\left\|A_{6}\right\|_{\infty}\right)$
$c_{2}^{\prime}=3 \hat{\omega}_{N_{q}} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}+\hat{\omega}_{N_{q}} Q_{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty}+12\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\right.$ $\left.\frac{2 Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right)$
$c_{3}=6 \hat{\omega}_{1} \alpha_{x}^{1}+3 \hat{\omega}_{1} Q_{2} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}+\hat{\omega}_{1} Q_{2}^{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty}+12 Q_{2}\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\right.$ $\left.\frac{Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right)$
$c_{3}^{\prime}=6 \hat{\omega}_{1} \alpha_{y}^{1}+3 \hat{\omega}_{1} Q_{1} \Delta x\left\|\left(v_{x} u+v u_{x}\right)\right\|_{\infty}+\hat{\omega}_{1} Q_{1}^{2} \Delta x^{2}\left\|A_{4}\right\|_{\infty}+12 Q_{1}\left(\|u v\|_{\infty}+\frac{Q_{1}}{3} \Delta y\left\|A_{5}\right\|_{\infty}+\right.$
$\left.\frac{Q_{1}}{3}\left\|A_{6}\right\|_{\infty}\right)$
$c_{4}=6 \hat{\omega}_{N_{q}} \alpha_{x}^{1}+3 \hat{\omega}_{N_{q}} Q_{2} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}+\hat{\omega}_{N_{q}} Q_{2}^{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty}+12 Q_{2}\left(\|u v\|_{\infty}+\right.$ $\left.\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\frac{2 Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right)$
$c_{4}^{\prime}=6 \hat{\omega}_{N_{q}} \alpha_{y}^{1}+3 \hat{\omega}_{N_{q}} Q_{1} \Delta x\left\|\left(v_{x} u+v u_{x}\right)\right\|_{\infty}+\hat{\omega}_{N_{q}} Q_{1}^{2} \Delta x^{2}\left\|A_{4}\right\|_{\infty}+12 Q_{1}\left(\|u v\|_{\infty}+\right.$ $\left.\frac{Q_{1}}{3} \Delta x\left\|A_{5}\right\|_{\infty}+\frac{2 Q_{1}}{3}\left\|A_{6}\right\|_{\infty}\right)$,
then

$$
\begin{aligned}
& Q_{3}=\min \left\{q_{1}^{3}, q_{2}^{3}, q_{3}^{3}, q_{4}^{3}\right\}, \text { where } \\
& q_{1}^{3}=\frac{6 \hat{\omega}_{1} \alpha_{y}^{1}}{c_{1}} \\
& q_{2}^{3}=\frac{6 \hat{\omega}_{N q} \alpha_{y}^{1}}{c_{2}} \\
& q_{3}^{3}=\frac{3 \hat{\omega}_{1}^{2}}{c_{3}} \\
& q_{4}^{3}=\frac{3 \hat{\omega}_{1} \hat{\omega}_{N q}}{c_{4}}, \\
& Q_{4}=\min \left\{q_{1}^{4}, q_{2}^{4}, q_{3}^{4}, q_{4}^{4}\right\}, \text { where } \\
& q_{1}^{4}=\frac{6 \hat{\omega}_{1} \alpha_{x}^{1}}{c_{1}^{\prime}} \\
& q_{2}^{4}=\frac{6 \hat{\omega}_{N q} \alpha_{x}^{1}}{c_{2}^{\prime}} \\
& q_{3}^{4}=\frac{3 \hat{\omega}_{1}^{2}}{c_{3}^{\prime}} \\
& q_{4}^{4}=\frac{3 \hat{\omega}_{1} \hat{\omega}_{N_{q}}}{c_{4}^{\prime}} .
\end{aligned}
$$

## A.1.5 Coefficients in the expansion (2.57)

The coefficients $z_{1}, \ldots, z_{16, \beta}$ in the expansion (2.57) are defined as follows.

$$
\begin{aligned}
& z_{1}=\lambda_{x}\left(\frac{1}{2} \hat{\omega}_{1} \alpha_{x}^{1}-\hat{\omega}_{1} \frac{\lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i-\frac{1}{2}}^{-}, y_{j-\frac{1}{2}}^{+}\right)+\hat{\omega}_{1} \frac{\lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i-\frac{1}{2}}^{-}, y_{j-\frac{1}{2}}^{+}\right)\right. \\
& \left.+\lambda_{y} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma}\left(-\frac{1}{4} d_{1}^{\gamma} u v+\frac{\lambda_{y}}{12} d_{1}^{\gamma} \Delta y A_{2}+\frac{\lambda_{y}}{3} A_{3}\right)\left(x_{i-\frac{1}{2}}^{-}, \hat{y}_{\gamma}\right)\right) \\
& z_{2}=\lambda_{x}\left(\frac{1}{2} \hat{\omega}_{N_{q}} \alpha_{x}^{1}-\hat{\omega}_{N_{q}} \frac{\lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i-\frac{1}{2}}^{-}, y_{j}\right)+\hat{\omega}_{N_{q}} \frac{\lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i-\frac{1}{2}}^{-}, y_{j}\right)\right. \\
& \left.+\lambda_{y} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma}\left(-\frac{1}{4} d_{2}^{\gamma} u v+\frac{\lambda_{y}}{12} d_{2}^{\gamma} \Delta y A_{2}-\frac{2 \lambda_{y}}{3} A_{3}\right)\left(x_{i-\frac{1}{2}}^{-}, \hat{y}_{\gamma}\right)\right) \\
& z_{3}=\lambda_{x}\left(\frac{1}{2} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}-\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i-\frac{1}{2}}^{-}, y_{j+\frac{1}{2}}^{-}\right)\right. \\
& +\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i-\frac{1}{2}}^{-}, y_{j+\frac{1}{2}}^{-}\right) \\
& \left.+\lambda_{y} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma}\left(-\frac{1}{4} d_{3}^{\gamma} u v+\frac{\lambda_{y}}{12} d_{3}^{\gamma} \Delta y A_{2}+\frac{\lambda_{y}}{3} A_{3}\right)\left(x_{i-\frac{1}{2}}^{-}, \hat{y}_{\gamma}\right)\right) \\
& z_{4}=\frac{1}{4} \hat{\omega}_{1}^{2}-\frac{\lambda_{x}}{2} \hat{\omega}_{1} \alpha_{x}^{1}-\hat{\omega}_{1} \frac{\lambda_{x} \lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i-\frac{1}{2}}^{+}, y_{j-\frac{1}{2}}^{+}\right)+\hat{\omega}_{1} \frac{\lambda_{x} \lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i-\frac{1}{2}}^{+}, y_{j-\frac{1}{2}}^{+}\right) \\
& +\lambda_{x} \lambda_{y} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma}\left(-\frac{1}{4} d_{1}^{\gamma} u v+\frac{\lambda_{y}}{12} d_{1}^{\gamma} \Delta y A_{2}+\frac{\lambda_{y}}{3} A_{3}\right)\left(x_{i-\frac{1}{2}}^{+}, \hat{y}_{\gamma}\right) \\
& z_{5}=\frac{1}{4} \hat{\omega}_{1} \hat{\omega}_{N_{q}}-\frac{\lambda_{x}}{2} \hat{\omega}_{N_{q}} \alpha_{x}^{1}-\hat{\omega}_{N_{q}} \frac{\lambda_{x} \lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i-\frac{1}{2}}^{+}, y_{j}\right)+\hat{\omega}_{N_{q}} \frac{\lambda_{x} \lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i-\frac{1}{2}}^{+}, y_{j}\right) \\
& +\lambda_{x} \lambda_{y} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma}\left(-\frac{1}{4} d_{2}^{\gamma} u v+\frac{\lambda_{y}}{12} d_{2}^{\gamma} \Delta y A_{2}-\frac{2 \lambda_{y}}{3} A_{3}\right)\left(x_{i-\frac{1}{2}}^{+}, \hat{y}_{\gamma}\right) \\
& z_{6}=\frac{1}{4} \hat{\omega}_{1} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda_{x}}{2} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}-\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{x} \lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i-\frac{1}{2}}^{+}, y_{j+\frac{1}{2}}^{-}\right) \\
& +\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{x} \lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i-\frac{1}{2}}^{+}, y_{j+\frac{1}{2}}^{-}\right) \\
& +\lambda_{x} \lambda_{y} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma}\left(-\frac{1}{4} d_{3}^{\gamma} u v+\frac{\lambda_{y}}{12} d_{3}^{\gamma} \Delta y A_{2}+\frac{\lambda_{y}}{3} A_{3}\right)\left(x_{i-\frac{1}{2}}^{+}, \hat{y}_{\gamma}\right)
\end{aligned}
$$

$$
\begin{aligned}
& z_{7}=\frac{1}{4} \hat{\omega}_{1} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda_{x}}{2} \hat{\omega}_{1} \alpha_{x}^{1}+\hat{\omega}_{1} \frac{\lambda_{x} \lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i+\frac{1}{2}}^{-}, y_{j-\frac{1}{2}}^{+}\right) \\
& -\hat{\omega}_{1} \frac{\lambda_{x} \lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i+\frac{1}{2}}^{-}, y_{j-\frac{1}{2}}^{+}\right) \\
& +\lambda_{x} \lambda_{y} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma}\left(\frac{1}{4} d_{1}^{\gamma} u v-\frac{\lambda_{y}}{12} d_{1}^{\gamma} \Delta y A_{2}-\frac{\lambda_{y}}{3} A_{3}\right)\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\gamma}\right) \\
& z_{8}=\frac{1}{4} \hat{\omega}_{N_{q}} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda_{x}}{2} \hat{\omega}_{N_{q}} \alpha_{x}^{1}+\hat{\omega}_{N_{q}} \frac{\lambda_{x} \lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i+\frac{1}{2}}^{-}, y_{j}\right) \\
& -\hat{\omega}_{N_{q}} \frac{\lambda_{x} \lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i+\frac{1}{2}}^{-}, y_{j}\right) \\
& +\lambda_{x} \lambda_{y} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma}\left(\frac{1}{4} d_{2}^{\gamma} u v-\frac{\lambda_{y}}{12} d_{2}^{\gamma} \Delta y A_{2}+\frac{2 \lambda_{y}}{3} A_{3}\right)\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\gamma}\right) \\
& z_{9}=\frac{1}{4} \hat{\omega}_{2 N_{q}-1} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda_{x}}{2} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}+\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{x} \lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i+\frac{1}{2}}^{-}, y_{j+\frac{1}{2}}^{-}\right) \\
& -\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{x} \lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i+\frac{1}{2}}^{-}, y_{j+\frac{1}{2}}^{-}\right) \\
& +\lambda_{x} \lambda_{y} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma}\left(\frac{1}{4} d_{3}^{\gamma} u v-\frac{\lambda_{y}}{12} d_{3}^{\gamma} \Delta y A_{2}-\frac{\lambda_{y}}{3} A_{3}\right)\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\gamma}\right) \\
& z_{10}=\lambda_{x}\left(\frac{1}{2} \hat{\omega}_{1} \alpha_{x}^{1}+\hat{\omega}_{1} \frac{\lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i+\frac{1}{2}}^{+}, y_{j-\frac{1}{2}}^{+}\right)-\hat{\omega}_{1} \frac{\lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i+\frac{1}{2}}^{+}, y_{j-\frac{1}{2}}^{+}\right)\right. \\
& \left.+\lambda_{y} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma}\left(\frac{1}{4} d_{1}^{\gamma} u v-\frac{\lambda_{y}}{12} d_{1}^{\gamma} \Delta y A_{2}-\frac{\lambda_{y}}{3} A_{3}\right)\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\gamma}\right)\right) \\
& z_{11}=\lambda_{x}\left(\frac{1}{2} \hat{\omega}_{N_{q}} \alpha_{x}^{1}+\hat{\omega}_{N_{q}} \frac{\lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i+\frac{1}{2}}^{+}, y_{j}\right)-\hat{\omega}_{N_{q}} \frac{\lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i+\frac{1}{2}}^{+}, y_{j}\right)\right. \\
& \left.+\lambda_{y} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma}\left(\frac{1}{4} d_{2}^{\gamma} u v-\frac{\lambda_{y}}{12} d_{2}^{\gamma} \Delta y A_{2}+\frac{2 \lambda_{y}}{3} A_{3}\right)\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\gamma}\right)\right) \\
& z_{12}=\lambda_{x}\left(\frac{1}{2} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}+\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i+\frac{1}{2}}^{+}, y_{j+\frac{1}{2}}^{-}\right)\right. \\
& -\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i+\frac{1}{2}}^{+}, y_{j+\frac{1}{2}}^{-}\right) \\
& \left.+\lambda_{y} \sum_{\gamma=1}^{2 N_{q}-1} \hat{\omega}_{\gamma}\left(\frac{1}{4} d_{3}^{\gamma} u v-\frac{\lambda_{y}}{12} d_{3}^{\gamma} \Delta y A_{2}-\frac{\lambda_{y}}{3} A_{3}\right)\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\gamma}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& z_{13, \beta}=\lambda_{x}\left(\frac{1}{2} \alpha_{x}^{1}-\frac{\lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i-\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+\frac{\lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i-\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)\right) \\
& z_{14, \beta}=\lambda_{x}\left(\frac{1}{2} \alpha_{x}^{1}+\frac{\lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)-\frac{\lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)\right) \\
& z_{15, \beta}=\frac{1}{4} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda_{x}}{2} \alpha_{x}^{1}+\frac{\lambda_{x} \lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)-\frac{\lambda_{x} \lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right) \\
& z_{16, \beta}=\frac{1}{4} \hat{\omega}_{1}-\frac{\lambda_{x}}{2} \alpha_{x}^{1}-\frac{\lambda_{x} \lambda_{y}}{4} \Delta y\left(u_{y} v+u v_{y}\right)\left(x_{i-\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)+\frac{\lambda_{x} \lambda_{y}^{2}}{12} \Delta y^{2} A_{1}\left(x_{i-\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)
\end{aligned}
$$

Under the CFL condition (2.55), we have the following estimates.

$$
\begin{aligned}
z_{1} \geq & \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{1} \alpha_{x}^{1}-\hat{\omega}_{1} \frac{\lambda_{y}}{4} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}-\hat{\omega}_{1} \frac{\lambda_{y}}{12} Q_{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty}\right. \\
& \left.-\lambda_{y}\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\frac{Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right)\right) \geq 0 \\
z_{2} \geq & \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{N_{q}} \alpha_{x}^{1}-\hat{\omega}_{N_{q}} \frac{\lambda_{y}}{4} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}-\hat{\omega}_{N_{q}} \frac{\lambda_{y}}{12} Q_{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty}\right. \\
& \left.-\lambda_{y}\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\frac{2 Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right)\right) \geq 0 \\
z_{3} \geq & \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}-\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{y}}{4} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}-\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{y}}{12} Q_{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty}\right. \\
& \left.-\lambda_{y}\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\frac{Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right)\right) \geq 0 \\
z_{4} \geq & \frac{1}{4} \hat{\omega}_{1}^{2}-\frac{\lambda_{x}}{2} \hat{\omega}_{1} \alpha_{x}^{1}-\hat{\omega}_{1} \frac{\lambda_{x}}{4} Q_{2} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}-\hat{\omega}_{1} \frac{\lambda_{x}}{12} Q_{2}^{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty} \\
& -\lambda_{x} Q_{2}\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\frac{Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right) \geq 0 \\
z_{5} \geq & \frac{1}{4} \hat{\omega}_{1} \hat{\omega}_{N_{q}}-\frac{\lambda_{x}}{2} \hat{\omega}_{N_{q}} \alpha_{x}^{1}-\hat{\omega}_{N_{q}} \frac{\lambda_{x}}{4} Q_{2} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}-\hat{\omega}_{N_{q}} \frac{\lambda_{x}}{12} Q_{2}^{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty} \\
& -\lambda_{x} Q_{2}\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\frac{2 Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right) \geq 0 \\
z_{6} \geq & \frac{1}{4} \hat{\omega}_{1} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda_{x}}{2} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}-\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{x}}{4} Q_{2} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty} \\
& -\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{x}}{12} Q_{2}^{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty} \\
& -\lambda_{x} Q_{2}\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\frac{Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right) \geq 0
\end{aligned}
$$

$$
\begin{aligned}
& z_{7} \geq \frac{1}{4} \hat{\omega}_{1} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda_{x}}{2} \hat{\omega}_{1} \alpha_{x}^{1}-\hat{\omega}_{1} \frac{\lambda_{x}}{4} Q_{2} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}-\hat{\omega}_{1} \frac{\lambda_{x}}{12} Q_{2}^{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty} \\
& -\lambda_{x} Q_{2}\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\frac{Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right) \geq 0 \\
& z_{8} \geq \frac{1}{4} \hat{\omega}_{N_{q}} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda_{x}}{2} \hat{\omega}_{N_{q}} \alpha_{x}^{1}-\hat{\omega}_{N_{q}} \frac{\lambda_{x}}{4} Q_{2} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}-\hat{\omega}_{N_{q}} \frac{\lambda_{x}}{12} Q_{2}^{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty} \\
& -\lambda_{x} Q_{2}\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\frac{2 Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right) \geq 0 \\
& z_{9} \geq \frac{1}{4} \hat{\omega}_{2 N_{q}-1} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda_{x}}{2} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}-\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{x}}{4} Q_{2} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty} \\
& -\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{x}}{12} Q_{2}^{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty} \\
& -\lambda_{x} Q_{2}\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\frac{Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right) \geq 0 \\
& z_{10} \geq \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{1} \alpha_{x}^{1}-\hat{\omega}_{1} \frac{\lambda_{y}}{4} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}-\hat{\omega}_{1} \frac{\lambda_{y}}{12} Q_{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty}\right. \\
& \left.-\lambda_{y}\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\frac{Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right)\right) \geq 0 \\
& z_{11} \geq \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{N_{q}} \alpha_{x}^{1}-\hat{\omega}_{N_{q}} \frac{\lambda_{y}}{4} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}-\hat{\omega}_{N_{q}} \frac{\lambda_{y}}{12} Q_{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty}\right. \\
& \left.-\lambda_{y}\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\frac{2 Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right)\right) \geq 0 \\
& z_{12} \geq \lambda_{x}\left(\frac{1}{2} \hat{\omega}_{2 N_{q}-1} \alpha_{x}^{1}-\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{y}}{4} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}-\hat{\omega}_{2 N_{q}-1} \frac{\lambda_{y}}{12} Q_{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty}\right. \\
& \left.-\lambda_{y}\left(\|u v\|_{\infty}+\frac{Q_{2}}{3} \Delta y\left\|A_{2}\right\|_{\infty}+\frac{Q_{2}}{3}\left\|A_{3}\right\|_{\infty}\right)\right) \geq 0 \\
& z_{13, \beta} \geq \lambda_{x}\left(\frac{1}{2} \alpha_{x}^{1}-\frac{\lambda_{y}}{4} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}-\frac{\lambda_{y}}{12} Q_{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty}\right) \geq 0, \quad \forall \beta \\
& z_{14, \beta} \geq \lambda_{x}\left(\frac{1}{2} \alpha_{x}^{1}-\frac{\lambda_{y}}{4} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}-\frac{\lambda_{y}}{12} Q_{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty}\right) \geq 0, \quad \forall \beta \\
& z_{15, \beta} \geq \frac{1}{4} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda_{x}}{2} \alpha_{x}^{1}-\frac{\lambda_{x}}{4} Q_{2} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}-\frac{\lambda_{x}}{12} Q_{2}^{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty} \geq 0, \quad \forall \beta \\
& z_{16, \beta} \geq \frac{1}{4} \hat{\omega}_{1}-\frac{\lambda_{x}}{2} \alpha_{x}^{1}-\frac{\lambda_{x}}{4} Q_{2} \Delta y\left\|\left(u_{y} v+u v_{y}\right)\right\|_{\infty}-\frac{\lambda_{x}}{12} Q_{2}^{2} \Delta y^{2}\left\|A_{1}\right\|_{\infty} \geq 0, \quad \forall \beta
\end{aligned}
$$

## A.1.6 Constants in the CFL condition (2.58)

The constants appearing in the CFL condition (2.58) are defined as follows.

$$
\begin{aligned}
& C\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)= \\
& \frac{\Delta x}{\alpha_{x}}\left(\left(2 E\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)+p\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)\right)\left(\left|\tilde{f}^{1}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\check{f}^{1}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right)\right. \\
& +2 \rho\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)\left(\left|\tilde{f}^{4}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\check{f}^{4}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right) \\
& +Q_{1} \frac{\Delta x}{\alpha_{x}}\left(\left|\tilde{f}^{1}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\check{f}^{1}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right)\left(\left|\tilde{f}^{4}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\check{f}^{4}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right) \\
& +\frac{1}{2} Q_{1} \frac{\Delta x}{\alpha_{x}}\left(\left|\tilde{f}^{2}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\check{f}^{2}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right)^{2} \\
& +\frac{1}{2} Q_{1} \frac{\Delta x}{\alpha_{x}}\left(\left|\tilde{f}^{3}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\check{f}^{3}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right)^{2} \\
& +\left(2\left|m\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)\right|+\frac{p\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)}{\alpha_{x}}\right)\left(\left|\tilde{f}^{2}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\check{f}^{2}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right) \\
& \left.+2\left|n\left(x_{i+\frac{1}{2}}^{-}, \hat{y}_{\beta}\right)\right|\left(\left|\tilde{f}^{3}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\tilde{f}^{3}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right)\right) \\
& C\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)= \\
& \frac{\Delta x}{\alpha_{x}}\left(\left(2 E\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)+p\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)\right)\left(\left|\tilde{f}^{1}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\check{f}^{1}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right)\right. \\
& +2 \rho\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)\left(\left|\tilde{f}^{4}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\check{f}^{4}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right) \\
& +Q_{1} \frac{\Delta x}{\alpha_{x}}\left(\left|\tilde{f}^{1}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\check{f}^{1}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right)\left(\left|\tilde{f}^{4}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\check{f}^{4}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right) \\
& +\frac{1}{2} Q_{1} \frac{\Delta x}{\alpha_{x}}\left(\left|\tilde{f}^{2}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\check{f}^{2}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right)^{2} \\
& +\frac{1}{2} Q_{1} \frac{\Delta x}{\alpha_{x}}\left(\left|\tilde{f}^{3}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\check{f}^{3}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right)^{2} \\
& +\left(2\left|m\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)\right|+\frac{p\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)}{\alpha_{x}}\right)\left(\left|\tilde{f}^{2}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\check{f}^{2}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right) \\
& \left.+2\left|n\left(x_{i+\frac{1}{2}}^{+}, \hat{y}_{\beta}\right)\right|\left(\left|\tilde{f}^{3}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|+Q_{1} \Delta x\left|\tilde{f}^{3}\left(x_{i+\frac{1}{2}}, \hat{y}_{\beta}\right)\right|\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& D\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)= \\
& \frac{\Delta x}{\alpha_{y}}\left(\left(2 E\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)+p\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)\right)\left(\left|\tilde{f}^{1}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\check{f}^{1}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right)\right. \\
& +2 \rho\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)\left(\left|\tilde{f}^{4}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\check{f}^{4}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right) \\
& +Q_{2} \frac{\Delta y}{\alpha_{y}}\left(\left|\tilde{f}^{1}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\check{f}^{1}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right)\left(\left|\tilde{f}^{4}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\check{f}^{4}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right) \\
& +\frac{1}{2} Q_{2} \frac{\Delta y}{\alpha_{y}}\left(\left|\tilde{f}^{2}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\check{f}^{2}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right)^{2} \\
& +\frac{1}{2} Q_{2} \frac{\Delta y}{\alpha_{y}}\left(\left|\tilde{f}^{3}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\check{f}^{3}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right)^{2} \\
& +2\left|m\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)\right|\left(\left|\tilde{f}^{2}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\check{f}^{2}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right) \\
& +\left(2\left|n\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{-}\right)\right|+\frac{\alpha_{j}}{\alpha_{\alpha}}, y_{j+\frac{1}{2}}^{-}\right) \\
& \left.\left.+\left|\tilde{f}^{3}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\tilde{f}^{3}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right)\right) \\
& D\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{+}\right)= \\
& \Delta x \\
& \alpha_{y} \\
& \left(\left(2 E\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{+}\right)+p\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{+}\right)\right)\left(\left|\tilde{f}^{1}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\check{f}^{1}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right)\right. \\
& +2 \rho\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{+}\right)\left(\left|\tilde{f}^{4}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\check{f}^{4}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right) \\
& +Q_{2} \frac{\Delta y}{\alpha_{y}}\left(\left|\tilde{f}^{1}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\check{f}^{1}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right)\left(\left|\tilde{f}^{4}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\check{f}^{4}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right) \\
& +\frac{1}{2} Q_{2} \frac{\Delta y}{\alpha_{y}}\left(\left|\tilde{f}^{2}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\check{f}^{2}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right)^{2} \\
& +\frac{1}{2} Q_{2} \frac{\Delta y}{\alpha_{y}}\left(\left|\tilde{f}^{3}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\tilde{f}^{3}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right)^{2} \\
& +2\left|m\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{+}\right)\right|\left(\left|\tilde{f}^{2}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\check{f}^{2}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right) \\
& \left.+2\left(\left|n\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{+}\right)\right|+\frac{p\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}^{+}\right)}{\alpha_{y}}\right)\left(\left|\tilde{f}^{3}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|+Q_{2} \Delta y\left|\check{f}^{3}\left(\hat{x}_{\alpha}, y_{j+\frac{1}{2}}\right)\right|\right)\right)
\end{aligned}
$$

## A. 2 Derivatives in the Euler equations

To simplify the derivation and coding, we need to compute a lot of intermediate variables before finally obtaining $m_{t}, m_{t t}, m_{t t t}$, (and $n_{t}, n_{t t}, n_{t t t}$ in $\left.2 D\right)$, and $E_{t}, E_{t t}, E_{t t t}$ to be used in the Lax-Wendroff procedure. The expressions of the intermediate and target variables are given as follows.

## A.2.1 One dimensional space

$$
\begin{aligned}
& u=\frac{m}{\rho}, \\
& u_{x}=\frac{m_{x}}{\rho}-\frac{u \rho_{x}}{\rho}, \\
& u_{x x}=-\frac{2 m_{x} \rho_{x}}{\rho^{2}}+\frac{m_{x x}}{\rho}+m\left(\frac{2 \rho_{x}^{2}}{\rho^{2}}-\frac{\rho_{x x}}{\rho^{2}}\right), \\
& \rho_{t}=-m_{x}, \\
& m_{t}=-\left(\hat{\gamma} E_{x}+\frac{3-\gamma}{2} m_{x} u+\frac{3-\gamma}{2} m u_{x}\right), \\
& E_{t}=-\left(\gamma E_{x} u+\gamma E u_{x}-\frac{\hat{\gamma}}{2} m_{x} u^{2}-\hat{\gamma} m u u_{x}\right), \\
& u_{t}=\frac{m_{t}}{\rho}-\frac{u \rho_{t}}{\rho}, \\
& \rho_{t x}=-m_{x x}, \\
& m_{t x}=-\left(\hat{\gamma} E_{x x}+\frac{3-\gamma}{2} m_{x x} u+(3-\gamma) m_{x} u_{x}+\frac{3-\gamma}{2} m u_{x x}\right), \\
& E_{t x}=-\left(\gamma E_{x x} u+2 \gamma E_{x} u_{x}+\gamma E u_{x x}-\frac{\hat{\gamma}}{2} m_{x x} u^{2}-2 \hat{\gamma} m_{x} u u_{x}-\hat{\gamma} m u_{x}^{2}-\hat{\gamma} m u u_{x x}\right), \\
& u_{t x}=\frac{m_{t x}}{\rho}-\frac{m_{x} \rho_{t}}{\rho^{2}}-\frac{m_{t} \rho_{x}+m \rho_{t x}}{\rho^{2}}+\frac{2 u \rho_{x} \rho_{t}}{\rho^{2}}, \\
& \rho_{t t}=- \\
& m_{t x}= \\
& m_{t t}=-\left(\hat{\gamma} E_{t x}+\frac{3-\gamma}{2} m_{t x} u+\frac{3-\gamma}{2} m_{x} u_{t}+\frac{3-\gamma}{2} m_{t} u_{x}+\frac{3-\gamma}{2} m u_{t x}\right), \\
& E_{t t}=-\left(\gamma E_{t x} u+\gamma E_{x} u_{t}+\gamma E_{t} u_{x}+\gamma E u_{t x}-\frac{\hat{\gamma}}{2} m_{t x} u^{2}-\hat{\gamma} m_{x} u u_{t}-\hat{\gamma} m_{t} u u_{x}-\hat{\gamma} m u_{t} u_{x}\right. \\
& \\
& \left.\quad-\hat{\gamma} m u u_{t x}\right), \\
& u_{t t}=- \\
& \rho_{t t t}=-\left(m_{t t}\right)_{x},
\end{aligned}
$$

$$
\begin{aligned}
& m_{t t t}=-\left(\hat{\gamma} E_{t t}+\frac{3-\gamma}{2} m_{t t} u+\frac{3-\gamma}{2} m u_{t t}+(3-\gamma) m_{t} u_{t}\right)_{x}, \\
& E_{t t t}=-\left(\gamma E_{t t} u+\gamma E u_{t t}+2 \gamma E_{t} u_{t}-\frac{\hat{\gamma}}{2} m_{t t} u^{2}-\hat{\gamma} m\left(u_{t}^{2}+u u_{t t}\right)-2 \hat{\gamma} m_{t} u u_{t}\right)_{x} .
\end{aligned}
$$

## A.2.2 Two dimensional space

$$
\begin{aligned}
& u=\frac{m}{\rho}, \\
& v=\frac{n}{\rho}, \\
& u_{x}=\frac{m_{x}}{\rho}-\frac{u \rho_{x}}{\rho}, \\
& u_{y}=\frac{m_{y}}{\rho}-\frac{u \rho_{y}}{\rho}, \\
& v_{x}=\frac{n_{x}}{\rho}-\frac{v \rho_{x}}{\rho}, \\
& v_{y}=\frac{n_{y}}{\rho}-\frac{v \rho_{y}}{\rho}, \\
& u_{x x}=-\frac{2 m_{x} \rho_{x}}{\rho^{2}}+\frac{m_{x x}}{\rho}+m\left(\frac{2 \rho_{x}^{2}}{\rho^{3}}-\frac{\rho_{x x}}{\rho^{2}}\right), \\
& u_{y y}=-\frac{2 m_{y} \rho_{y}}{\rho^{2}}+\frac{m_{y y}}{\rho}+m\left(\frac{2 \rho_{y}^{2}}{\rho^{3}}-\frac{\rho_{y y}}{\rho^{2}}\right), \\
& u_{x y}=-\frac{\rho_{y} m_{x}}{\rho^{2}}-\frac{m_{y} \rho_{x}}{\rho^{2}}+\frac{2 m \rho_{y} \rho_{x}}{\rho^{3}}+\frac{m_{x y}}{\rho}-\frac{m \rho_{x y}}{\rho^{2}}, \\
& v_{x x}=-\frac{2 x_{x} \rho_{x}}{\rho^{2}}+\frac{n_{x x}}{\rho}+n\left(\frac{2 \rho_{x}^{2}}{\rho^{3}}-\frac{\rho_{x x}}{\rho^{2}}\right), \\
& v_{y y}=-\frac{2 n_{y} \rho_{y}}{\rho^{2}}+\frac{n_{y y}}{\rho}+n\left(\frac{2 \rho_{y}^{2}}{\rho^{3}}-\frac{\rho_{y y}}{\rho^{2}}\right), \\
& v_{x y}=-\frac{\rho_{y} n_{x}}{\rho^{2}}-\frac{n_{y} \rho_{x}}{\rho^{2}}+\frac{2 n \rho_{y} \rho_{x}}{\rho^{3}}+\frac{n_{x y}}{\rho}-\frac{n \rho_{x y}}{\rho^{2}}, \\
& \rho_{t}=-m_{x}-n_{y}, \\
& m_{t}=-\left(\hat{\gamma} E_{x}+\frac{3-\gamma}{2} m_{x} u+\frac{3-\gamma}{2} m u_{x}-\frac{\hat{\gamma}}{2} n_{x} v-\frac{\hat{\gamma}}{2} n v_{x}+m_{y} v+m v_{y}\right), \\
& n_{t}=-\left(n_{x} u+n u_{x}+\hat{\gamma} E_{y}-\frac{\hat{\gamma}}{2} m_{y} u-\frac{\hat{\gamma}}{2} m u_{y}+\frac{3-\gamma}{2} n_{y} v+\frac{3-\gamma}{2} n v_{y}\right), \\
& E_{t}=-\left(\gamma E_{x} u+\gamma E u_{x}-\frac{\hat{\gamma}}{2} m_{x} u^{2}-\hat{\gamma} m u u_{x}-\frac{\hat{\gamma}}{2} m_{x} v^{2}-\hat{\gamma} m v v_{x}\right) \\
& \quad-\left(\gamma E_{y} v+\gamma E v_{y}-\frac{\hat{\gamma}}{2} n_{y} u^{2}-\hat{\gamma} n u u_{y}-\frac{\hat{\gamma}}{2} n_{y} v^{2}-\hat{\gamma} n v v_{y}\right) \\
& u_{t}=\frac{m_{t}}{\rho}-\frac{u \rho_{t}}{\rho}, \\
& v_{t}=\frac{n t}{\rho}-\frac{v \rho_{t}}{\rho}, \\
& \rho_{t x}=-m_{x x}-n_{x y}, \\
& \rho_{t y}=-m_{x y}-n_{y y},
\end{aligned}
$$

$$
\begin{aligned}
& m_{t x}=-\left(\hat{\gamma} E_{x x}+\frac{3-\gamma}{2} m_{x x} u+(3-\gamma) m_{x} u_{x}+\frac{3-\gamma}{2} m u_{x x}\right. \\
& \left.-\frac{\hat{\gamma}}{2} n_{x x} v-\hat{\gamma} n_{x} v_{x}-\frac{\hat{\gamma}}{2} n v_{x x}+m_{x y} v+m_{y} v_{x}+m_{x} v_{y}+m v_{x y}\right) \\
& m_{t y}=-\left(\hat{\gamma} E_{x y}+\frac{3-\gamma}{2} m_{x y} u+\frac{3-\gamma}{2} m_{x} u_{y}+\frac{3-\gamma}{2} m_{y} u_{x}+\frac{3-\gamma}{2} m u_{x y}\right. \\
& \left.-\frac{\hat{\gamma}}{2} n_{x y} v-\frac{\hat{\gamma}}{2} n_{x} v_{y}-\frac{\hat{\gamma}}{2} n_{y} v_{x}-\frac{\hat{\gamma}}{2} n v_{x y}+m_{y y} v+2 m_{y} v_{y}+m v_{y y}\right) \\
& n_{t x}=-\left(n_{x x} u+2 n_{x} u_{x}+n u_{x x}+\hat{\gamma} E_{x y}-\frac{\hat{\gamma}}{2} m_{x y} u-\frac{\hat{\gamma}}{2} m_{y} u_{x}\right. \\
& \left.-\frac{\hat{\gamma}}{2} m_{x} u_{y}-\frac{\hat{\gamma}}{2} m u_{x y}+\frac{3-\gamma}{2} n_{x y} v+\frac{3-\gamma}{2} n_{y} v_{x}+\frac{3-\gamma}{2} n_{x} v_{y}+\frac{3-\gamma}{2} n v_{x y}\right) \\
& n_{t y}=-\left(n_{x y} u+n_{x} u_{y}+n_{y} u_{x}+n u_{x y}+\hat{\gamma} E_{y y}-\frac{\hat{\gamma}}{2} m_{y y} u-\hat{\gamma} m_{y} u_{y}-\frac{\hat{\gamma}}{2} m u_{y y}\right. \\
& \left.+\frac{3-\gamma}{2} n_{y y} v+(3-\gamma) n_{y} v_{y}+\frac{3-\gamma}{2} n v_{y y}\right) \\
& E_{t x}=-\left(\gamma E_{x x} u+2 \gamma E_{x} u_{x}+\gamma E u_{x x}-\frac{\hat{\gamma}}{2} m_{x x} u^{2}-2 \hat{\gamma} m_{x} u u_{x}-\hat{\gamma} m u_{x}^{2}\right. \\
& -\hat{\gamma} m u u_{x x}-\frac{\hat{\gamma}}{2} m_{x x} v^{2}-2 \hat{\gamma} m_{x} v v_{x} \\
& -\hat{\gamma} m v_{x}^{2}-\hat{\gamma} m v v_{x x}+\gamma E_{x y} v+\gamma E_{y} v_{x}+\gamma E_{x} v_{y}+\gamma E v_{x y}-\frac{\hat{\gamma}}{2} n_{x y} u^{2}-\hat{\gamma} n_{y} u u_{x}-\hat{\gamma} n_{x} u u_{y} \\
& \left.-\hat{\gamma} n u_{x} u_{y}-\hat{\gamma} n u u_{x y}-\frac{\hat{\gamma}}{2} n_{x y} v^{2}-\hat{\gamma} n_{y} v v_{x}-\hat{\gamma} n_{x} v v_{y}-\hat{\gamma} n v_{x} v_{y}-\hat{\gamma} n v v_{x y}\right) \\
& E_{t y}=-\left(\gamma E_{y y} v+2 \gamma E_{y} v_{y}+\gamma E v_{y y}-\frac{\hat{\gamma}}{2} n_{y y} v^{2}-2 \hat{\gamma} n_{y} v v_{y}-\hat{\gamma} n v_{y}^{2}\right. \\
& -\hat{\gamma} n v v_{y y}-\frac{\hat{\gamma}}{2} n_{y y} u^{2}-2 \hat{\gamma} n_{y} u u_{y} \\
& -\hat{\gamma} n u_{y}^{2}-\hat{\gamma} n u u_{y y}+\gamma E_{x y} u+\gamma E_{x} u_{y}+\gamma E_{y} u_{x}+\gamma E u_{x y}-\frac{\hat{\gamma}}{2} m_{x y} v^{2}-\hat{\gamma} m_{x} v v_{y}-\hat{\gamma} m_{y} v v_{x} \\
& \left.-\hat{\gamma} m v_{y} v_{x}-\hat{\gamma} m v v_{x y}-\frac{\hat{\gamma}}{2} m_{x y} u^{2}-\hat{\gamma} m_{x} u u_{y}-\hat{\gamma} m_{y} u u_{x}-\hat{\gamma} m u_{y} u_{x}-\hat{\gamma} m u u_{x y}\right) \\
& u_{t x}=\frac{m_{t x}}{\rho}-\frac{m_{x} \rho_{t}}{\rho^{2}}-\frac{m_{t} \rho_{x}+m \rho_{t x}}{\rho^{2}}+\frac{2 u \rho_{x} \rho_{t}}{\rho^{2}}, \\
& u_{t y}=\frac{m_{t y}}{\rho}-\frac{m_{y} \rho_{t}}{\rho^{2}}-\frac{m_{t} \rho_{y}+m \rho_{t y}}{\rho^{2}}+\frac{2 u \rho_{y} \rho_{t}}{\rho^{2}}, \\
& v_{t x}=\frac{n_{t x}}{\rho}-\frac{n_{x} \rho_{t}}{\rho^{2}}-\frac{n_{t} \rho_{x}+n \rho_{t x}}{\rho^{2}}+\frac{2 v \rho_{x} \rho_{t}}{\rho^{2}}, \\
& v_{t y}=\frac{n_{t y}}{\rho}-\frac{n_{y} \rho_{t}}{\rho^{2}}-\frac{n_{t} \rho_{y}+n \rho_{t y}}{\rho^{2}}+\frac{2 v \rho_{y} \rho_{t}}{\rho^{2}}, \\
& \rho_{t t}=-m_{t x}-n_{t y}, \\
& m_{t t}=-\left(\hat{\gamma} E_{t x}+\frac{3-\gamma}{2} m_{t x} u+\frac{3-\gamma}{2} m_{x} u_{t}+\frac{3-\gamma}{2} m_{t} u_{x}+\frac{3-\gamma}{2} m u_{t x}\right. \\
& \left.-\frac{\hat{\gamma}}{2} n_{t x} v-\frac{\hat{\gamma}}{2} n_{x} v_{t}-\frac{\hat{\gamma}}{2} n_{t} v_{x}-\frac{\hat{\gamma}}{2} n v_{t x}+m_{t y} v+m_{y} v_{t}+m_{t} v_{y}+m v_{t y}\right) \\
& n_{t t}=-\left(n_{t x} u+n_{x} u_{t}+n_{t} u_{x}+n u_{t x}+\hat{\gamma} E_{t y}-\frac{\hat{\gamma}}{2} m_{t y} u-\frac{\hat{\gamma}}{2} m_{y} u_{t}-\frac{\hat{\gamma}}{2} m_{t} u_{y}-\frac{\hat{\gamma}}{2} m u_{t y}\right. \\
& \left.+\frac{3-\gamma}{2} n_{t y} v+\frac{3-\gamma}{2} n_{y} v_{t}+\frac{3-\gamma}{2} n_{t} v_{y}+\frac{3-\gamma}{2} n v_{t y}\right) \\
& E_{t t}=-\left(\gamma E_{t x} u+\gamma E_{x} u_{t}+\gamma E_{t} u_{x}+\gamma E u_{t x}-\frac{\hat{\gamma}}{2} m_{t x} u^{2}-\hat{\gamma} m_{x} u u_{t}-\hat{\gamma} m_{t} u u_{x}-\hat{\gamma} m u_{t} u_{x}\right. \\
& -\hat{\gamma} m u u_{t x}-\frac{\hat{\gamma}}{2} m_{t x} v^{2}-\hat{\gamma} m_{x} v v_{t}-\hat{\gamma} m_{t} v v_{x}-\hat{\gamma} m v_{t} v_{x}-\hat{\gamma} m v v_{t x}+\gamma E_{t y} v+\gamma E_{y} v_{t}
\end{aligned}
$$

$$
\begin{aligned}
& +\gamma E_{t} v_{y}+\gamma E v_{t y}-\frac{\hat{\gamma}}{2} n_{t y} u^{2}-\hat{\gamma} n_{y} u u_{t}-\hat{\gamma} n_{t} u u_{y}-\hat{\gamma} n u_{t} u_{y}-\hat{\gamma} n u u_{t y}-\frac{\hat{\gamma}}{2} n_{t y} v^{2} \\
& \left.-\hat{\gamma} n_{y} v v_{t}-\hat{\gamma} n_{t} v v_{y}-\hat{\gamma} n v_{t} v_{y}-\hat{\gamma} n v v_{t y}\right) \\
u_{t t}= & -\frac{2 m_{t} \rho_{t}}{\rho^{2}}+\frac{m_{t t}}{\rho}+u\left(\frac{2 \rho_{t}^{2}}{\rho^{2}}-\frac{\rho_{t t}}{\rho}\right), \\
v_{t t}= & -\frac{2 n_{t} \rho_{t}}{\rho^{2}}+\frac{n_{t t}}{\rho}+v\left(\frac{2 \rho_{t}^{2}}{\rho^{2}}-\frac{\rho_{t t}}{\rho}\right), \\
\rho_{t t t}= & -\left(m_{t t}\right)_{x}-\left(n_{t t}\right)_{y}, \\
m_{t t t}= & -\left(\hat{\gamma} E_{t t}+\frac{3-\gamma}{2} m_{t t} u+\frac{3-\gamma}{2} m u_{t t}+(3-\gamma) m_{t} u_{t}-\frac{\hat{\gamma}}{2} n_{t t} v-\frac{\hat{\gamma}}{2} n v_{t t}-\hat{\gamma} n_{t} v_{t}\right)_{x} \\
& -\left(m_{t t} v+m v_{t t}+2 m_{t} v_{t}\right)_{y} \\
n_{t t t}= & -\left(n u_{t t}+n_{t t} u+2 n_{t} u_{t}\right)_{x} \\
& -\left(\hat{\gamma} E_{t t}-\frac{\hat{\gamma}}{2} m_{t t} u-\frac{\hat{\gamma}}{2} m u_{t t}-\hat{\gamma} m_{t} u_{t}+\frac{3-\gamma}{2} n_{t t} v+\frac{3-\gamma}{2} n v_{t t}+(3-\gamma) n_{t} v_{t}\right)_{y} \\
E_{t t t}= & -\left(\gamma E_{t t} u+\gamma E u_{t t}+2 \gamma E_{t} u_{t}-\frac{\hat{\gamma}}{2} m_{t t} u^{2}-\hat{\gamma} m\left(u_{t}^{2}+u u_{t t}\right)-2 \hat{\gamma} m_{t} u u_{t}\right. \\
& \left.-\frac{\hat{\gamma}}{2} m_{t t} v^{2}-\hat{\gamma} m\left(v_{t}^{2}+v v_{t t}\right)-2 \hat{\gamma} m_{t} v v_{t}\right)_{x} \\
& -\left(\gamma E_{t t} v+\gamma E v_{t t}+2 \gamma E_{t} v_{t}-\frac{\hat{\gamma}}{2} n_{t t} u^{2}-\hat{\gamma} n\left(u_{t}^{2}+u u_{t t}\right)-2 \hat{\gamma} n_{t} u u_{t}\right. \\
& \left.-\frac{\hat{\gamma}}{2} n_{t t} v^{2}-\hat{\gamma} n\left(v_{t}^{2}+v v_{t t}\right)-2 \hat{\gamma} n_{t} v v_{t}\right)_{y}
\end{aligned}
$$

## A. 3 Maximum-principle-satisfying LWDG schemes for scalar conservation laws in one dimension on nonuniform meshes

We have discussed the bound-preserving LWDG schemes on uniform meshes in Sections 2.2 and 2.3. In this appendix, we show how to extend the technique to nonuniform meshes. For simplicity, we only consider the scalar conservation law in one space dimension, but the same methodology can be adopted to construct bound-preserving schemes for the Euler equations and multi-dimensional spaces.

We first introduce a direct extension of the maximum-principle-satisfying LWDG from uniform meshes, which is simple and efficient but has constraints on mesh sizes, i.e. $\frac{1}{2}<\frac{\Delta x_{j+1}}{\Delta x_{j}}<2, \forall j$. Another way of extension is based on the composite GaussLobatto rule, as used in [11], which removes the constraints on meshes but is less efficient. In practice, we recommend to combine both in the way that the composite Gauss-Lobatto rule is only used on the cells where it is necessary, i.e. the cells that violate $\frac{1}{2}<\frac{\Delta x_{j+1}}{\Delta x_{j}}<2$.

## A.3.1 A direct extension of the maximum-principle-satisfying LWDG scheme from uniform meshes

We define the DDG flux on nonuniform meshes as

$$
\begin{equation*}
\widehat{u_{x}}{ }^{\mathrm{DDG}} \frac{1}{2} \mathrm{D}=\beta_{0, j+\frac{1}{2}} \frac{[u]_{j+\frac{1}{2}}}{\Delta x_{j+\frac{1}{2}}}+\left\{u_{x}\right\}_{j+\frac{1}{2}}+\beta_{1, j+\frac{1}{2}} \Delta x_{j+\frac{1}{2}}\left[u_{x x}\right]_{j+\frac{1}{2}} \tag{A.1}
\end{equation*}
$$

where $\Delta x_{j+\frac{1}{2}}=\min \left\{\Delta x_{j}, \Delta x_{j+1}\right\}$ and $\beta_{0, j+\frac{1}{2}}, \beta_{1, j+\frac{1}{2}}, j=1,2, \ldots, N$ are penalty parameters satisfying (A.2) for the purpose of maximum-principle-preserving.

$$
\begin{align*}
& \frac{1}{8} \max \left\{\frac{\Delta x_{j}}{\Delta x_{j+\frac{1}{2}}}, \frac{\Delta x_{j+1}}{\Delta x_{j+\frac{1}{2}}}\right\}<\beta_{1, j+\frac{1}{2}}<\frac{1}{4} \min \left\{\frac{\Delta x_{j}}{\Delta x_{j+\frac{1}{2}}}, \frac{\Delta x_{j+1}}{\Delta x_{j+\frac{1}{2}}}\right\}, \quad \forall j, \\
& \beta_{0, j+\frac{1}{2}}>\max \left\{\frac{3}{2} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}-4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}^{2}}{\Delta x_{j}^{2}}, \frac{3}{2} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}}-4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}^{2}}{\Delta x_{j+1}^{2}}\right\}, \quad \forall j \tag{A.2}
\end{align*}
$$

Note that to make sense of (A.2), the nonuniform meshes must have a mild change in mesh size, i.e. $\frac{1}{2}<\frac{\Delta x_{j+1}}{\Delta x_{j}}<2, \forall j$.

Similar to (2.13), we have the expansion of the DDG flux on nonuniform meshes.
Lemma A.3.1. For $u \in V$, the $D D G$ flux $\widehat{u_{x}{ }_{j+\frac{1}{2}}^{D D G}}$ defined in (A.1) can be expanded
on nonuniform meshes as

$$
\begin{align*}
{\widehat{u_{x}}{ }_{j+\frac{1}{2}}^{D D G}}^{D}= & \left(\frac{1}{2 \Delta x_{j}}-\frac{4 \beta_{1, j+\frac{1}{2}} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j}^{2}}\right) u_{j-\frac{1}{2}}^{+}+\left(-\frac{2}{\Delta x_{j}}+\frac{8 \beta_{1, j+\frac{1}{2}} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j}^{2}}\right) u_{j} \\
& +\left(-\frac{\beta_{0, j+\frac{1}{2}}}{\Delta x_{j+\frac{1}{2}}}+\frac{3}{2 \Delta x_{j}}-\frac{4 \beta_{1, j+\frac{1}{2}} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j}^{2}}\right) u_{j+\frac{1}{2}}^{-} \\
& +\left(\frac{\beta_{0, j+\frac{1}{2}}}{\Delta x_{j+\frac{1}{2}}}-\frac{3}{2 \Delta x_{j+1}}+\frac{4 \beta_{1, j+\frac{1}{2}} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}\right) u_{j+\frac{1}{2}}^{+} \\
& +\left(\frac{2}{\Delta x_{j+1}}-\frac{8 \beta_{1, j+\frac{1}{2}} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}\right) u_{j+1}+\left(-\frac{1}{2 \Delta x_{j+1}}+\frac{4 \beta_{1, j+\frac{1}{2}} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}\right) u_{j+\frac{3}{2}}^{-} \tag{A.3}
\end{align*}
$$

The proof follows from direct computation and the fact that $u$ is piecewise quadratic.

We now state the main result.

Theorem A.3.2. Given $m \leq u^{n} \leq M$ and the $D D G$ flux (A.1) with parameters (A.2), the cell averages $\bar{u}_{j}^{n+1}, j=1,2, \ldots, N$ of the solution of scheme (2.8) are bounded between $m$ and $M$ under the CFL condition (A.4):

$$
\begin{equation*}
\Delta t \leq \min \left\{q_{1}, q_{2}, \ldots, q_{10}\right\} \tag{A.4}
\end{equation*}
$$

where $q_{1}=\frac{\hat{\omega}_{1}}{2 M_{1}} \min _{j} \Delta x_{j}, q_{2}=\min _{j}\left\{\frac{4 \beta_{1, j+\frac{1}{2}} \Delta x_{j+\frac{1}{2}}-\frac{1}{2} \Delta x_{j}}{5(M-m) M_{2}+\frac{4}{3} M_{1}}\right\}, q_{3}=\min _{j}\left\{\frac{4 \beta_{1, j+\frac{1}{2}} \Delta x_{j+\frac{1}{2}}-\frac{1}{2} \Delta x_{j+1}}{5(M-m) M_{2}+\frac{4}{3} M_{1}}\right\}$, $q_{4}=\min _{j}\left\{\frac{2 \Delta x_{j}-8 \beta_{1, j+\frac{1}{2}} \Delta x_{j+\frac{1}{2}}}{20(M-m) M_{2}+\frac{8}{3} M_{1}}\right\}, q_{5}=\min _{j}\left\{\frac{2 \Delta x_{j+1}-8 \beta_{1, j+\frac{1}{2}} \Delta x_{j+\frac{1}{2}}}{20(M-m) M_{2}+\frac{8}{3} M_{1}}\right\}$, $q_{6}=\min _{j}\left\{\frac{\beta_{0, j+\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j+\frac{1}{2}}}-\frac{3}{2}+4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}}{15(M-m) M_{2}+\frac{4}{3} M_{1}} \Delta x_{j}\right\}$, $q_{7}=\min _{j}\left\{\frac{\beta_{0, j+\frac{1}{2}} \frac{\Delta x_{j+1}}{\Delta x_{j+\frac{1}{2}}}-\frac{3}{2}+4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}}}{15(M-m) M_{2}+\frac{4}{3} M_{1}} \Delta x_{j+1}\right\}$, $q_{8}=\frac{1}{M_{1}} \min _{j}\left(\frac{2 \hat{\omega}_{1} \Delta x_{j}^{2}}{3\left(\beta_{0, j-\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j-\frac{1}{2}}}-\frac{3}{2}+4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}^{2}}{\Delta x_{j}}\right)+3\left(4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}-\frac{1}{2}\right)}\right)^{\frac{1}{2}}$,

$$
\begin{aligned}
& q_{9}=\frac{1}{M_{1}} \min _{j}\left(\frac{2 \hat{\omega}_{N q} \Delta x_{j}^{2}}{3\left(2-8 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}^{\Delta x_{j}}}{\Delta x_{j}}+3\left(2-8 \beta_{1, j+\frac{1}{2}} \frac{\left.\Delta x_{j+\frac{1}{2}}^{\Delta x_{j}}\right)}{\Delta n}\right.\right.}\right)^{\frac{1}{2}}, \\
& q_{10}=\frac{1}{M_{1}} \min _{j}\left(\frac{2 \hat{\omega}_{2 N_{q}-1} \Delta x_{j}^{2}}{3\left(\beta_{0, j+\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j+\frac{1}{2}}}-\frac{3}{2}+4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}^{\Delta x_{j}}}{\Delta x_{j}}\right)+3\left(4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}-\frac{1}{2}\right)}\right)^{\frac{1}{2}} .
\end{aligned}
$$

Proof. We have exactly the same results as in (2.17), (2.18), and (2.19), except that the coefficients in (2.19) are now

$$
\begin{aligned}
& z_{1}=\frac{\lambda_{j}^{2}}{4} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(\left(4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}} \Delta x_{j}}{\Delta x_{j-1}^{2}}-\frac{1}{2} \frac{\Delta x_{j}}{\Delta x_{j-1}}\right)+\Delta t f_{j-\frac{1}{2}}^{\prime \prime-} u_{x_{j-\frac{1}{2}}}^{-} \frac{\Delta x_{j}}{\Delta x_{j-1}}\right. \\
& \left.+\frac{4 \lambda_{j}}{3} f_{j-\frac{1}{2}}^{\prime-} \frac{\Delta x_{j}^{2}}{\Delta x_{j-1}^{2}}\right)+\frac{\lambda_{j}^{2}}{4} f_{j-\frac{1}{2}}^{\prime 2}\left(4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}} \Delta x_{j}}{\Delta x_{j-1}^{2}}-\frac{1}{2} \frac{\Delta x_{j}}{\Delta x_{j-1}}\right), \\
& z_{2}=\frac{\lambda_{j}^{2}}{4} f^{\prime 2-}\left(\left(2 \frac{\Delta x_{j}}{\Delta x_{j-1}}-8 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}} \Delta x_{j}}{\Delta x_{j-1}^{2}}\right)-4 \Delta t f_{j-\frac{1}{2}}^{\prime \prime-} u_{x_{j-\frac{1}{2}}}^{-} \frac{\Delta x_{j}}{\Delta x_{j-1}}\right. \\
& \left.-\frac{8 \lambda_{j}}{3} f_{j-\frac{1}{2}}^{\prime-} \frac{\Delta x_{j}^{2}}{\Delta x_{j-1}^{2}}\right)+\frac{\lambda_{j}^{2}}{4} f^{\prime 2+}{ }_{j-\frac{1}{2}}\left(2 \frac{\Delta x_{j}}{\Delta x_{j-1}}-8 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}} \Delta x_{j}}{\Delta x_{j-1}^{2}}\right) \\
& z_{3}=\frac{\lambda_{j}^{2}}{4} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(\left(\beta_{0, j-\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j-\frac{1}{2}}}-\frac{3}{2} \frac{\Delta x_{j}}{\Delta x_{j-1}}+4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}} \Delta x_{j}}{\Delta x_{j-1}^{2}}\right)\right. \\
& \left.+3 \Delta t f_{j-\frac{1}{2}}^{\prime \prime-} u_{x_{j-\frac{1}{2}}}^{-} \frac{\Delta x_{j}}{\Delta x_{j-1}}+\frac{4 \lambda_{j}}{3} f_{j-\frac{1}{2}}^{\prime-} \frac{\Delta x_{j}^{2}}{\Delta x_{j-1}^{2}}\right) \\
& +\frac{\lambda_{j}^{2}}{4} f^{\prime 2+}{ }_{j-\frac{1}{2}}\left(\beta_{0, j-\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j-\frac{1}{2}}}-\frac{3}{2} \frac{\Delta x_{j}}{\Delta x_{j-1}}+4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}} \Delta x_{j}}{\Delta x_{j-1}^{2}}\right) \\
& z_{4}=\frac{1}{2} \hat{\omega}_{1}-\frac{\lambda_{j}^{2}}{4} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(\beta_{0, j-\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j-\frac{1}{2}}}-\frac{3}{2}+4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}\right) \\
& -\frac{\lambda_{j}^{2}}{4} f_{j-\frac{1}{2}}^{\prime 2+}\left(\left(\beta_{0, j-\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j-\frac{1}{2}}}-\frac{3}{2}+4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}\right)+3 \Delta t f_{j-\frac{1}{2}}^{\prime \prime} u_{x_{j-\frac{1}{2}}}^{+}-\frac{4 \lambda_{j}}{3} f_{j-\frac{1}{2}}^{\prime+}\right) \\
& -\frac{\lambda_{j}^{2}}{4} f^{\prime 2-}\left(\left(4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}-\frac{1}{2}\right)+\Delta t f_{j+\frac{1}{2}}^{\prime \prime-} u_{x_{j+\frac{1}{2}}^{-}}^{-}+\frac{4 \lambda_{j}}{3} f_{j+\frac{1}{2}}^{\prime-}\right) \\
& -\frac{\lambda_{j}^{2}}{4} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}-\frac{1}{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& z_{5}=\frac{1}{2} \hat{\omega}_{N}-\frac{\lambda_{j}^{2}}{4} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(2-8 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}\right) \\
& -\frac{\lambda_{j}^{2}}{4} f^{\prime 2}{ }_{j-\frac{1}{2}}^{+}\left(\left(2-8 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}\right)-4 \Delta t f_{j-\frac{1}{2}}^{\prime \prime+} u_{x_{j-\frac{1}{2}}}^{+}+\frac{8 \lambda_{j}}{3} f_{j-\frac{1}{2}}^{\prime+}\right) \\
& -\frac{\lambda_{j}^{2}}{4} f^{\prime 2-}\left(\left(2-8 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}\right)-4 \Delta t f_{j+\frac{1}{2}}^{\prime \prime-} u_{x_{j+\frac{1}{2}}^{-}}^{-}-\frac{8 \lambda_{j}}{3} f_{j+\frac{1}{2}}^{\prime-}\right) \\
& -\frac{\lambda_{j}^{2}}{4} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(2-8 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}\right) \\
& z_{6}=\frac{1}{2} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda_{j}^{2}}{4} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}-\frac{1}{2}\right) \\
& -\frac{\lambda_{j}^{2}}{4} f^{\prime 2+}{ }_{j-\frac{1}{2}}\left(\left(4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}-\frac{1}{2}\right)+\Delta t f_{j-\frac{1}{2}}^{\prime \prime+} u_{x_{j-\frac{1}{2}}}^{+}-\frac{4 \lambda_{j}}{3} f_{j-\frac{1}{2}}^{\prime+}\right) \\
& -\frac{\lambda_{j}^{2}}{4} f^{\prime 2-}\left(\left(\beta_{0, j+\frac{1}{2}}^{2} \frac{\Delta x_{j}}{\Delta x_{j+\frac{1}{2}}}-\frac{3}{2}+4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}\right)+3 \Delta t f^{\prime \prime-}{ }_{j+\frac{1}{2}} u_{x_{j+\frac{1}{2}}}^{-}+\frac{4 \lambda_{j}}{3} f_{j+\frac{1}{2}}^{\prime-}\right) \\
& -\frac{\lambda_{j}^{2}}{4} f^{\prime 2}{ }_{j+\frac{1}{2}}^{+}\left(\beta_{0, j+\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j+\frac{1}{2}}}-\frac{3}{2}+4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}\right) \\
& z_{7}=\frac{\lambda_{j}^{2}}{4} f_{j+\frac{1}{2}}^{\prime 2-}\left(\beta_{0, j+\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j+\frac{1}{2}}}-\frac{3}{2} \frac{\Delta x_{j}}{\Delta x_{j+1}}+4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}\right) \\
& +\frac{\lambda_{j}^{2}}{4} f^{\prime 2}{ }_{j+\frac{1}{2}}^{+}\left(\left(\beta_{0, j+\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j+\frac{1}{2}}}-\frac{3}{2} \frac{\Delta x_{j}}{\Delta x_{j+1}}+4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}\right)\right. \\
& \left.+3 \Delta t f_{j+\frac{1}{2}}^{\prime \prime+} u_{x_{j+\frac{1}{2}}}^{+} \frac{\Delta x_{j}}{\Delta x_{j+1}}-\frac{4 \lambda_{j}}{3} f_{j+\frac{1}{2}}^{\prime+} \frac{\Delta x_{j}^{2}}{\Delta x_{j+1}^{2}}\right) \\
& z_{8}=\frac{\lambda_{j}^{2}}{4} f^{\prime 2-}{ }_{j+\frac{1}{2}}\left(2 \frac{\Delta x_{j}}{\Delta x_{j+1}}-8 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}\right) \\
& +\frac{\lambda_{j}^{2}}{4} f^{\prime 2+}\left(\left(2 \frac{\Delta x_{j}}{\Delta x_{j+1}}-8 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}\right)-4 \Delta t f_{j+\frac{1}{2}}^{\prime \prime+} u_{x_{j+\frac{1}{2}}}^{+} \frac{\Delta x_{j}}{\Delta x_{j+1}}\right. \\
& \left.+\frac{8 \lambda_{j}}{3} f_{j+\frac{1}{2}}^{\prime+} \frac{\Delta x_{j}^{2}}{\Delta x_{j+1}^{2}}\right) \\
& z_{9}=\frac{\lambda_{j}^{2}}{4} f^{\prime 2-}{ }_{j+\frac{1}{2}}^{-}\left(4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}-\frac{1}{2} \frac{\Delta x_{j}}{\Delta x_{j+1}}\right) \\
& +\frac{\lambda_{j}^{2}}{4} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(\left(4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}-\frac{1}{2} \frac{\Delta x_{j}}{\Delta x_{j+1}}\right)+\Delta t f^{\prime \prime+}{ }_{j+\frac{1}{2}} u_{x_{j+\frac{1}{2}}}^{+} \frac{\Delta x_{j}}{\Delta x_{j+1}}\right. \\
& \left.-\frac{4 \lambda_{j}}{3} f_{j+\frac{1}{2}}^{\prime+} \frac{\Delta x_{j}^{2}}{\Delta x_{j+1}^{2}}\right)
\end{aligned}
$$

It can be verified that

$$
\frac{1}{2} \sum_{\gamma=2}^{N_{q}-1} \hat{\omega}_{\gamma}+\frac{1}{2} \sum_{\gamma=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\gamma}+z_{1}+z_{2}+\ldots+z_{9}=\frac{1}{2}
$$

and

$$
\begin{aligned}
z_{1} \geq & \frac{\lambda_{j}^{2}}{4} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(\left(4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}} \Delta x_{j}}{\Delta x_{j-1}^{2}}-\frac{1}{2} \frac{\Delta x_{j}}{\Delta x_{j-1}}\right)-5(M-m) M_{2} \frac{\Delta t}{\Delta x_{j-1}} \frac{\Delta x_{j}}{\Delta x_{j-1}}\right. \\
& \left.-\frac{4 \lambda_{j}}{3} M_{1} \frac{\Delta x_{j}^{2}}{\Delta x_{j-1}^{2}}\right)+\frac{\lambda_{j}^{2}}{4} f^{\prime 2+}{ }_{j-\frac{1}{2}}\left(4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}} \Delta x_{j}}{\Delta x_{j-1}^{2}}-\frac{1}{2} \frac{\Delta x_{j}}{\Delta x_{j-1}}\right) \geq 0, \\
z_{2} \geq & \frac{\lambda_{j}^{2}}{4} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(\left(2 \frac{\Delta x_{j}}{\Delta x_{j-1}}-8 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}} \Delta x_{j}}{\Delta x_{j-1}^{2}}\right)-20(M-m) M_{2} \frac{\Delta t}{\Delta x_{j-1}} \frac{\Delta x_{j}}{\Delta x_{j-1}}\right. \\
& \left.-\frac{8 \lambda_{j}}{3} M_{1} \frac{\Delta x_{j}^{2}}{\Delta x_{j-1}^{2}}\right)+\frac{\lambda_{j}^{2}}{4} f^{\prime 2+}{ }_{j-\frac{1}{2}}\left(2 \frac{\Delta x_{j}}{\Delta x_{j-1}}-8 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}} \Delta x_{j}}{\Delta x_{j-1}^{2}}\right) \geq 0, \\
z_{3} \geq & \frac{\lambda_{j}^{2}}{4} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(\left(\beta_{0, j-\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j-\frac{1}{2}}}-\frac{3}{2} \frac{\Delta x_{j}}{\Delta x_{j-1}}+4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}} \Delta x_{j}}{\Delta x_{j-1}^{2}}\right)\right. \\
& \left.-15(M-m) M_{2} \frac{\Delta t}{\Delta x_{j-1}} \frac{\Delta x_{j}}{\Delta x_{j-1}}-\frac{4 \lambda_{j}}{3} M_{1} \frac{\Delta x_{j}^{2}}{\Delta x_{j-1}^{2}}\right) \\
& +\frac{\lambda_{j}^{2}}{4} f^{\prime 2+}{ }_{j-\frac{1}{2}}^{2}\left(\beta_{0, j-\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j-\frac{1}{2}}}-\frac{3}{2} \frac{\Delta x_{j}}{\Delta x_{j-1}}+4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}} \Delta x_{j}}{\Delta x_{j-1}^{2}}\right) \geq 0, \\
z_{4} \geq & \frac{1}{2} \hat{\omega}_{1}-\frac{\lambda_{j}^{2}}{4} M_{1}^{2}\left(\beta_{0, j-\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j-\frac{1}{2}}}-\frac{3}{2}+4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}\right) \\
& -\frac{\lambda_{j}^{2}}{4} M_{1}^{2}\left(\left(\beta_{0, j-\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j-\frac{1}{2}}}-\frac{3}{2}+4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}\right)+15(M-m) M_{2} \lambda_{j}+\frac{4 \lambda_{j}}{3} M_{1}\right) \\
& -\frac{\lambda_{j}^{2}}{4} M_{1}^{2}\left(\left(4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}-\frac{1}{2}\right)+5(M-m) M_{2} \lambda_{j}+\frac{4 \lambda_{j}}{3} M_{1}\right) \\
& -\frac{\lambda_{j}^{2}}{4} M_{1}^{2}\left(4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}-\frac{1}{2}\right) \geq 0,
\end{aligned}
$$

$$
\begin{aligned}
& z_{5} \geq \frac{1}{2} \hat{\omega}_{N}-\frac{\lambda_{j}^{2}}{4} M_{1}^{2}\left(2-8 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}\right) \\
& -\frac{\lambda_{j}^{2}}{4} M_{1}^{2}\left(\left(2-8 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}\right)+20(M-m) M_{2} \lambda_{j}+\frac{8 \lambda_{j}}{3} M_{1}\right) \\
& -\frac{\lambda_{j}^{2}}{4} M_{1}^{2}\left(\left(2-8 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}\right)+20(M-m) M_{2} \lambda_{j}+\frac{8 \lambda_{j}}{3} M_{1}\right) \\
& -\frac{\lambda_{j}^{2}}{4} M_{1}^{2}\left(2-8 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}\right) \geq 0, \\
& z_{6} \geq \frac{1}{2} \hat{\omega}_{2 N_{q}-1}-\frac{\lambda_{j}^{2}}{4} M_{1}^{2}\left(4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}-\frac{1}{2}\right) \\
& -\frac{\lambda_{j}^{2}}{4} M_{1}^{2}\left(\left(4 \beta_{1, j-\frac{1}{2}} \frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}-\frac{1}{2}\right)+5(M-m) M_{2} \lambda_{j}+\frac{4 \lambda_{j}}{3} M_{1}\right) \\
& -\frac{\lambda_{j}^{2}}{4} M_{1}^{2}\left(\left(\beta_{0, j+\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j+\frac{1}{2}}}-\frac{3}{2}+4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}\right)+15(M-m) M_{2} \lambda_{j}+\frac{4 \lambda_{j}}{3} M_{1}\right) \\
& -\frac{\lambda_{j}^{2}}{4} M_{1}^{2}\left(\beta_{0, j+\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j+\frac{1}{2}}}-\frac{3}{2}+4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}\right) \geq 0, \\
& z_{7} \geq \frac{\lambda_{j}^{2}}{4} f^{\prime 2-}{ }_{j+\frac{1}{2}}\left(\beta_{0, j+\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j+\frac{1}{2}}}-\frac{3}{2} \frac{\Delta x_{j}}{\Delta x_{j+1}}+4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}\right) \\
& +\frac{\lambda_{j}^{2}}{4} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(\left(\beta_{0, j+\frac{1}{2}} \frac{\Delta x_{j}}{\Delta x_{j+\frac{1}{2}}}-\frac{3}{2} \frac{\Delta x_{j}}{\Delta x_{j+1}}+4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}\right)\right. \\
& \left.-15(M-m) M_{2} \frac{\Delta t}{\Delta x_{j+1}} \frac{\Delta x_{j}}{\Delta x_{j+1}}-\frac{4 \lambda_{j}}{3} M_{1} \frac{\Delta x_{j}^{2}}{\Delta x_{j+1}^{2}}\right) \geq 0, \\
& z_{8} \geq \frac{\lambda_{j}^{2}}{4} f^{\prime 2-}{ }_{j+\frac{1}{2}}\left(2 \frac{\Delta x_{j}}{\Delta x_{j+1}}-8 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}\right) \\
& +\frac{\lambda_{j}^{2}}{4} f^{\prime 2+}\left(\left(2 \frac{\Delta x_{j}}{\Delta x_{j+1}}-8 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}\right)\right. \\
& \left.-20(M-m) M_{2} \frac{\Delta t}{\Delta x_{j+1}} \frac{\Delta x_{j}}{\Delta x_{j+1}}-\frac{8 \lambda_{j}}{3} M_{1} \frac{\Delta x_{j}^{2}}{\Delta x_{j+1}^{2}}\right) \geq 0, \\
& z_{9} \geq \frac{\lambda_{j}^{2}}{4} f^{\prime 2-}{ }_{j+\frac{1}{2}}\left(4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}-\frac{1}{2} \frac{\Delta x_{j}}{\Delta x_{j+1}}\right) \\
& +\frac{\lambda_{j}^{2}}{4} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(\left(4 \beta_{1, j+\frac{1}{2}} \frac{\Delta x_{j} \Delta x_{j+\frac{1}{2}}}{\Delta x_{j+1}^{2}}-\frac{1}{2} \frac{\Delta x_{j}}{\Delta x_{j+1}}\right)\right. \\
& \left.-5(M-m) M_{2} \frac{\Delta t}{\Delta x_{j+1}} \frac{\Delta x_{j}}{\Delta x_{j+1}}-\frac{4 \lambda_{j}}{3} M_{1} \frac{\Delta x_{j}^{2}}{\Delta x_{j+1}^{2}}\right) \geq 0,
\end{aligned}
$$

under the CFL condition (A.4).

Since II can be written as a half of a convex combination of point values of $u^{n}$, we still have $\frac{1}{2} m \leq \mathrm{II} \leq \frac{1}{2} M$ as before, which implies $m \leq \bar{u}_{j}^{n+1} \leq M, j=1,2, \ldots, N$

## A.3.2 A maximum-principle-satisfying scheme on arbitrary nonuniform meshes

To construct the maximum-principle-satisfying scheme on arbitrary nonuniform meshes, we shall first introduce the composite quadrature rule to be used. Define $\Delta x_{j+\frac{1}{2}}=$ $\frac{1}{3} \min \left\{\Delta x_{j}, \Delta x_{j+1}\right\}$ and denote by $\tilde{u}_{j}^{1}=u\left(x_{j-\frac{1}{2}}-\Delta x_{j-\frac{1}{2}}\right), \tilde{u}_{j}^{2}=u\left(x_{j-\frac{1}{2}}-\frac{1}{2} \Delta x_{j-\frac{1}{2}}\right), \tilde{u}_{j}^{3}=$ $u\left(x_{j-\frac{1}{2}}+\frac{1}{2} \Delta x_{j-\frac{1}{2}}\right), \tilde{u}_{j}^{4}=u\left(x_{j-\frac{1}{2}}+\Delta x_{j-\frac{1}{2}}\right), \tilde{u}_{j}^{5}=u\left(x_{j+\frac{1}{2}}-\Delta x_{j+\frac{1}{2}}\right), \tilde{u}_{j}^{6}=u\left(x_{j+\frac{1}{2}}-\right.$ $\left.\frac{1}{2} \Delta x_{j+\frac{1}{2}}\right), \tilde{u}_{j}^{7}=u\left(x_{j+\frac{1}{2}}+\frac{1}{2} \Delta x_{j+\frac{1}{2}}\right), \tilde{u}_{j}^{8}=u\left(x_{j+\frac{1}{2}}+\Delta x_{j+\frac{1}{2}}\right)$, for the cell $I_{j}$.

We adopt the composite Gauss-Lobatto rule as follows: The interval $I_{j}$ is divided into three subintervals, i.e. $I_{j}=\left[x_{j-\frac{1}{2}}, x_{j-\frac{1}{2}}+\Delta x_{j-\frac{1}{2}}\right] \cup\left[x_{j-\frac{1}{2}}+\Delta x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}-\Delta x_{j+\frac{1}{2}}\right] \cup$ $\left[x_{j+\frac{1}{2}}-\Delta x_{j+\frac{1}{2}}, x_{j+\frac{1}{2}}\right]$, and each subinterval is assigned with the $2 N_{q}-1$ GaussLobatto quadrature rule, which results in the quadrature points $\left\{\tilde{x}_{1}^{j}, \tilde{x}_{2}^{j}, \ldots, \tilde{x}_{6 N_{q}-5}^{j}\right\}$ and quadrature weights $\left\{\tilde{\omega}_{1}^{j}, \omega_{2}^{j}, \ldots, \tilde{\omega}_{6 N_{q}-5}^{j}\right\}$ on the interval $I_{j}$ as follows,

$$
\tilde{x}_{\alpha}^{j}= \begin{cases}x_{j-\frac{1}{2}}+\left(\frac{\hat{x}_{\alpha}+1}{2}\right) \Delta x_{j-\frac{1}{2}} & \alpha=1,2, \ldots, 2 N_{q}-1, \\ x_{j-\frac{1}{2}}+\Delta x_{j-\frac{1}{2}}+\left(\frac{\hat{x}_{\alpha-2 N_{q}+2}+1}{2}\right)\left(\Delta x_{j}-\Delta x_{j-\frac{1}{2}}-\Delta x_{j+\frac{1}{2}}\right) & \alpha=2 N_{q}, \ldots, 4 N_{q}-3, \\ x_{j+\frac{1}{2}}-\Delta x_{j+\frac{1}{2}}+\left(\frac{\hat{x}_{\alpha-4 N_{q}+4}+1}{2}\right) \Delta x_{j+\frac{1}{2}} & \alpha=4 N_{q}-2, \ldots, 6 N_{q}-5,\end{cases}
$$

and

$$
\tilde{\omega}_{\alpha}^{j}= \begin{cases}\frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}} \hat{\omega}_{\alpha} & \alpha=1,2, \ldots, 2 N_{q}-2 \\ \frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}} \hat{\omega}_{2 N_{q}-1}+\left(1-\frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}-\frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}\right) \hat{\omega}_{1} & \alpha=2 N_{q}-1, \\ \left(1-\frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}-\frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}\right) \hat{\omega}_{\alpha-2 N_{q}+2} & \alpha=2 N_{q}, \ldots, 4 N_{q}-4, \\ \left(1-\frac{\Delta x_{j-\frac{1}{2}}}{\Delta x_{j}}-\frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}}\right) \hat{\omega}_{2 N_{q}-1}+\frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}} \hat{\omega}_{1} & \alpha=4 N_{q}-3, \\ \frac{\Delta x_{j+\frac{1}{2}}}{\Delta x_{j}} \hat{\omega}_{\alpha-4 N_{q}+4} & \alpha=4 N_{q}-2, \ldots, 6 N_{q}-5\end{cases}
$$

respectively, where $\left\{\hat{x}_{\alpha}, \alpha=1,2, \ldots, 2 N_{q}-1\right\}$ and $\left\{\hat{\omega}_{\alpha}, \alpha=1,2, \ldots, 2 N_{q}-1\right\}$ are the Gauss-Lobatto points on $[-1,1]$ and weights satisfying $\sum_{\alpha=1}^{2 N_{q}-1} \hat{\omega}_{\alpha}=1$.

We redefine the DDG flux on nonuniform meshes:

$$
\begin{equation*}
\widehat{u_{x+\frac{1}{2}}^{\mathrm{DDG}}}=\beta_{0} \frac{[u]_{j+\frac{1}{2}}}{\Delta x_{j+\frac{1}{2}}}+\left\{u_{x}\right\}_{j+\frac{1}{2}}+\beta_{1} \Delta x_{j+\frac{1}{2}}\left[u_{x x}\right]_{j+\frac{1}{2}}, \tag{A.5}
\end{equation*}
$$

where $\beta_{0}, \beta_{1}$ are penalty parameters satisfying $\frac{1}{8}<\beta_{1}<\frac{1}{4}, \beta_{0}>\frac{3}{2}-4 \beta_{1}, j=$ $1,2, \ldots, N$ as in the uniform meshes.

Similarly, we have the expansion of DDG fluxes for $u \in V$.

$$
\begin{aligned}
\widehat{u_{x_{j+\frac{1}{2}}}^{\mathrm{DDG}}=} & \frac{1}{\Delta x_{j+\frac{1}{2}}}\left(\left(\frac{1}{2}-4 \beta_{1}\right) \tilde{u}^{5}+\left(8 \beta_{1}-2\right) \tilde{u}^{6}+\left(-\beta_{0}+\frac{3}{2}-4 \beta_{1}\right) u_{j+\frac{1}{2}}^{-}\right. \\
& \left.+\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) u_{j+\frac{1}{2}}^{+}+\left(2-8 \beta_{1}\right) \tilde{u}^{7}+\left(4 \beta_{1}-\frac{1}{2}\right) \tilde{u}^{8}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\widehat{u}_{x_{j-\frac{1}{2}}}^{\mathrm{DDG}}= & \frac{1}{\Delta x_{j-\frac{1}{2}}}\left(\left(\frac{1}{2}-4 \beta_{1}\right) \tilde{u}^{1}+\left(8 \beta_{1}-2\right) \tilde{u}^{2}+\left(-\beta_{0}+\frac{3}{2}-4 \beta_{1}\right) u_{j-\frac{1}{2}}^{-}\right. \\
& \left.+\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) u_{j-\frac{1}{2}}^{+}+\left(2-8 \beta_{1}\right) \tilde{u}^{3}+\left(4 \beta_{1}-\frac{1}{2}\right) \tilde{u}^{4}\right)
\end{aligned}
$$

The main result is as follows,

Theorem A.3.3. Given $m \leq u^{n} \leq M$ and the $D D G$ flux (A.5), the cell averages $\bar{u}_{j}^{n+1}, j=1,2, \ldots, N$ of the solution of scheme (2.8) are bounded between $m$ and $M$ under the CFL condition (A.6).

$$
\begin{equation*}
\Delta t \leq \min \left\{q_{1}, q_{2}, \ldots, q_{7}\right\} \tag{A.6}
\end{equation*}
$$

where $q_{1}=\frac{\hat{\omega}_{1}}{2 M_{1}} \min _{j} \Delta x_{j}, q_{2}=\frac{4 \beta_{1}-\frac{1}{2}}{5(M-m) M_{2}+\frac{4}{3} M_{1}} \min _{j} \Delta x_{j+\frac{1}{2}}, q_{3}=\frac{2-8 \beta_{1}}{20(M-m) M_{2}+\frac{8}{3} M_{1}} \min _{j} \Delta x_{j+\frac{1}{2}}$, $q_{4}=\frac{\beta_{0}-\frac{3}{2}+4 \beta_{1}}{15(M-m) M_{2}+\frac{4}{3} M_{1}} \min _{j} \Delta x_{j+\frac{1}{2}}, q_{5}=\left(\frac{2 \hat{1}_{1}}{3 M_{1}^{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)}\right)^{\frac{1}{2}} \min _{j} \Delta x_{j+\frac{1}{2}}$, $q_{6}=\left(\frac{2 \hat{\omega}_{N_{q}}}{3 M_{1}^{2}\left(2-8 \beta_{1}\right)}\right)^{\frac{1}{2}} \min _{j} \Delta x_{j+\frac{1}{2}}, q_{7}=\left(\frac{4 \hat{\omega}_{1}}{3 M_{1}^{2}\left(4 \beta_{1}-\frac{1}{2}\right)}\right)^{\frac{1}{2}} \min _{j} \Delta x_{j+\frac{1}{2}}$.

Proof. We have exactly the same results as in (2.17) and (2.18), but now II is expanded differently:

$$
\begin{aligned}
\mathrm{II}= & \frac{1}{2} \sum_{\gamma=2}^{N_{q}-1} \hat{\omega}_{\gamma}^{j} u^{\gamma}+\frac{1}{2} \sum_{\gamma=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\gamma}^{j} u^{\gamma}+\frac{1}{2} \sum_{\gamma=2 N_{q}}^{4 N_{q}-4} \hat{\omega}_{\gamma}^{j} u^{\gamma}+\frac{1}{2} \sum_{\gamma=4 N_{q}-2}^{5 N_{q}-5} \hat{\omega}_{\gamma}^{j} u^{\gamma}+\frac{1}{2} \sum_{\gamma=5 N_{q}-3}^{6 N_{q}-5} \hat{\omega}_{\gamma}^{j} u^{\gamma} \\
& +z_{1} \tilde{u}^{1}+z_{2} \tilde{u}^{2}+z_{3} u_{j-\frac{1}{2}}^{-}+z_{4} u_{j-\frac{1}{2}}^{+}+z_{5} \tilde{u}^{3}+z_{6} \tilde{u}^{4} \\
& +z_{7} \tilde{u}^{5}+z_{8} \tilde{u}^{6}+z_{9} u_{j+\frac{1}{2}}^{-}+z_{10} u_{j+\frac{1}{2}}^{+}+z_{11} \tilde{u}^{7}+z_{12} \tilde{u}^{8},
\end{aligned}
$$

where

$$
\begin{aligned}
& z_{1}=\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f^{\prime 2-}\left(\left(4 \beta_{1}-\frac{1}{2}\right)+\Delta t f_{j-\frac{1}{2}}^{\prime \prime-} u_{x_{j-\frac{1}{2}}}^{-}+\frac{4}{3} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f_{j-\frac{1}{2}}^{\prime-}\right) \\
& +\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f^{\prime 2}{ }_{j-\frac{1}{2}}^{+}\left(4 \beta_{1}-\frac{1}{2}\right), \\
& z_{2}=\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}}{f^{\prime 2-}}_{j-\frac{1}{2}}\left(\left(2-8 \beta_{1}\right)-4 \Delta t f_{j-\frac{1}{2}}^{\prime \prime-} u_{x-\frac{1}{2}}^{-}-\frac{8}{3} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f_{j-\frac{1}{2}}^{\prime-}\right) \\
& +\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f_{j-\frac{1}{2}}^{\prime 2+}\left(2-8 \beta_{1}\right) \\
& z_{3}=\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+3 \Delta t f_{j-\frac{1}{2}}^{\prime \prime-} u_{x_{j-\frac{1}{2}}}^{-}+\frac{4}{3} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f_{j-\frac{1}{2}}^{\prime-}\right) \\
& +\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f_{j-\frac{1}{2}}^{\prime 2+}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \\
& z_{4}=\frac{1}{2} \hat{\omega}_{1}^{j}-\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f^{\prime 2}{ }_{j-\frac{1}{2}}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \\
& -\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f_{j-\frac{1}{2}}^{\prime 2+}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+3 \Delta t f_{j-\frac{1}{2}}^{\prime \prime} u_{x_{j-\frac{1}{2}}}^{+}-\frac{4}{3} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f_{j-\frac{1}{2}}^{\prime+}\right) \\
& z_{5}=\frac{1}{2} \hat{\omega}_{N_{q}}^{j}-\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(2-8 \beta_{1}\right) \\
& -\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f^{\prime 2+}\left(\left(2-8 \beta_{1}\right)-4 \Delta t f_{j-\frac{1}{2}}^{\prime \prime+}{ }_{j-\frac{1}{2}} u_{x_{j-\frac{1}{2}}^{+}}^{+}+\frac{8}{3} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f_{j-\frac{1}{2}}^{\prime+}\right) \\
& z_{6}=\frac{1}{2} \hat{\omega}_{2 N_{q}-1}^{j}-\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f^{\prime 2}{ }_{j-\frac{1}{2}}\left(4 \beta_{1}-\frac{1}{2}\right) \\
& -\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f_{j-\frac{1}{2}}^{\prime 2+}\left(\left(4 \beta_{1}-\frac{1}{2}\right)+\Delta t f_{j-\frac{1}{2}}^{\prime \prime+} u_{x_{j-\frac{1}{2}}}^{+}-\frac{4}{3} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f_{j-\frac{1}{2}}^{\prime+}\right)
\end{aligned}
$$

$$
\begin{aligned}
& z_{7}=\frac{1}{2} \hat{\omega}_{4 N_{q}-3}^{j}-\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2-}{ }_{j+\frac{1}{2}}\left(\left(4 \beta_{1}-\frac{1}{2}\right)+\Delta t f^{\prime \prime-}{ }_{j+\frac{1}{2}} u_{x_{j+\frac{1}{2}}}^{-}+\frac{4}{3} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f_{j+\frac{1}{2}}^{\prime-}\right) \\
& -\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(4 \beta_{1}-\frac{1}{2}\right) \\
& z_{8}=\frac{1}{2} \hat{\omega}_{5 N_{q}-4}^{j}-\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2-}\left(\left(2-8 \beta_{1}\right)-4 \Delta t f^{\prime \prime-}{ }_{j+\frac{1}{2}}^{2} u_{x_{j+\frac{1}{2}}^{-}}^{-}-\frac{8}{3} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f_{j+\frac{1}{2}}^{\prime-}\right) \\
& -\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(2-8 \beta_{1}\right) \\
& z_{9}=\frac{1}{2} \hat{\omega}_{6 N_{q}-5}^{j}-\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2-}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+3 \Delta t f_{j+\frac{1}{2}}^{\prime \prime-} u_{x_{j+\frac{1}{2}}}^{-}+\frac{4}{3} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f_{j+\frac{1}{2}}^{\prime-}\right) \\
& -\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \\
& z_{10}=\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2-}{ }_{j+\frac{1}{2}}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \\
& +\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+3 \Delta t f_{j+\frac{1}{2}}^{\prime \prime} u_{x_{j+\frac{1}{2}}}^{+}-\frac{4}{3} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f_{j+\frac{1}{2}}^{\prime+}\right) \\
& z_{11}=\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2}{ }_{j+\frac{1}{2}}^{-}\left(2-8 \beta_{1}\right) \\
& +\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2}{ }_{j+\frac{1}{2}}^{+}\left(\left(2-8 \beta_{1}\right)-4 \Delta t f^{\prime \prime+}{ }_{j+\frac{1}{2}} u_{x_{j+\frac{1}{2}}}^{+}+\frac{8}{3} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f_{j+\frac{1}{2}}^{\prime+}\right) \\
& z_{12}=\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2-}{ }_{j+\frac{1}{2}}\left(4 \beta_{1}-\frac{1}{2}\right) \\
& +\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2+}\left(\left(4 \beta_{1}-\frac{1}{2}\right)+\Delta t f^{\prime \prime+}+{ }_{j+\frac{1}{2}} u_{x_{j+\frac{1}{2}}}^{+}-\frac{4}{3} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f_{j+\frac{1}{2}}^{\prime+}\right)
\end{aligned}
$$

One can verify that

$$
\begin{aligned}
& \frac{1}{2} \sum_{\gamma=2}^{N_{q}-1} \hat{\omega}_{\gamma}^{j}+\frac{1}{2} \sum_{\gamma=N_{q}+1}^{2 N_{q}-2} \hat{\omega}_{\gamma}^{j}+\frac{1}{2} \sum_{\gamma=2 N_{q}}^{4 N_{q}-4} \hat{\omega}_{\gamma}^{j}+\frac{1}{2} \sum_{\gamma=4 N_{q}-2}^{5 N_{q}-5} \hat{\omega}_{\gamma}^{j}+\frac{1}{2} \sum_{\gamma=5 N_{q}-3}^{6 N_{q}-5} \hat{\omega}_{\gamma}^{j} \\
& +z_{1}+z_{2}+z_{3}+z_{4}+z_{5}+z_{6}+z_{7}+z_{8}+z_{9}+z_{10}+z_{11}+z_{12}=\frac{1}{2},
\end{aligned}
$$

and

$$
\begin{aligned}
& z_{1} \geq \frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f^{\prime 2-}{ }_{j-\frac{1}{2}}\left(\left(4 \beta_{1}-\frac{1}{2}\right)-5(M-m) M_{2} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}}-\frac{4}{3} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} M_{1}\right) \\
& +\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f_{j-\frac{1}{2}}^{\prime 2}\left(4 \beta_{1}-\frac{1}{2}\right) \geq 0, \\
& z_{2} \geq \frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f^{\prime 2-}\left(\left(2-8 \beta_{1}\right)-20(M-m) M_{2} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}^{2}}-\frac{8}{3} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} M_{1}\right) \\
& +\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f_{j-\frac{1}{2}}^{\prime 2}\left(2-8 \beta_{1}\right) \geq 0, \\
& z_{3} \geq \frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f^{\prime 2-}\left(\left(\beta_{0-\frac{1}{2}}-\frac{3}{2}+4 \beta_{1}\right)-15(M-m) M_{2} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}}-\frac{4}{3} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} M_{1}\right) \\
& +\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} f_{j-\frac{1}{2}}^{\prime 2+}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \geq 0, \\
& z_{4} \geq \frac{1}{2} \hat{\omega}_{1}^{j}-\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} M_{1}^{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \\
& -\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} M_{1}^{2}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+15(M-m) M_{2} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}}+\frac{4}{3} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} M_{1}\right) \geq 0, \\
& z_{5} \geq \frac{1}{2} \hat{\omega}_{N_{q}}^{j}-\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} M_{1}^{2}\left(2-8 \beta_{1}\right) \\
& -\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} M_{1}^{2}\left(\left(2-8 \beta_{1}\right)+20(M-m) M_{2} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}}+\frac{8}{3} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} M_{1}\right) \geq 0, \\
& z_{6} \geq \frac{1}{2} \hat{\omega}_{2 N_{q}-1}^{j}-\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} M_{1}^{2}\left(4 \beta_{1}-\frac{1}{2}\right) \\
& -\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} M_{1}^{2}\left(\left(4 \beta_{1}-\frac{1}{2}\right)+5(M-m) M_{2} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}}+\frac{4}{3} \frac{\Delta t}{\Delta x_{j-\frac{1}{2}}} M_{1}\right) \geq 0, \\
& z_{7} \geq \frac{1}{2} \hat{\omega}_{4 N_{q}-3}^{j}-\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} M_{1}^{2}\left(\left(4 \beta_{1}-\frac{1}{2}\right)+5(M-m) M_{2} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}}+\frac{4}{3} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} M_{1}\right) \\
& -\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} M_{1}^{2}\left(4 \beta_{1}-\frac{1}{2}\right) \geq 0, \\
& z_{8} \geq \frac{1}{2} \hat{\omega}_{5 N_{q}-4}^{j}-\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} M_{1}^{2}\left(\left(2-8 \beta_{1}\right)+20(M-m) M_{2} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}}+\frac{8}{3} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} M_{1}\right) \\
& -\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} M_{1}^{2}\left(2-8 \beta_{1}\right) \geq 0,
\end{aligned}
$$

$$
\begin{aligned}
z_{9} \geq & \frac{1}{2} \hat{\omega}_{6 N_{q}-5}^{j}-\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} M_{1}^{2}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)+15(M-m) M_{2} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}}+\frac{4}{3} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} M_{1}\right) \\
& -\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} M_{1}^{2}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \geq 0, \\
z_{10} \geq & \frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2-}{ }_{j+\frac{1}{2}}\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right) \\
& +\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(\left(\beta_{0}-\frac{3}{2}+4 \beta_{1}\right)-15(M-m) M_{2} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}}-\frac{4}{3} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} M_{1}\right) \geq 0, \\
z_{11} \geq & \frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2-}{ }_{j+\frac{1}{2}}^{2}\left(2-8 \beta_{1}\right) \\
& +\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2+}{ }_{j+\frac{1}{2}}\left(\left(2-8 \beta_{1}\right)-20(M-m) M_{2} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}}-\frac{8}{3} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} M_{1}\right) \geq 0, \\
z_{12} \geq & \frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2-}{ }_{j+\frac{1}{2}}^{-2}\left(4 \beta_{1}-\frac{1}{2}\right) \\
& +\frac{\lambda_{j}}{4} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} f^{\prime 2+}{ }_{j+\frac{1}{2}}^{2+}\left(\left(4 \beta_{1}-\frac{1}{2}\right)-5(M-m) M_{2} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}}-\frac{4}{3} \frac{\Delta t}{\Delta x_{j+\frac{1}{2}}} M_{1}\right) \geq 0,
\end{aligned}
$$

under the CFL condition (A.6).

Therefore, we have $m \leq \bar{u}_{j}^{n+1} \leq M, j=1,2, \ldots, N$ following the same arguments as before.

## A.3.3 Numerical tests on nonuniform meshes

We demonstrate the accuracy and effectiveness of the maximum-principle-satisfying algorithm established in Section A.3.1 and Section A.3.2 on nonuniform meshes.

Example A.3.1. We solve the linear equation $u_{t}+u_{x}=0$ in the domain $\Omega=[-1,1]$ with periodic boundary conditions and discontinuous initial condition

$$
u_{0}(x)=\left\{\begin{array}{lc}
1, & -1 \leq x \leq 0 \\
-1, & 0 \leq x \leq 1
\end{array}\right.
$$

and take the terminal time $T=100$ to show the effect of the maximum-principlepreserving.

We solve the Burgers' equation $u_{t}+\left(\frac{u^{2}}{2}\right)_{x}=0$ in the domain $\Omega=[0,2 \pi]$ with initial condition $u_{0}(x)=\frac{1}{2}+\sin (x)$ and periodic boundary conditions, and take the terminal time $T=0.3$ to show the accuracy.

For the algorithm established in Section A.3.1, we generate the nonuniform meshes by adding uniformly distributed perturbation within $[-0.1 \Delta x, 0.1 \Delta x]$ on the inner nodes of the uniform mesh. For the algorithm established in Section A.3.2, we generate the nonuniform meshes by adding uniformly distributed perturbation within $[-0.3 \Delta x, 0.3 \Delta x]$ on the inner nodes of the uniform mesh.

The results are given in Table A. 1 and Figure A.1, from which we can observe the third order accuracy and maximum-principle-preserving effect.

|  | Algorithm A.3.1 |  |  |  | Algorithm A.3.2 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $L^{1}$ error | order | $L^{\infty}$ error | order | $L^{1}$ error | order | $L^{\infty}$ error | order |
| 20 | $9.33 \mathrm{E}-04$ | - | $1.50 \mathrm{E}-03$ | - | $1.19 \mathrm{E}-03$ | - | $2.37 \mathrm{E}-03$ | - |
| 40 | $1.15 \mathrm{E}-04$ | 3.02 | $2.38 \mathrm{E}-04$ | 2.65 | $1.44 \mathrm{E}-04$ | 3.05 | $3.61 \mathrm{E}-04$ | 2.72 |
| 80 | $1.41 \mathrm{E}-05$ | 3.03 | $4.09 \mathrm{E}-05$ | 2.54 | $1.90 \mathrm{E}-05$ | 2.92 | $8.56 \mathrm{E}-05$ | 2.08 |
| 160 | $1.73 \mathrm{E}-06$ | 3.03 | $5.56 \mathrm{E}-06$ | 2.88 | $2.01 \mathrm{E}-06$ | 3.24 | $9.33 \mathrm{E}-06$ | 3.20 |
| 320 | $2.11 \mathrm{E}-07$ | 3.03 | $8.14 \mathrm{E}-07$ | 2.77 | $2.72 \mathrm{E}-07$ | 2.89 | $1.69 \mathrm{E}-06$ | 2.46 |
| 640 | $2.59 \mathrm{E}-08$ | 3.03 | $1.04 \mathrm{E}-07$ | 2.96 | $3.23 \mathrm{E}-08$ | 3.07 | $1.93 \mathrm{E}-07$ | 3.13 |

Table A.1: Results of Example A.3.1, Burgers' equation at $T=0.3$


Figure A.1: Results of Example A.3.1 with discontinuous initial condition at $T=$ 100. $N=160$. Solid line: exact solution; Squares: numerical solution (cell averages).

## Appendix B

## Appendix for Chapter 3

## B. 1 The positivity of solution at downwind points in one space dimension

In this appendix, we prove that the solutions of schemes proposed in Section 3.2 are nonnegative at downwind points under certain mesh size conditions, provided the positivity of the boundary condition and source term.

Theorem B.1.1. For the problem (3.1) with $a(x)>0$ and $f, u(0) \geq 0$, the solution of the scheme (3.8) satisfies $u_{j+\frac{1}{2}}^{-} \geq 0, j=1,2, \ldots, N$, for $k=1,2,3, \ldots$ if $\lambda=0$, and for $k=1,2$ if $\lambda \Delta x_{j} \leq 2 \min _{x \in I_{j}} a(x), j=1,2, \ldots, N$.

Proof. If $\lambda=0$, we take the test function $w=1$ in the scheme (3.8) to yield the equations

$$
a\left(x_{j+\frac{1}{2}}\right) u_{j+\frac{1}{2}}^{-}=a\left(x_{j-\frac{1}{2}}\right) u_{j-\frac{1}{2}}^{-}+f_{I_{j}} f d x, j=1,2, \ldots, N
$$

satisfied by the solution. Since $a(x)>0, f(x) \geq 0$ on $\Omega$, and $u_{\frac{1}{2}}^{-}=u(0) \geq 0$, by induction, we have $u_{j+\frac{1}{2}}^{-} \geq 0, j=1,2, \ldots, N$.

If $\lambda>0$ and $k=1$, it is easy to check that the test function $\xi(x)=\frac{1}{a\left(x_{\left.j+\frac{1}{2}\right)}\right.}-$ $\frac{2 \lambda\left(x_{j+\frac{1}{2}}-x\right)}{a\left(x_{j+\frac{1}{2}}\right)\left(2 a\left(x_{j}\right)+\lambda \Delta x_{j}\right)} \in P^{1}\left(I_{j}\right)$ satisfies

$$
\begin{equation*}
-f_{I_{j}}\left(a(x) v \xi_{x}-\lambda v \xi\right) d x+a\left(x_{j+\frac{1}{2}}\right) v_{j+\frac{1}{2}}^{-} \xi_{j+\frac{1}{2}}^{-}=v_{j+\frac{1}{2}}^{-} \tag{B.1}
\end{equation*}
$$

for all $v \in P^{1}\left(I_{j}\right)$. Moreover, $\xi\left(x_{j+\frac{1}{2}}\right)=\frac{1}{a\left(x_{j+\frac{1}{2}}\right)}>0$ and $\xi\left(x_{j-\frac{1}{2}}\right)=\frac{2 a\left(x_{j}\right)-\lambda \Delta x_{j}}{a\left(x_{j+\frac{1}{2}}\right)\left(2 a\left(x_{j}\right)+\lambda \Delta x_{j}\right)} \geq$ 0 if $\lambda \Delta x_{j} \leq 2 \min _{x \in I_{j}} a(x)$, which implies that $\xi(x) \geq 0$ on $I_{j}$. Therefore, by taking
the test function $w=\xi$ (extends to zero outside $I_{j}$ ) in the scheme (3.8), we have

$$
\begin{equation*}
u_{j+\frac{1}{2}}^{-}=a\left(x_{j-\frac{1}{2}}\right) u_{j-\frac{1}{2}}^{-} \xi_{j-\frac{1}{2}}^{+}+f_{I_{j}} f \xi d x \tag{B.2}
\end{equation*}
$$

which implies $u_{j+\frac{1}{2}}^{-} \geq 0$ if $u_{j-\frac{1}{2}}^{-} \geq 0$. Since $u_{\frac{1}{2}}^{-}=u(0) \geq 0$, by induction, we have $u_{j+\frac{1}{2}}^{-} \geq 0$ for $j=1,2, \ldots, N$.

If $\lambda>0$ and $k=2$, one can check that $\xi(x)=\xi_{1} L_{1}(x)+\xi_{2} L_{2}(x)+\xi_{3} L_{3}(x)$ satisfies the equation (B.1) for all $v \in P^{2}\left(I_{j}\right)$, where $L_{1}(x), L_{2}(x), L_{3}(x)$ are the Lagrange basis at $\left\{\hat{x}_{1}, \hat{x}_{2}, x_{j+\frac{1}{2}}\right\}$ with $L_{1}\left(\hat{x}_{1}\right)=1, L_{2}\left(\hat{x}_{2}\right)=1, L_{3}\left(x_{j+\frac{1}{2}}\right)=1$, and

$$
\begin{aligned}
\xi_{1} & =\frac{2 \sqrt{3} a\left(\hat{x}_{1}\right)\left(2 \sqrt{3} a\left(\hat{x}_{2}\right)-\lambda \Delta x_{j}\right)}{a\left(x_{j+\frac{1}{2}}\right)\left(12 a\left(\hat{x}_{1}\right) a\left(\hat{x}_{2}\right)+3 a\left(\hat{x}_{1}\right) \lambda \Delta x_{j}+3 a\left(\hat{x}_{2}\right) \lambda \Delta x_{j}+\lambda^{2} \Delta x_{j}^{2}\right)}, \\
\xi_{2} & =\frac{2 \sqrt{3} a\left(\hat{x}_{2}\right)\left(2 \sqrt{3} a\left(\hat{x}_{1}\right)+\lambda \Delta x_{j}\right)}{a\left(x_{j+\frac{1}{2}}\right)\left(12 a\left(\hat{x}_{1}\right) a\left(\hat{x}_{2}\right)+3 a\left(\hat{x}_{1}\right) \lambda \Delta x_{j}+3 a\left(\hat{x}_{2}\right) \lambda \Delta x_{j}+\lambda^{2} \Delta x_{j}^{2}\right)}, \\
\xi_{3} & =\frac{1}{a\left(x_{j+\frac{1}{2}}\right)} .
\end{aligned}
$$

Moreover, if $\lambda \Delta x_{j} \leq 2 \min _{x \in I_{j}} a(x)$, we have $\xi\left(\hat{x}_{1}\right)=\xi_{1} \geq 0, \xi\left(\hat{x}_{2}\right)=\xi_{2} \geq 0$ and

$$
\xi\left(x_{j-\frac{1}{2}}\right)=\frac{12 a\left(\hat{x}_{1}\right) a\left(\hat{x}_{2}\right)-3 a\left(\hat{x}_{1}\right) \lambda \Delta x_{j}-3 a\left(\hat{x}_{2}\right) \lambda \Delta x_{j}+\lambda^{2} \Delta x_{j}^{2}}{a\left(x_{j+\frac{1}{2}}\right)\left(12 a\left(\hat{x}_{1}\right) a\left(\hat{x}_{2}\right)+3 a\left(\hat{x}_{1}\right) \lambda \Delta x_{j}+3 a\left(\hat{x}_{2}\right) \lambda \Delta x_{j}+\lambda^{2} \Delta x_{j}^{2}\right)} \geq 0 .
$$

Therefore, follow the same lines as in the case $k=1$, we obtain $u_{j+\frac{1}{2}}^{-} \geq 0$ for $j=1,2, \ldots, N$.

Almost the same arguments can be used to prove a similar theorem for the scheme (3.12) with $k=1$ and scheme (3.13) with $k=2$, except that the positivity of $\xi$ at the midpoint need to be checked due to the quadrature rules adopted on the right hand side the schemes. The theorem is stated as follows and the proof is omitted.

Theorem B.1.2. For the problem (3.2) with $a(u) \geq c>0$, and $f, u(0), \lambda \geq 0$, the
solutions of the scheme (3.12) with $k=1$ and scheme (3.13) with $k=2$ satisfy $u_{j+\frac{1}{2}}^{-} \geq 0, j=1,2, \ldots, N$ if $\lambda \Delta x_{j} \leq 2 c, j=1,2, \ldots, N$.

Remark B.1.1. For the time-dependent linear problem $u_{t}+(a(x) u)_{x}=0$, the backward Euler time discretization approach yields the stationary equations $\left(a(x) u^{n}\right)_{x}+$ $\Delta t^{-1} u^{n}=\Delta t^{-1} u^{n-1}, n=1,2, \ldots, \frac{T}{\Delta t}$. Therefore, the backward Euler discontinuous Galerkin scheme (3.8) is positivity-preserving under the CFL condition $\min _{x \in I_{j}} a(x) \frac{\Delta t}{\Delta x_{j}}$ $\geq \frac{1}{2}, \forall j$, if the positivity-preserving limiter is not applied until the computation of $u^{n}$ is completed at the time level $n$. This result can be viewed as an extension of the theoretical result of positivity-preserving backward Euler discontinuous Galerkin method for $u_{t}+u_{x}=0$ analyzed in [55].

## B. 2 Investigation of the schemes (3.7) and (3.8) for some special $a(x)$

The unmodulated $P^{k}$-DG schemes (3.7) for the equation (3.1) could result in negative cell averages in the solution for some special $a(x)$. For instance, one can take $a(x)=1+x, a(x)=1+x^{2}, a(x)=1+x^{3}, a(x)=1+x^{4}, a(x)=1+x^{5}$ in the unmodulated $P^{1}, P^{2}, P^{3}, P^{4}, P^{5}$-DG schemes, respectively, for some particular $\lambda$.

More precisely, for the test function $\xi \in P^{k}([0, h])$, s.t.

$$
-\int_{0}^{h}\left(a(x) v \xi_{x}-\lambda v \xi\right) d x+a(h) v(h) \xi(h)=\frac{1}{h} \int_{0}^{h} v d x, \quad \forall v \in P^{k}([0, h]),
$$

where $a(x)=1+x^{k}, k=1,2,3,4,5, \xi(h)$ is strictly negative for sufficiently small $h$, though $\lim _{h \rightarrow 0} \xi(h x)=1-x \geq 0$ for $x \in[0,1]$.

One can check that, if $\lambda=0$ :

- For $k=1, \lim _{h \rightarrow 0} \frac{\xi(h)}{h}=-\frac{1}{6}$.
- For $k=2, \lim _{h \rightarrow 0} \frac{\xi(h)}{h^{2}}=-\frac{1}{30}$.
- For $k=3, \lim _{h \rightarrow 0} \frac{\xi(h)}{h^{3}}=-\frac{1}{140}$.
- For $k=4, \lim _{h \rightarrow 0} \frac{\xi(h)}{h^{4}}=-\frac{1}{630}$.
- For $k=5, \lim _{h \rightarrow 0} \frac{\xi(h)}{h^{5}}=-\frac{1}{2772}$.

One can also check that, if $\lambda=\frac{1}{2}$ :

- For $k=1, \lim _{h \rightarrow 0} \frac{\xi(h)}{h}=-\frac{1}{12}$.
- For $k=2, \lim _{h \rightarrow 0} \frac{\xi(h)}{h^{2}}=-\frac{7}{240}$.
- For $k=3, \lim _{h \rightarrow 0} \frac{\xi(h)}{h^{3}}=-\frac{47}{6720}$.
- For $k=4, \lim _{h \rightarrow 0} \frac{\xi(h)}{h^{4}}=-\frac{383}{241920}$.
- For $k=5, \lim _{h \rightarrow 0} \frac{\xi(h)}{h^{5}}=-\frac{349}{967680}$.

Therefore, we can construct proper source term $f(x) \geq 0$ with large values around $x=h$, such that the average of the solution on the cell $[0, h]$ is negative.

However, using the positivity-preserving scheme defined in (3.8), the above problems are resolved. One can check that, for the test function $\xi \in P^{k}([0, h])$, s.t.

$$
-f_{0}^{h}\left(a(x) v \xi_{x}-\lambda v \xi\right) d x+a(h) v(h) \xi(h)=\frac{1}{h} \int_{0}^{h} v d x, \quad \forall v \in P^{k}([0, h]),
$$

where $a(x)=1+x^{k}, k=1,2,3,4,5$, we still have $\lim _{h \rightarrow 0} \xi(h x)=1-x$ but now $\xi(h)=0$ in all those cases.

## Appendix C

## Appendix for Chapter 5

## C. 1 A comparison of operations in LCD-WENO and RI-WENO for one dimensional shallow water equations

We analyze and compare the floating point operations in the local characteristic decomposition based WENO (LCD-WENO) and Riemann invariants based WENO (RI-WENO) algorithms for one dimensional shallow water equations in Table C.1. From comparison, it is clear that, RI-WENO exempts the computations at steps 1

| steps | LCD-WENO | RI-WENO |
| :---: | :---: | :---: |
| 1 | $\mathbf{u}=\frac{1}{2}\left(\mathbf{u}_{j}+\mathbf{u}_{j+1}\right),$ <br> or Roe's average. | None |
| 2 | $\begin{gathered} \mathbf{R}(\mathbf{u})=\left[\begin{array}{cc} 1 & 1 \\ u-\sqrt{g h} & u+\sqrt{g h} \end{array}\right], \\ \mathbf{R}^{-1}(\mathbf{u})=\left[\begin{array}{cc} \frac{1}{2}+\frac{u}{2 \sqrt{g h}} & -\frac{1}{2 \sqrt{g h}} \\ \frac{1}{2}-\frac{u}{2 \sqrt{g h}} & \frac{1}{2 \sqrt{g h}} \end{array}\right] . \end{gathered}$ | $\begin{aligned} & w_{1}=u+2 \sqrt{g h}, \\ & w_{2}=u-2 \sqrt{g h} . \end{aligned}$ |
| 3 | $\mathbf{v}_{i}=\mathbf{R}^{-1} \mathbf{u}_{i}, i=j-r+1, \ldots, j+r$. | None |
| 4 | $\begin{aligned} & \mathbf{v}_{j+\frac{1}{2}}^{-}=\operatorname{weno}\left(\mathbf{v}_{j-r+1}, \ldots, \mathbf{v}_{j+r-1}\right), \\ & \mathbf{v}_{j+\frac{1}{2}}^{+}=\operatorname{weno}\left(\mathbf{v}_{j+r}, \ldots, \mathbf{v}_{j-r+2}\right), \end{aligned}$ | $\begin{gathered} \mathbf{w}_{j+\frac{1}{2}}^{-}=\operatorname{weno}\left(\mathbf{w}_{j-r+1}, \ldots, \mathbf{w}_{j+r-1}\right), \\ \mathbf{w}_{j+\frac{1}{2}}^{+}=\operatorname{weno}\left(\mathbf{w}_{j+r}, \ldots, \mathbf{w}_{j-r+2}\right) \end{gathered}$ |
| 5 | $\mathbf{u}_{j+\frac{1}{2}}^{ \pm}=\mathbf{R} \mathbf{v}_{j+\frac{1}{2}}^{ \pm}$ | $\mathbf{u}_{j+\frac{1}{2}}^{ \pm}=\mathbf{u}\left(\mathbf{w}_{j+\frac{1}{2}}^{ \pm}\right)$ |
| 6 | $\hat{\mathbf{f}}\left(\mathbf{u}_{j+\frac{1}{2}}^{-}, \mathbf{u}_{j+\frac{1}{2}}^{+}, \cdots\right)$ | $\hat{\mathbf{f}}\left(\mathbf{u}_{j+\frac{1}{2}}^{-}, \mathbf{u}_{j+\frac{1}{2}}^{+}, \cdots\right)$ |

Table C.1: Comparison of operations in LCD-WENO and RI-WENO algorithms for one dimensional shallow water equations
and 3 , saves computational costs at step 2 , and has exactly the same costs at steps 4,5 and 6 . (At step 5, both algorithms use 4 multiplications and two additions, due to the relation $h=c\left(w_{1}-w_{2}\right)^{2}, u=\frac{1}{2}\left(w_{1}+w_{2}\right), h u=h * u$, where $c=\frac{1}{16 g}$.)

## C. 2 The definition of $G(\cdot)$ and computation of $G^{-1}(\cdot)$ in Example 5.4.5

Let

$$
g(u)=\frac{1}{\left(1+\frac{2+\alpha}{2 \alpha}\right) u+\frac{2+\alpha}{2 \alpha} u^{-1}-\sqrt{\left(\frac{2+\alpha}{2 \alpha}\right)^{2} u^{2}+\left(\frac{2+\alpha}{2 \alpha}\right)^{2} u^{-2}+\frac{8+8 \alpha-2 \alpha^{2}}{4 \alpha^{2}}}}, \quad u>0,
$$

then

$$
\begin{aligned}
G(u) & =\int_{1}^{u} g(y) d y \\
& =\frac{1}{16(1+\alpha)}\left(-\alpha \log 16+(8+4 \alpha) \log u+4 \alpha \log \left(1+u^{2}\right)+2 \alpha \log \left(\frac{\alpha-\alpha u^{2}+t}{-\alpha+\alpha u^{2}+t}\right)\right. \\
& +(\alpha+2) \log \left(\frac{-\alpha^{2}-4 \alpha-4+\left(\alpha^{2}-4 \alpha-4\right) u^{2}+(2+\alpha) t}{\alpha^{2}-4 \alpha-4+\left(-\alpha^{2}-4 \alpha-4\right) u^{2}+(2+\alpha) t}\right) \\
& \left.+(\alpha+2) \log \left(\frac{-\alpha^{2}+4 \alpha+4+\left(\alpha^{2}+4 \alpha+4\right) u^{2}+(2+\alpha) t}{\alpha^{2}+4 \alpha+4+\left(-\alpha^{2}+4 \alpha+4\right) u^{2}+(2+\alpha) t}\right)\right),
\end{aligned}
$$

where $t=\sqrt{\alpha^{2}\left(u^{2}-1\right)^{2}+(4 \alpha+4)\left(u^{2}+1\right)^{2}}$.

Note that $G(u)$ is a log-like monotone increasing concave function with $\left(\frac{2+\alpha}{2+2 \alpha}\right) u^{-1}<$ $g(u)<u^{-1}$ for $u \in(0, \infty)$, and $\lim _{u \rightarrow 0^{+}} \frac{g(u)}{\left(\frac{2+\alpha}{2+2 \alpha}\right) u^{-1}}=1, \quad \lim _{u \rightarrow \infty} \frac{g(u)}{u^{-1}}=1$, thus one can compute $G^{-1}\left(\log \frac{1}{q}\right)$ by solving $u$ from the equation $G(u)+\log q=0$ based on the Newton iteration.
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